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A case study of the non-equilibrium dynamics of open quantum systems in the markovian approximation is presented for two dynamical models based on a single harmonic oscillator in an external field. Specified through distinct forms of ohmic damping, their quantum Langevin equations are derived from an identical set of physical criteria, namely the canonical commutator between position and momentum, the Kubo formula, the virial theorem and the quantum equilibrium variance. The associated Lindblad equations are derived but only one of them is completely positive. Transforming those into Fokker-Planck equations for the Wigner functions, both models are shown to evolve towards the same Gibbs state, for a vanishing external field. The phenomenological differences between the models are illustrated through their quantum relaxations and through the phase diagrammes derived from their re-interpretation as mean-field approximations of an interacting manybody system.

## I. INTRODUCTION

The description of the non-equilibrium dynamics of open quantum systems continues to present many challenges [1-8]. In spite of much progress, many details of the modelling of the interaction of the degrees of freedom of the system and the bath(s) are far from obvious. In the celebrated system-interaction-bath framework, exact quantum Langevin equations can be derived. From these microscopic derivations, the quantum fluctuation-dissipation theorem (QFDT) follows, such that the relaxation towards the thermodynamic equilibrium state is guaranteed, but the resulting dynamics cannot be markovian [3, 8-14]. Here, we are interested in physical situations with a large separation of the time-scales between the system and the bath such that an effective and approximate markovian description of the system's dynamics becomes feasible.

Effective markovian dynamics are often specified in terms of dynamic semi-groups. When expressed as a master equation for the reduced density matrix $\hat{\rho}$ with the degrees of freedom of the bath integrated out, its Liouvillian generator can be shown to reduce to a Lindblad form [15]. Explicit justifications of the Lindblad equations are usually based on secondorder perturbation theory and product initial states which are uncorrelated between the 'system' and the 'bath'. Under these conditions, it can be shown that mixtures must be preserved under the dynamics from which it follows that the Lindblad dissipators should be completely positive [15-20]. However, the validity of these hypothesis, notably the tensor product form of the initial states, has been questioned [18, 19, 21-26] and it is claimed that complete positivity is not really required as a dynamic postulate. Recent approaches try to circumvent this controversial question [27-30]. A different view is that all this would be an artefact of an ill-defined evolution map [31].

[^0]On the other hand, in Langevin equations the coupling between the system and the bath(s) is described in terms of deterministic damping terms and importantly through stochastic noise terms whose correlators must be specified in order to render the required physical behaviour, notably the requested properties of the stationary state $[8,32,33]$. For reduced open quantum systems with effective markovian dynamics, both the lindbladian and langevinian descriptions co-exist but there is hardly any discussion on their mutual relationship.

The quantum harmonic oscillator has served since a long time as paradigm, also for quantum dynamics, e.g. [1, 3, 8, 33-37] and refs. therein. The Lindblad description is usually based on the quantum optics situation of a single oscillator in a cavity which does provide explicit expressions for the dissipator, e.g. [1, 3, 37] and which is manifestly completely positive. For a Langevin description, the physical starting point will be a massive particle in a harmonic potential and submitted to a frictional force. We shall use here the form proposed by Bedeaux and Mazur [35, 36] which was obtained from a master equation of the reduced density matrix $\hat{\rho}$. We intend to use this paradigm to analyse possible relationships between these two formulations of effective markovian dynamics of open quantum systems, in the form of a case study. We shall regard both formulations as a means to obtain equations of motion for averaged observables and regard two descriptions as equivalent if they lead to the same equations of motion (up to canonical transformations). The markovian nature of the effective Langevin dynamics is described here through noise correlators which depends on the two times $t, t^{\prime}$ only through delta functions $\delta\left(t-t^{\prime}\right)$. By itself, this means that such a form can only hold true after some short transient time $\tau_{\text {micro }}$ such that any peaked 'initial' noise correlator will converge to a delta-correlated form for times $t, t^{\prime}$ or $t-t^{\prime} \gg \tau_{\text {micro }}$, with a microscopic reference time $\tau_{\text {micro }}$.

Specifically, our programme will be as follows. In section II, we recall the Bedeaux-Mazur formulation of the markovian quantum Langevin equation (to be called friction model) and also define the cavity model as a quantum harmonic oscillator with different deterministic damping terms.

Both models are special cases of a more general system studied long ago [34]. In both models, the explicit noise correlators will be determined from the same set of phenomenological requirements (A-D) which we formulate. In any case, whatever more microscopic justification might be found in either model, these must lead to certain phenomenological consequences so that we can impose these 'physically reasonable' consequences immediately. In this way, not only we can avoid any explicit discussion of complete positivity, but via the explicit formulations available we can proceed to a discussion of the relaxational behaviour, rather than having to rely on rather abstract mathematically-inspired systems usually discussed in the litterature. Since we use the same physical criteria to define both models, it is clear that they share the same physical foundation. The exact solutions of the Langevin equations of both models are given and are seen to be in-equivalent, not least since the friction model contains an 'over-damped' dynamical regime which is absent in the cavity model. In section III, we recall first that the cavity model is equivalent to the standard Lindbladian description of a harmonic oscillator in a cavity $[1,3,37]$ and hence manifestly completely positive [16]. We then construct the master equation of the reduced density matrix of the friction model which turns out to be positive, but not completely positive. Rather, its dissipator is the difference of two completely positive dissipators, which is the most general form mathematically possible for a positive matrix [38]. Comparing the dynamic behaviour of the two models therefore allows to have a simple physical illustration on the effects of positivity, compared to complete positivity, of the density matrix. This illustration will be brought in section IV where the master equations of both models are solved simultaneously via the Wigner function technique. Again this illustrates that both models share the same mathematical basis, although they are physically distinct. While both models relax to the same equilibrium distribution (at least in the case without an external field) their dynamics if different. In section V we recast both models as mean-field approximations of a many-body interacting magnet and analyse the nature of their respective relaxations and phase diagrams at zero temperature. While the friction model relaxes to an equilibrium state independent of the damping parameter $\gamma$, the cavity model produces a non-trivial re-entrant phase diagram and its $\gamma$-dependent stationary state cannot reach equilibrium. Our conclusions are given in section VI. Several appendices contain technical details and background.

## II. QUANTUM LANGEVIN EQUATIONS

Our study concerns a single harmonic oscillator, with Hamiltonian

$$
\begin{equation*}
\hat{H}=\frac{g}{2} \hat{p}^{2}+\frac{\omega^{2}}{2 g} \hat{x}^{2}-B \hat{x}=\hbar \omega\left(\hat{a}^{\dagger} \hat{a}+\frac{1}{2}\right)-B \sqrt{\frac{\hbar g}{2 \omega}}\left(\hat{a}+\hat{a}^{\dagger}\right) \tag{II.1}
\end{equation*}
$$

where $g$ is the quantum coupling, $\omega$ is the angular frequency and and $\hat{x}, \hat{p}$ are the position and momentum operators which obey the commutation relation $[\hat{x}, \hat{p}]=\mathrm{i} \hbar$ and can be re-
expressed through bosonic creation and annihilation operators

$$
\begin{equation*}
\hat{x}=\sqrt{\frac{\hbar g}{2 \omega}}\left(\hat{a}^{\dagger}+\hat{a}\right), \hat{p}=\mathrm{i} \sqrt{\frac{\hbar \omega}{2 g}}\left(\hat{a}^{\dagger}-\hat{a}\right) \tag{II.2}
\end{equation*}
$$

which leads to the second form of $\hat{H}$ in (II.1). In application to quantum magnets, where $\hat{s}=\hat{x}$ becomes a quantum spin variable, $B$ is interpreted as an external magnetic field. We shall compare the dynamics generated by the Langevin equations, namely the friction model with

$$
\begin{equation*}
\partial_{t} \hat{x}=\frac{\mathrm{i}}{\hbar}[\hat{H}, \hat{x}]+\hat{\eta}^{(x)}, \partial_{t} \hat{p}=\frac{\mathrm{i}}{\hbar}[\hat{H}, \hat{p}]-\gamma \hat{p}+\hat{\eta}^{(p)} \tag{II.3a}
\end{equation*}
$$

and the cavity model where

$$
\begin{equation*}
\partial_{t} \hat{x}=\frac{\mathrm{i}}{\hbar}[\hat{H}, \hat{x}]-\frac{\gamma}{2} \hat{x}+\hat{\eta}^{(x)}, \partial_{t} \hat{p}=\frac{\mathrm{i}}{\hbar}[\hat{H}, \hat{p}]-\frac{\gamma}{2} \hat{p}+\hat{\eta}^{(p)} \tag{II.4a}
\end{equation*}
$$

for the particular Hamiltonian $H$ of the harmonic oscillator (II.1). These equations combine the Heisenberg equations of motion (which describe the unitary part of the dynamics) with phenomenological (ohmic) damping terms parameterised by the damping constant $\gamma$. If one places oneself in the context of a particle (of mass $m=g^{-1}$ ) subject to a damping force which depends linearly on the velocity, the choice (II.3a) might appear a natural one, whereas the choice (II.4a) may appear surprising. However, as we shall recall in section III, the dynamics (II.4a) reproduces the same correlators of the Lindblad equation of an oscillator in a cavity. The coupling with the external bath(s) is completed by specifying the noises $\hat{\eta}^{(x)}, \hat{\eta}^{(p)}$, being operator-valued centred random variables with a joint probability distribution and non-vanishing second moments. The form of the noise contributions follows a proposal of Bedeaux and Mazur [35, 36]. Physical examples are known from LRC electric circuits with noise on both the potential as well as the current $[14,39]$ or in models on active processes in the inner ear [40]. For the equations (II.3a) of the friction model, the non-vanishing noise correlators are [35, 36]

$$
\begin{align*}
& \left\langle\left[\hat{\eta}^{(x)}(t), \hat{\eta}^{(p)}\left(t^{\prime}\right)\right]\right\rangle=\mathrm{i} \gamma \hbar \delta\left(t-t^{\prime}\right)  \tag{II.3b}\\
& \left\langle\left\{\hat{\eta}^{(p)}(t), \hat{\eta}^{(p)}\left(t^{\prime}\right)\right\}\right\rangle=\frac{2 \gamma \hbar \omega}{g} \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right) \delta\left(t-t^{\prime}\right) \tag{II.3c}
\end{align*}
$$

with the notations $[\cdot, \cdot]$ and $\{\cdot, \cdot\}$ for the commutator and anticommutator (use units with $k_{\mathrm{B}}=1$ ). In the classical limit $\hbar \rightarrow 0$, this reduces to a linearly damped harmonic oscillator subject to white noise. On the other hand, for the equations (II.4a) of the cavity model we have

$$
\begin{align*}
& \left\langle\left[\hat{\eta}^{(x)}(t), \hat{\eta}^{(p)}\left(t^{\prime}\right)\right]\right\rangle=\mathrm{i} \gamma \hbar \delta\left(t-t^{\prime}\right)  \tag{II.4b}\\
& \left\langle\left\{\hat{\eta}^{(p)}(t), \hat{\eta}^{(p)}\left(t^{\prime}\right)\right\}\right\rangle=\frac{\gamma \hbar \omega}{g} \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right) \delta\left(t-t^{\prime}\right)  \tag{II.4c}\\
& \left\langle\left\{\hat{\eta}^{(x)}(t), \hat{\eta}^{(x)}\left(t^{\prime}\right)\right\}\right\rangle=\frac{\gamma \hbar g}{\omega} \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right) \delta\left(t-t^{\prime}\right) \tag{II.4d}
\end{align*}
$$

There is no easily identified classical limit as $\hbar \rightarrow 0$. We shall analyse and compare the two systems defined by eqs. (II.3) and (II.4), respectively.

In spite of the apparent differences, both noise correlators (II.3) and (II.4) can be derived from the same phenomenological conditions. These requirements are [14]
(A) the canonical equal-time commutator $\langle[\hat{x}(t), \hat{p}(t)]\rangle=\mathrm{i} \hbar$
(B) validity of the Kubo formula of linear response theory

These two conditions fix the commutators between the noises $\hat{\eta}^{(x)}$ and $\hat{\eta}^{(p)}$. In addition, one needs the conditions
(C) validity of the virial theorem, both classical [39, 41, 42] and quantum-mechanical [14, 43], in the (stationary) long-time limit. For the harmonic oscillator it reads $\left\langle\hat{p}^{2}\right\rangle=\frac{\omega^{2}}{g^{2}}\left\langle\hat{x}^{2}\right\rangle$. Validity of the virial theorem is a necessary physical criterion for achieving an equilibrium stationary state
(D) a quantum equilibrium state is characterised by the validity of the variance $\left\langle\hat{x}^{2}\right\rangle_{\text {eq }}-\langle\hat{x}\rangle_{\text {eq }}^{2}=\frac{\hbar g}{2 \omega} \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right)$. This replaces the QFDT which cannot hold for markovian dynamics [3, 8, 10-14].

These are meant to guarantee that the stationary state will be a quantum equilibrium state. The conditions (C,D) fix the noise anti-commutators (in our units the Boltzmann constant $k_{\mathrm{B}}=1$ ). This phenomenological argument shows that there is no evident physical reason why one should prefer one type of dynamics before the other. On the other hand, we shall see in
section III that the dynamics (II.4) will lead to a completely positive Lindblad generator whereas the master equation corresponding to the dynamics (II.3) is positive, but manifestly not completely positive. We shall use these examples to illustrate possible physical consequences of complete positivity versus positivity.

As observables, we shall use the response functions

$$
\begin{equation*}
R^{(x)}(t, s):=\left.\frac{\delta\langle\hat{x}(t)\rangle}{\delta B(s)}\right|_{B=0}, \quad Q^{(p)}(t, s):=\left.\frac{\delta\langle\hat{p}(t)\rangle}{\delta B(s)}\right|_{B=0} \tag{II.5}
\end{equation*}
$$

where $t$ is the observation time and $s$ the waiting time. We also consider the averages

$$
\begin{align*}
C_{-}^{(\mathcal{A}, \mathcal{B})}\left(t, t^{\prime}\right) & :=\frac{1}{2}\left\langle\left[\hat{\mathcal{A}}(t), \hat{\mathcal{B}}\left(t^{\prime}\right)\right]\right\rangle \\
C_{+}^{(\mathcal{A}, \mathcal{B})}\left(t, t^{\prime}\right) & :=\frac{1}{2}\left\langle\left\{\hat{\mathcal{A}}(t), \hat{\mathcal{B}}\left(t^{\prime}\right)\right\}\right\rangle \tag{II.6}
\end{align*}
$$

for any operator $\hat{\mathcal{A}}$ and $\hat{\mathcal{B}}$. The Kubo formula, e.g. [2, 44], is written in terms of the commutator $C_{-}^{(x, x)}\left(t, t^{\prime}\right)$ as follows $R^{(x)}(t, s)=\frac{2 \mathrm{i}}{\hbar} \Theta(t-s) C_{-}^{(x, x)}(t, s)$, where causality is expressed through the Heaviside function $\Theta$. Concerning the virial theorem, in terms of the correlators $C_{+}^{(x, x)}\left(t, t^{\prime}\right), C_{+}^{(p, p)}\left(t, t^{\prime}\right)$ it reads $C_{+}^{(p, p)}\left(t, t^{\prime}\right)=\frac{\omega^{2}}{g^{2}} C_{+}^{(x, x)}\left(t, t^{\prime}\right)$ [14]. For a non-vanishing magnetic field, one must go over to the connected correlators $C_{+, c}^{(x, x)}\left(t, t^{\prime}\right):=C_{+}^{(x, x)}\left(t, t^{\prime}\right)-\langle\hat{x}(t)\rangle\left\langle\hat{x}\left(t^{\prime}\right)\right\rangle, C_{+, c}^{(p, p)}\left(t, t^{\prime}\right):=$ $C_{+}^{(p, p)}\left(t, t^{\prime}\right)-\langle\hat{p}(t)\rangle\left\langle\hat{p}\left(t^{\prime}\right)\right\rangle$ and the virial theorem takes the form $C_{+, \mathrm{c}}^{(p, p)}\left(t, t^{\prime}\right)=\frac{\omega^{2}}{g^{2}} C_{+, \mathrm{c}}^{(x, x)}\left(t, t^{\prime}\right)$.

## A. Friction model

The dynamics of the friction model is given by (II.3). With the hamiltonian (II.1), this gives

$$
\begin{equation*}
\partial_{t} \hat{x}=g \hat{p}+\hat{\eta}^{(x)} \quad, \quad \partial_{t} \hat{p}=-\frac{\omega^{2}}{g} \hat{x}-\gamma \hat{p}+B+\hat{\eta}^{(p)} \tag{II.7}
\end{equation*}
$$

whose formal solution is straightforward and reads, using the eigenvalues $\Lambda_{ \pm}=\frac{\gamma}{2} \pm \sqrt{\frac{\gamma^{2}}{4}-\omega^{2}}$

$$
\begin{align*}
& \hat{x}(t)=\hat{x}_{+}(0) \mathrm{e}^{-\Lambda_{+} t}+\hat{x}_{-}(0) \mathrm{e}^{-\Lambda_{-} t} \\
& -\frac{1}{\Lambda_{+}-\Lambda_{-}} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{+}(t-\tau)}\left[g\left(\hat{\eta}^{(p)}(\tau)+B\right)+\Lambda_{-} \hat{\eta}^{(x)}(\tau)\right]+\frac{1}{\Lambda_{+}-\Lambda_{-}} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{-}(t-\tau)}\left[g\left(\hat{\eta}^{(p)}(\tau)+B\right)+\Lambda_{+} \hat{\eta}^{(x)}(\tau)\right]  \tag{II.8a}\\
& \hat{p}(t)=-\frac{\Lambda_{+}}{g} \hat{x}_{+}(0) \mathrm{e}^{-\Lambda_{+} t}-\frac{\Lambda_{-}}{g} \hat{x}_{-}(0) \mathrm{e}^{-\Lambda_{-} t} \\
& +\frac{\Lambda_{+}}{g\left(\Lambda_{+}-\Lambda_{-}\right)} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{+}(t-\tau)}\left[g\left(\hat{\eta}^{(p)}(\tau)+B\right)+\Lambda_{-} \hat{\eta}^{(x)}(\tau)\right]-\frac{\Lambda_{-}}{g\left(\Lambda_{+}-\Lambda_{-}\right)} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{-}(t-\tau)}\left[g\left(\hat{\eta}^{(p)}(\tau)+B\right)+\Lambda_{+} \hat{\eta}^{(x)}(\tau)\right] \tag{II.8b}
\end{align*}
$$

and with the initial (operator) values $\hat{x}_{ \pm}(0)$. As explained in [14], from these solutions it can be shown that the conditions (A-D) imply the second moments (II.3) of the noises. They are identical to the ones proposed by Bedeaux and Mazur [35, 36].

## B. Cavity model

The dynamics of the cavity model is given by (II.4). With the hamiltonian (II.1), this gives

$$
\begin{equation*}
\partial_{t} \hat{x}=g \hat{p}-\frac{\gamma}{2} \hat{x}+\hat{\eta}^{(x)} \quad, \quad \partial_{t} \hat{p}=-\frac{\omega^{2}}{g} \hat{x}-\frac{\gamma}{2} \hat{p}+B+\hat{\eta}^{(p)} \tag{II.9}
\end{equation*}
$$

whose formal solution reads, using the eigenvalues $\Lambda_{ \pm}=\frac{\gamma}{2} \pm \mathrm{i} \omega$ (see appendix A, also for the case $B \neq 0$ )

$$
\begin{align*}
& \hat{x}(t)=\hat{x}_{+}(0) \mathrm{e}^{-\Lambda_{+} t}+\hat{x}_{-}(0) \mathrm{e}^{-\Lambda_{-} t}+\frac{1}{2} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{+}(t-\tau)}\left[\hat{\eta}^{(x)}(\tau)+\frac{\mathrm{i} g}{\omega} \hat{\eta}^{(p)}(\tau)\right]+\frac{1}{2} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{-}(t-\tau)}\left[\hat{\eta}^{(x)}(\tau)-\frac{\mathrm{i} g}{\omega} \hat{\eta}^{(p)}(\tau)\right]  \tag{II.10a}\\
& \hat{p}(t)=-\frac{\mathrm{i} \omega}{g} \hat{x}_{+}(0) \mathrm{e}^{-\Lambda_{+} t}+\frac{\mathrm{i} \omega}{g} \hat{x}_{-}(0) \mathrm{e}^{-\Lambda_{-} t}-\frac{\mathrm{i} \omega}{2 g} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{+}(t-\tau)}\left[\hat{\eta}^{(x)}(\tau)+\frac{\mathrm{i} g}{\omega} \hat{\eta}^{(p)}(\tau)\right]+\frac{\mathrm{i} \omega}{2 g} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{-}(t-\tau)}\left[\hat{\eta}^{(x)}(\tau)-\frac{\mathrm{i} g}{\omega} \hat{\eta}^{(p)}(\tau)\right] \tag{II.10b}
\end{align*}
$$

In appendix A we show that the conditions (A-D) now imply the second moments (II.4) of the noises.
Notice that the relaxation rates $\Lambda_{ \pm}$of the friction and cavity models are different. This implies the impossibility to find a canonical transformation which would send one model onto the other. Also, we see that in the friction model, there is a qualitative difference between the regions (i) $\omega<\frac{\gamma}{2}$ where the relaxation is non-oscillatory ('over-damped') and (ii) $\omega>\frac{\gamma}{2}$ where the dynamics is oscillatory ('under-damped'). In the cavity model, only the second region exists.

## C. Lowering and raising operators

Since the Lindblad equations to be studied in section III are conveniently formulated in terms of the lowering and raising operators defined in (II.2), we now give the Langevin equation for these operators

$$
\begin{array}{ll}
\partial_{t} \hat{a}=-\left(\mathrm{i} \omega+\frac{\gamma}{2}\right) \hat{a}+\frac{\gamma}{2} \hat{a}^{\dagger}+\mathrm{i} B \sqrt{\frac{g}{2 \hbar \omega}}+\hat{\eta}^{(a)} & \text { friction model } \\
\partial_{t} \hat{a}=-\left(\mathrm{i} \omega+\frac{\gamma}{2}\right) \hat{a}+\mathrm{i} B \sqrt{\frac{g}{2 \hbar \omega}}+\hat{\eta}^{(a)} & \text { cavity model } \tag{II.12}
\end{array}
$$

and the equation for $\hat{a}^{\dagger}$ is obtained by formal complex conjugation. The noise operator $\hat{\eta}^{(a)}$ is for both models

$$
\begin{equation*}
\hat{\eta}^{(a)}:=\sqrt{\frac{\omega}{2 \hbar g}} \hat{\eta}^{(x)}+\mathrm{i} \sqrt{\frac{g}{2 \hbar \omega}} \hat{\eta}^{(p)} \tag{II.13}
\end{equation*}
$$

such that the non-vanishing second moments are

$$
\begin{equation*}
\left\langle\left[\hat{\eta}^{(a)}(t), \hat{\eta}^{\left(a^{\dagger}\right)}\left(t^{\prime}\right)\right]\right\rangle=\gamma \delta\left(t-t^{\prime}\right),\left\langle\left\{\hat{\eta}^{(a)}(t), \hat{\eta}^{\left(a^{\dagger}\right)}\left(t^{\prime}\right)\right\}\right\rangle=\gamma \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right) \delta\left(t-t^{\prime}\right) \tag{II.14}
\end{equation*}
$$

and

$$
\left\langle\left\{\hat{\eta}^{(a)}(t), \hat{\eta}^{(a)}\left(t^{\prime}\right)\right\}\right\rangle=\left\langle\left\{\hat{\eta}^{\left(a^{\dagger}\right)}(t), \hat{\eta}^{\left(a^{\dagger}\right)}\left(t^{\prime}\right)\right\}\right\rangle= \begin{cases}-\gamma \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right) \delta\left(t-t^{\prime}\right) & \text { friction model }  \tag{II.15}\\ 0 & \text { cavity model }\end{cases}
$$

where the hermitian conjugate $\hat{\eta}^{\left(a^{\dagger}\right)}=\hat{\eta}^{(a)^{\dagger}}$ is obtained from (II.13). Since the noises are centred, viz. $\left\langle\hat{\eta}^{(a)}\right\rangle=0$, the equations of motion of the averages $\langle\hat{a}\rangle$ (and $\left\langle\hat{a}^{\dagger}\right\rangle$ ) are directly read off from (II.11,II.12). On the other hand, the equal-time correlators obey (here for $B=0$ )
friction model $\left\{\begin{array}{l}\partial_{t}\langle\hat{a} \hat{a}\rangle=-2\left(\mathrm{i} \omega+\frac{\gamma}{2}\right)\langle\hat{a} \hat{a}\rangle+\gamma\left(\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle+\frac{1}{2}\right)-\frac{\gamma}{2} \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right) \\ \partial_{t}\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle=-\gamma\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle+\frac{\gamma}{2}\left(\langle\hat{a} \hat{a}\rangle+\left\langle\hat{a}^{\dagger} \hat{a}^{\dagger}\right\rangle\right)+\frac{\gamma}{2}\left(\operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right)-1\right)\end{array}\right.$
cavity model $\left\{\begin{array}{l}\partial_{t}\langle\hat{a} \hat{a}\rangle=-2\left(\mathrm{i} \omega+\frac{\gamma}{2}\right)\langle\hat{a} \hat{a}\rangle \\ \partial_{t}\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle=-\gamma\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle+\frac{\gamma}{2}\left(\operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right)-1\right)\end{array}\right.$
Clearly, in these variables, the cavity model permits a more simple description than it is possible for the friction model, see also fig. 1 below. See appendix $C$ for the general case $B \neq 0$ and the formal solution of these equations.

## III. EQUIVALENT MASTER EQUATIONS

We now formulate the effective dynamics for the density operator $\hat{\rho}$, equivalent to the cavity and friction models of section II, at the level of one-point and two-point functions. This furnishes an equivalent formalism, based on a Lindblad-type deterministic master equation, through tracing out the degrees of freedom of the thermal bath. In both models, we shall obtain a dynamical generator quadratic in the bosonic creation and annihilation operators. Such a dynamics may be solved by standard analytical methods, as will be done in section IV.

## A. Cavity model

The cavity model is nothing else than the paradigmatic example of the dampening of a single electromagnetic field mode inside a cavity, e.g. [1, 3, 4, 37]. The environment may be provided by the modes outside the cavity and acts as a thermal bath. The Liouvillian $\mathcal{L}\left(\hat{\rho}_{c}\right)=\mathrm{d} \hat{\rho}_{c} / \mathrm{d} t$ has the form

$$
\begin{equation*}
\mathcal{L}\left(\hat{\rho}_{c}\right)=-\frac{\mathrm{i}}{\hbar}\left[\hat{H}, \hat{\rho}_{c}\right]+\mathcal{D}\left(\hat{\rho}_{c}\right), \quad \mathcal{D}\left(\hat{\rho}_{c}\right)=\gamma\left(n_{\omega}+1\right) D_{\rho_{c}}\left(\hat{a}, \hat{a}^{\dagger}\right)+\gamma n_{\omega} D_{\rho_{c}}\left(\hat{a}^{\dagger}, \hat{a}\right) \tag{III.1}
\end{equation*}
$$

where here and below we shall use the super-operator

$$
\begin{equation*}
D_{\rho}(\hat{\mathcal{A}}, \hat{\mathcal{B}})=\hat{\mathcal{A}} \hat{\rho} \hat{\mathcal{B}}-\frac{1}{2} \hat{\mathcal{B}} \hat{\mathcal{A}} \hat{\rho}-\frac{1}{2} \hat{\rho} \hat{\mathcal{B}} \hat{\mathcal{A}} \tag{III.2}
\end{equation*}
$$

Hence the dissipator $\mathcal{D}\left(\hat{\rho}_{c}\right)$ describes single-particle gain and loss processes with jump frequencies $\gamma n_{\omega}$ and $\gamma\left(n_{\omega}+1\right)$, with $n_{\omega}=\left[e^{\hbar \omega / T}-1\right]^{-1}>0$. For any operator $\hat{O}$,

$$
\begin{equation*}
\partial_{t}\langle\hat{O}\rangle=\partial_{t} \operatorname{tr}\left(\hat{O} \hat{\rho}_{c}\right)=\frac{\mathrm{i}}{\hbar}\langle[\hat{H}, \hat{O}]\rangle+\gamma\left(n_{\omega}+1\right)\left(\left\langle\hat{a}^{\dagger} \hat{O} \hat{a}\right\rangle-\frac{1}{2}\left\langle\left\{\hat{O}, \hat{a}^{\dagger} \hat{a}\right\}\right\rangle\right)+\gamma n_{\omega}\left(\left\langle\hat{a} \hat{O} \hat{a}^{\dagger}\right\rangle-\frac{1}{2}\left\langle\left\{\hat{O}, \hat{a} \hat{a}^{\dagger}\right\}\right\rangle\right) \tag{III.3}
\end{equation*}
$$

If $\hat{O}=\hat{a}, \hat{a} \hat{a}, \hat{a}^{\dagger} \hat{a}$, straightforward algebra leads back to the equations of motion, viz. (II.12) for the one-point functions and (II.17) for the two-point function (see also appendix $C$ for the case $B \neq 0$ and the formal solution). The identity of the equations of motion establishes the equivalence between the Langevin and the Lindblad approaches for the cavity model.

It is often argued that the quantum map described by the master equation (III.1) should be completely positive [15-26, 31]. This requirement is mathematically equivalent to the condition that the dissipator therein takes the form $\mathcal{D}(\hat{\rho})=\sum_{j} \gamma_{j} D_{\rho}\left(\hat{\mathcal{A}}_{j}, \hat{\mathcal{A}}_{j}^{\dagger}\right)$ where all $\gamma_{j}>0$. In turn this implies that the density matrix $\hat{\rho}$ is Hermitian, trace-preserving and positive for all times [15]. The requirement of direct positivity is brought about from the observation that if one considers the system together with a $n$-level 'witness', then in the absence of complete positivity the extended map $\mathcal{L}^{\prime}=\mathcal{L} \otimes \mathbf{1}$ may become non-positive and may generate negative probabilities. Clearly, the Liouvillian (III.1) of the cavity model is completely positive [6, 17]. However, it has been pointed out many times that effective markovian dynamics only sets in after a short 'slipping time' after which system and bath will have become entangled. Then complete positivity need no longer hold [21]. Rather than retracing the lines of this long controversy, we shall concentrate exclusively on the system's behaviour, and shall compare the formal and physical properties of both the cavity and the friction model, whose Langevin equations are derived from the same physical criteria. This will illustrate that models either with or without complete positivity appear to be physically admissible.

## B. Friction model

We now seek a Lindblad-type master equation for the friction model. In view of Lindblad's theorem [15], this is cast into the form of a Liouvillian $\mathcal{L}\left(\hat{\rho}_{f}\right)=\mathrm{d} \hat{\rho}_{f} / \mathrm{d} t$ with a dissipator $\mathcal{D}\left(\hat{\rho}_{f}\right)$ such that

$$
\begin{equation*}
\mathcal{L}\left(\hat{\rho}_{f}\right)=-\frac{\mathrm{i}}{\hbar}\left[\hat{H}_{f}, \hat{\rho}_{f}\right]+\mathcal{D}\left(\hat{\rho}_{f}\right), \quad \mathcal{D}\left(\hat{\rho}_{f}\right)=\sum_{j=1,2} \varepsilon_{j} D_{\rho_{f}}\left(\hat{V}_{j}, \hat{V}_{j}^{\dagger}\right) \tag{III.4}
\end{equation*}
$$

with the effective hamiltonian $\hat{H}_{f}$ and the super-operator (III.2). We expect to find the semi-group property from the Liouvillian (III.4), at least if all $\varepsilon_{j}>0$ [15].

In order to make this description consistent with the Langevin equations (II.3), we proceed in two steps. First, we shall identify the effective hamiltonian $\hat{H}_{f}$, second we shall see that $\varepsilon_{j}= \pm 1$ must be chosen appropriately.

Following [34, 45], in order to find the dissipation operators $\hat{V}_{j}$, they should be simple functions of position $\hat{x}$ and momentum $\hat{p}$. Formulated differently, the linear space spanned by the first-degree polynomials of these should be invariant under the action of the dissipative dynamics generated by $\mathcal{L}$. This suggests the ansatz [34, 45-47]

$$
\begin{equation*}
\hat{V}_{j}=\mathfrak{a}_{j} \hat{x}+\mathfrak{b}_{j} \hat{p}=\alpha_{j} \hat{a}+\beta_{j}^{*} \hat{a}^{\dagger} ; j=1,2 \tag{III.5}
\end{equation*}
$$

where the complex numbers $\alpha_{j}, \beta_{j}$ (or equivalently $\mathfrak{a}_{j}, \mathfrak{b}_{j}$ ) must be found (a constant term in the $\hat{V}_{j}$ could be absorbed into the hamiltonian). Then, the (averaged) equations of motions of the one-point operators $\hat{a}$ and $\hat{a}^{\dagger}$ can only be reproduced from (III.4) if the effective hamiltonian is taken as [15, 34, 46]

$$
\begin{equation*}
H_{f}=H+H_{\gamma}=H+\frac{\gamma}{4}(\hat{p} \hat{x}+\hat{x} \hat{p})=H+\frac{\mathrm{i} \hbar}{4} \gamma\left(\hat{a}^{\dagger} \hat{a}^{\dagger}-\hat{a} \hat{a}\right) \tag{III.6}
\end{equation*}
$$

In contrast to the often-considered Lamb shift [1], the additional contribution $H_{\gamma}$ does not commute with the system hamiltonian $H$. Indeed this construction is common, as reviewed in detail in [45]. Defining

$$
\begin{equation*}
E_{1}:=\frac{1}{\hbar} \sum_{j=1,2} \varepsilon_{j}\left|\alpha_{j}\right|^{2}, \quad E_{2}:=\frac{1}{\hbar} \sum_{j=1,2} \varepsilon_{j}\left|\beta_{j}\right|^{2}, \quad E_{3}:=\frac{1}{\hbar} \sum_{j=1,2} \varepsilon_{j} \alpha_{j} \beta_{j}=E_{4}^{*} \tag{III.7}
\end{equation*}
$$

with $\varepsilon_{j}= \pm 1$, the master equation (III.4) with the effective hamiltonian (III.6) takes the following form

$$
\begin{align*}
\frac{\mathrm{d} \hat{\rho}_{f}(t)}{\mathrm{d} t}= & E_{1} \hat{a} \hat{\rho}_{f} \hat{a}^{\dagger}-\frac{1}{2}\left(E_{1}+\mathrm{i} \omega\right) \hat{a}^{\dagger} \hat{a} \hat{\rho}_{f}-\frac{1}{2}\left(E_{1}-\mathrm{i} \omega\right) \hat{\rho}_{f} \hat{a}^{\dagger} \hat{a}+E_{2} \hat{a}^{\dagger} \hat{\rho}_{f} \hat{a}-\frac{1}{2}\left(E_{2}+\mathrm{i} \omega\right) \hat{a} \hat{a}^{\dagger} \hat{\rho}_{f}-\frac{1}{2}\left(E_{2}-\mathrm{i} \omega\right) \hat{\rho}_{f} \hat{a} \hat{a}^{\dagger} \\
& +E_{3} \hat{a} \hat{\rho}_{f} \hat{a}-\frac{1}{2}\left(E_{3}+\frac{\gamma}{2}\right) \hat{a} \hat{a} \hat{\rho}_{f}-\frac{1}{2}\left(E_{3}-\frac{\gamma}{2}\right) \hat{\rho}_{f} \hat{a} \hat{a}+E_{4} \hat{a}^{\dagger} \hat{\rho}_{f} \hat{a}^{\dagger}-\frac{1}{2}\left(E_{4}-\frac{\gamma}{2}\right) \hat{a}^{\dagger} \hat{a}^{\dagger} \hat{\rho}_{f}-\frac{1}{2}\left(E_{4}+\frac{\gamma}{2}\right) \hat{\rho}_{f} \hat{a}^{\dagger} \hat{a}^{\dagger} \tag{III.8}
\end{align*}
$$

The second step, namely the determination of the $\alpha_{j}, \beta_{j}$ is achieved by comparing with the requested equations of motion (II.11,II.16). In the literature, as exhaustively reviewed in [45], several distinct determinations of the $E_{\ell}(\ell=1, \ldots, 4)$ exist, but the question how to invert these in order to find the four constants $\alpha_{j}, \beta_{j}$ (with $j=1,2$ ) apparently has not been considered. We begin by finding the $E_{\ell}$. Consider first the average $\langle\hat{a}\rangle$ which obeys

$$
\begin{equation*}
\frac{\mathrm{d}\langle\hat{a}\rangle}{\mathrm{d} t}=\frac{\mathrm{d}}{\mathrm{~d} t} \operatorname{tr}\left(\hat{a} \hat{\rho}_{f}\right)=-\left(\frac{1}{2}\left(E_{1}-E_{2}\right)+\mathrm{i} \omega\right)\langle\hat{a}\rangle+\frac{\gamma}{2}\left\langle\hat{a}^{\dagger}\right\rangle \tag{III.9}
\end{equation*}
$$

which reproduces (II.11) if

$$
\begin{equation*}
E_{1}-E_{2} \stackrel{!}{=} \gamma \tag{III.10a}
\end{equation*}
$$

Since the equation of $\left\langle\hat{a}^{\dagger}\right\rangle$ is the hermitian conjugate of (III.9), it does not yield any further information. Next, the average $\langle\hat{a} \hat{a}\rangle$ obeys

$$
\begin{equation*}
\frac{\mathrm{d}\langle\hat{a} \hat{a}\rangle}{\mathrm{d} t}=\frac{\mathrm{d}}{\mathrm{~d} t} \operatorname{tr}\left(\hat{a} \hat{a} \hat{\rho}_{f}\right)=-\left(E_{1}-E_{2}+2 \mathrm{i} \omega\right)\langle\hat{a} \hat{a}\rangle+\gamma\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle-\left(E_{4}-\frac{\gamma}{2}\right) \tag{III.11}
\end{equation*}
$$

such that comparison with (II.16), along with (III.10a) gives

$$
\begin{equation*}
E_{4} \stackrel{!}{=} \frac{\gamma}{2} \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right)=E_{3} \tag{III.10b}
\end{equation*}
$$

hence $E_{3}=E_{4}=\gamma\left(n_{\omega}+1 / 2\right)$ is real and $\left\langle\hat{a}^{\dagger} \hat{a}^{\dagger}\right\rangle$ does not contain independent information. Finally, the average $\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle$ obeys

$$
\begin{equation*}
\frac{\mathrm{d}\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle}{\mathrm{d} t}=\frac{\mathrm{d}}{\mathrm{~d} t} \operatorname{tr}\left(\hat{a}^{\dagger} \hat{a} \hat{\rho}_{f}\right)=-\left(E_{1}-E_{2}\right)\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle+\frac{\gamma}{2}\left\langle\hat{a}^{\dagger} \hat{a}^{\dagger}+\hat{a} \hat{a}\right\rangle+E_{2} \tag{III.12}
\end{equation*}
$$

such that comparison with (II.16) and using once more (III.10a) leads to

$$
\begin{equation*}
E_{2} \stackrel{!}{=} \frac{\gamma}{2}\left(\operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right)-1\right)=\gamma n_{\omega}, E_{1}=\frac{\gamma}{2}\left(\operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right)+1\right)=\gamma\left(n_{\omega}+1\right) \tag{III.10c}
\end{equation*}
$$

and the equivalence between the Langevin equation (II.3) and the Lindblad-type equation (III.4) (or more explicitly (III.8) with (III.10)) is established through the identical equations of motion, as required. The full Liouvillian takes the form

$$
\begin{equation*}
\mathcal{L}\left(\hat{\rho}_{f}\right)=-\frac{\mathrm{i}}{\hbar}\left[\hat{H}_{f}, \hat{\rho}_{f}\right]+\gamma\left(n_{\omega}+1\right) D_{\rho_{f}}\left(\hat{a}, \hat{a}^{\dagger}\right)+\gamma n_{\omega} D_{\rho_{f}}\left(\hat{a}^{\dagger}, \hat{a}\right)+\gamma\left(n_{\omega}+\frac{1}{2}\right) D_{\rho_{f}}(\hat{a}, \hat{a})+\gamma\left(n_{\omega}+\frac{1}{2}\right) D_{\rho_{f}}\left(\hat{a}^{\dagger}, \hat{a}^{\dagger}\right) \tag{III.13}
\end{equation*}
$$

where the first two dissipators are the same as in the cavity model and the other two are specific for the friction model.
At last, we must find the constants $\alpha_{j}, \beta_{j}$ from (III.10). Remarkably, it turns out that this inversion is impossible if $\varepsilon_{1}=\varepsilon_{2}=1$, as shown in appendix D . This means that the friction model is not completely positive, although its noise correlators were derived from the same physical conditions as for the cavity model. For a physical solution of (III.10), we must rather take $\varepsilon_{1}=+1$ and $\varepsilon_{2}=-1$. We then have from eqs. (III.10)

$$
\begin{gather*}
\alpha_{1}^{2}-\alpha_{2}^{2}=\gamma\left(n_{\omega}+1\right)  \tag{III.14a}\\
\beta_{1}^{2}-\beta_{2}^{2}=\gamma n_{\omega}  \tag{III.14b}\\
\alpha_{1} \beta_{1}-\alpha_{2} \beta_{2}=\gamma\left(n_{\omega}+1 / 2\right) \tag{III.14c}
\end{gather*}
$$

Since we have three independent equations for four parameters, one of them will remain free and can be chosen for convenience. A simple parametrisation is

$$
\begin{array}{ll}
\alpha_{1}=\alpha \cosh \phi & \alpha_{2}=\alpha \sinh \phi \\
\beta_{1}=\beta \cosh \psi & \beta_{2}=\beta \sinh \psi \tag{III.15}
\end{array}
$$

with $\alpha>0$ and $\beta>0$ from which it follows

$$
\begin{equation*}
\alpha^{2}=\gamma\left(n_{\omega}+1\right) \quad, \quad \beta^{2}=\gamma n_{\omega} \quad, \quad \cosh (\phi-\psi)=\cosh \frac{\omega}{2 T} \tag{III.16}
\end{equation*}
$$

We always have $0<\alpha_{2}<\alpha_{1}$ and $0<\beta_{2}<\beta_{1}$, which should reflect the positivity of the model. The parameter $\phi+\psi$ remains arbitrary. The liouvillian (III.13) then becomes

$$
\begin{align*}
\mathcal{L}\left(\hat{\rho}_{f}\right)= & -\frac{\mathrm{i}}{\hbar}\left[\hat{H}_{f}, \hat{\rho}_{f}\right]  \tag{III.17}\\
& +D_{\rho_{f}}\left(\alpha \cosh \phi \hat{a}+\beta \cosh \psi \hat{a}^{\dagger}, \alpha \cosh \phi \hat{a}^{\dagger}+\beta \cosh \psi \hat{a}\right)-D_{\rho_{f}}\left(\alpha \sinh \phi \hat{a}+\beta \sinh \psi \hat{a}^{\dagger}, \alpha \sinh \phi \hat{a}^{\dagger}+\beta \sinh \psi \hat{a}\right)
\end{align*}
$$

Its structure, or else the structure of the total dissipator (III.4) with $\varepsilon_{1}=-\varepsilon_{2}=1$, reflects Andō's theorem [38] that any positive map can be written as the difference of two completely positive maps.

## IV. WIGNER FUNCTION DYNAMICS

As a further illustration of the internal consistency of the two models, we now give a unified treatment of both by re-writing the master equations as Fokker-Planck equations, via the formalism of Wigner functions. This gives a direct access to the entire stationary distribution, rather than merely to a few averages.

## A. General formalism

In order to find the analytical solution of eqs. (III.4) or (III.1), we use the Wigner function approach based on a map between the density matrix and a real-valued phase-space function, e.g. [3, 8, 48-58]

$$
\begin{equation*}
\hat{\rho}_{\alpha} \mapsto \mathcal{W}_{\alpha}(x, p):=\frac{1}{2 \pi \hbar} \int_{\mathbb{R}} \mathrm{e}^{\mathrm{i} p w / \hbar}\langle x-w / 2| \hat{\rho}_{\alpha}|x+w / 2\rangle \mathrm{d} w, \quad \text { with } \quad \alpha=f, c \tag{IV.1}
\end{equation*}
$$

$\mathcal{W}_{\alpha}(t, x, p)$ is the so-called Wigner function and provides a complete description of the system (see appendix E for details and background). Expectation values of phase-space functions are built from

$$
\begin{equation*}
\left\langle: \hat{x}^{n} \hat{p}^{m}:\right\rangle_{\alpha}=\int_{\mathbb{R}^{2}} \mathrm{~d} x \mathrm{~d} p x^{n} p^{m} \mathcal{W}_{\alpha}(t, x, p) \tag{IV.2}
\end{equation*}
$$

where : $\hat{x}^{n} \hat{p}^{m}$ : indicates the symmetric product between $\hat{x}^{n}$ and $\hat{p}^{m}$. In appendix E it is shown that eqs. (III.4, III.1) may be mapped onto

$$
\begin{equation*}
\partial_{t} \mathcal{W}_{\alpha}(t, x, p)=\boldsymbol{\nabla} \cdot\left[\frac{\boldsymbol{D}_{\alpha}}{2} \nabla \mathcal{W}_{\alpha}(t, x, p)+\boldsymbol{\Theta}_{\alpha}\binom{x}{p} \mathcal{W}_{\alpha}(t, x, p)-\boldsymbol{\Theta}_{\alpha} \boldsymbol{\mu}_{\alpha} \mathcal{W}_{\alpha}(t, x, p)\right] \tag{IV.3}
\end{equation*}
$$

with $\nabla=\binom{\partial_{x}}{\partial_{p}}$ and where, for the friction and cavity models, respectively $(\alpha=f, c)$

$$
\begin{array}{lll}
\boldsymbol{D}_{f} & =\left(\begin{array}{cc}
0 & 0 \\
0 & \frac{\omega \hbar \gamma}{g}\left(2 n_{\omega}+1\right)
\end{array}\right) & \boldsymbol{\Theta}_{f}=\left(\begin{array}{cc}
0 & -g \\
\omega^{2} / g & \gamma
\end{array}\right)
\end{array} \quad \boldsymbol{\mu}_{f}=B\binom{g / \omega^{2}}{0}
$$

and $n_{\omega}=\left(\mathrm{e}^{\hbar \omega / T}-1\right)^{-1}$. Eq. (IV.3) is the linear partial differential equation governing the Wigner function evolution. The Fokker-Plank equation (IV.3) is solved in Fourier space, with the variable $\boldsymbol{k}$ for reciprocal space and

$$
\begin{equation*}
\widetilde{\mathcal{W}}_{\alpha}(t, \boldsymbol{k})=\int_{\mathbb{R}^{2}} \mathrm{~d} \boldsymbol{r} \mathcal{W}_{\alpha}(t, \boldsymbol{r}) \mathrm{e}^{-\mathrm{i} \boldsymbol{r} \cdot \boldsymbol{k} / \hbar}, \quad \boldsymbol{r}=\binom{x}{p}, \quad \boldsymbol{k}=\binom{\tilde{p}}{\tilde{x}} . \tag{IV.5}
\end{equation*}
$$

A standard calculation gives the time-dependence of the transformed Wigner function [59]

$$
\begin{align*}
\widetilde{\mathcal{W}}_{\alpha}(t, \boldsymbol{k}) & =\widetilde{\mathcal{W}}_{\alpha}\left(0, \mathrm{e}^{-\boldsymbol{\Theta}_{\alpha}^{T} t} \boldsymbol{k}\right) \exp \left\{-\frac{\mathrm{i}}{\hbar} \boldsymbol{k}^{T}\left(\mathbf{1}-\mathrm{e}^{-\boldsymbol{\Theta}_{\alpha} t}\right) \boldsymbol{\mu}_{\alpha}-\frac{1}{2 \hbar^{2}} \boldsymbol{k}^{T} \boldsymbol{\Sigma}_{\alpha}(t) \boldsymbol{k}\right\}  \tag{IV.6}\\
\boldsymbol{\Sigma}_{\alpha}(t) & :=\int_{0}^{t} \mathrm{~d} s \mathrm{e}^{-s \boldsymbol{\Theta}_{\alpha}} \boldsymbol{D}_{\alpha} \mathrm{e}^{-s \boldsymbol{\Theta}_{\alpha}^{T}} \tag{IV.7}
\end{align*}
$$

We observe that $\widetilde{\mathcal{W}}_{\alpha}(t, \boldsymbol{k})$ is given by the product between an exponential function and $\widetilde{\mathcal{W}}_{\alpha}\left(0, \mathrm{e}^{-\boldsymbol{\Theta}_{\alpha}^{T} t} \boldsymbol{k}\right)$. The inverse Fourier transforms of $\exp \left\{-\frac{i}{\hbar} \boldsymbol{k}^{T}\left(\mathbf{1}-\mathrm{e}^{-\boldsymbol{\Theta}_{\alpha} t}\right) \boldsymbol{\mu}_{\alpha}-\frac{1}{2 \hbar^{2}} \boldsymbol{k}^{T} \boldsymbol{\Sigma}_{\alpha}(t) \boldsymbol{k}\right\}$ and $\widetilde{\mathcal{W}}_{\alpha}(t, \boldsymbol{k})$ are

$$
\begin{align*}
f_{\alpha}(t, \boldsymbol{r}) & :=\int_{\mathbb{R}^{2}} \frac{\mathrm{~d} \boldsymbol{k}}{(2 \pi \hbar)^{2}} \exp \left\{-\frac{\mathrm{i}}{\hbar} \boldsymbol{k}^{T}\left(\mathbf{1}-\mathrm{e}^{-\boldsymbol{\Theta}_{\alpha} t}\right) \boldsymbol{\mu}_{\alpha}-\frac{1}{2 \hbar^{2}} \boldsymbol{k}^{T} \boldsymbol{\Sigma}_{\alpha}(t) \boldsymbol{k}\right\} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{r} / \hbar} \\
& =\frac{1}{2 \pi \sqrt{\operatorname{det} \boldsymbol{\Sigma}_{\alpha}(t)}} \exp \left\{-\frac{1}{2}\left(\boldsymbol{r}-\boldsymbol{m}_{\alpha}(t)\right)^{T} \boldsymbol{\Sigma}_{\alpha}^{-1}(t)\left(\boldsymbol{r}-\boldsymbol{m}_{\alpha}(t)\right)\right\}  \tag{IV.8}\\
\mathcal{W}_{\alpha}^{\prime}(t, \boldsymbol{r}) & :=\int_{\mathbb{R}^{2}} \frac{\mathrm{~d} \boldsymbol{k}}{(2 \pi \hbar)^{2}} \widetilde{\mathcal{W}}_{\alpha}\left(0, \mathrm{e}^{-\boldsymbol{\Theta}_{\alpha}^{T} t} \boldsymbol{k}\right) \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{r} / \hbar}=\mathrm{e}^{\operatorname{tr}\left(\boldsymbol{\Theta}_{\alpha}\right) t} \mathcal{W}_{\alpha}\left(0, \mathrm{e}^{\boldsymbol{\Theta}_{\alpha} t} \boldsymbol{r}\right) \tag{IV.9}
\end{align*}
$$

with the initial distribution $\mathcal{W}_{\alpha}(0, \boldsymbol{r})$ and $\boldsymbol{m}_{\alpha}(t)=\left(\mathbf{1}-\mathrm{e}^{-\Theta_{\alpha} t}\right) \boldsymbol{\mu}_{\alpha}$. Using the convolution theorem, the full dynamics is given by

$$
\begin{equation*}
\mathcal{W}_{\alpha}(t, \boldsymbol{r})=\int_{\mathbb{R}^{2}} \mathrm{~d} \boldsymbol{r}^{\prime} f_{\alpha}\left(t, \boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \mathcal{W}_{\alpha}^{\prime}\left(t, \boldsymbol{r}^{\prime}\right) \tag{IV.10}
\end{equation*}
$$

We remark that the dynamics generated by eq. (IV.3) is Gaussian-preserving and this feature clearly emerges from eq. (IV.10): $f_{\alpha}(t, \boldsymbol{r})$ is a gaussian function and the convolution of two gaussians is gaussian as well.

The next goal is to evaluate the matrix $\boldsymbol{\Sigma}_{\alpha}(t)$. Using the Cayley-Hamilton theorem [60, 61], the $2 \times 2$ exponential matrix $\mathrm{e}^{-\Theta_{\alpha} t}$ may be written as

$$
\begin{equation*}
\mathrm{e}^{-\boldsymbol{\Theta}_{\alpha} t}=s_{0}^{\alpha}(t) \mathbf{1}+s_{1}^{\alpha}(t) \boldsymbol{\Theta}_{\alpha} \tag{IV.11}
\end{equation*}
$$

with

$$
\begin{equation*}
s_{0}^{\alpha}(t)=\frac{\Lambda_{+}^{(\alpha)} \mathrm{e}^{-\Lambda_{-}^{(\alpha)} t}-\Lambda_{-}^{(\alpha)} \mathrm{e}^{-\Lambda_{+}^{(\alpha)} t}}{\Lambda_{+}^{(\alpha)}-\Lambda_{-}^{(\alpha)}}, \quad s_{1}^{\alpha}(t)=\frac{\mathrm{e}^{-\Lambda_{+}^{(\alpha)} t}-\mathrm{e}^{-\Lambda_{+}^{(\alpha)} t}}{\Lambda_{+}^{(\alpha)}-\Lambda_{-}^{(\alpha)}} \tag{IV.12}
\end{equation*}
$$

and the (a priori complex and distinct) eigenvalues $\Lambda_{ \pm}^{(\alpha)}$ of $\Theta_{\alpha}$, see section II. Eq. (IV.7) reduces to

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\alpha}(t)=\int_{0}^{t} \mathrm{~d} t^{\prime} s_{0}^{\alpha}\left(t^{\prime}\right)^{2} \boldsymbol{D}_{\alpha}+\int_{0}^{t} \mathrm{~d} t^{\prime} s_{1}^{\alpha}\left(t^{\prime}\right)^{2} \boldsymbol{\Theta}_{\alpha} \boldsymbol{D}_{\alpha} \boldsymbol{\Theta}_{\alpha}^{T}+\int_{0}^{t} \mathrm{~d} t^{\prime} s_{0}^{\alpha}\left(t^{\prime}\right) s_{1}^{\alpha}\left(t^{\prime}\right)\left(\boldsymbol{\Theta}_{\alpha} \boldsymbol{D}_{\alpha}+\boldsymbol{D}_{\alpha} \boldsymbol{\Theta}_{\alpha}^{T}\right) \tag{IV.13}
\end{equation*}
$$

with the same long-time limit in both models

$$
\boldsymbol{\Lambda}_{T}:=\lim _{t \rightarrow \infty} \boldsymbol{\Sigma}_{\alpha}(t)=\int_{0}^{\infty} \mathrm{d} t \mathrm{e}^{-\boldsymbol{\Theta}_{\alpha} t} \boldsymbol{D}_{\alpha} \mathrm{e}^{-\boldsymbol{\Theta}_{\alpha}^{T} t}=\frac{\hbar}{2}\left(\begin{array}{cc}
g / \omega & 0  \tag{IV.14}\\
0 & \omega / g
\end{array}\right) \operatorname{coth} \frac{\omega \hbar}{2 T} \quad \text { with } \alpha=f, c
$$

$\boldsymbol{\Lambda}_{T}$ characterises thermal equilibrium, with a one-to-one map [62] onto the Gibbs state of temperature $T$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} f_{\alpha}(t, \boldsymbol{r})=W_{\alpha}^{T}(\boldsymbol{r}) \longleftrightarrow \hat{\rho}_{\alpha}^{T}=\frac{\mathrm{e}^{-\hat{\mathcal{H}}_{\alpha} / T}}{\operatorname{tr}\left(\mathrm{e}^{-\hat{\mathcal{H}}_{\alpha} / T}\right)} \tag{IV.15}
\end{equation*}
$$

where

$$
\begin{gather*}
W_{\alpha}^{T}(\boldsymbol{r})=\frac{1}{2 \pi \sqrt{\operatorname{det} \boldsymbol{\Lambda}_{T}}} \exp \left\{-\frac{1}{2}\left(\boldsymbol{r}-\boldsymbol{\mu}_{\alpha}\right)^{T} \boldsymbol{\Lambda}_{T}^{-1}\left(\boldsymbol{r}-\boldsymbol{\mu}_{\alpha}\right)\right\}  \tag{IV.16}\\
\hat{\mathcal{H}}_{f}=\hat{H} \quad, \quad \hat{\mathcal{H}}_{c}=\hat{H}+B \frac{\gamma^{2}}{\gamma^{2}+4 \omega^{2}} \hat{x}-B \frac{2 g \gamma}{\gamma^{2}+4 \omega^{2}} \hat{p} \tag{IV.17}
\end{gather*}
$$

To see this, recall that the equilibrium density matrix $\hat{\rho}_{\alpha}^{(\text {eq })}=\frac{1}{Z} \mathrm{e}^{-\hat{\mathcal{H}}_{\alpha} / T}$ corresponds to the Wigner function $W_{\alpha}^{T}=$ $\frac{1}{Z^{\star}} \sum_{n=0}^{\infty} \frac{1}{n!}\left(-\mathcal{H}_{\alpha}(x, p) / T\right)^{\star n}$ with repeated Moyal products. For the harmonic oscillator (II.1) of the friction and cavity models, (IV.16) shows that $W_{\alpha}^{T} \propto \exp \left(-\mathcal{H}_{\alpha}(x, p) / T_{\text {eff }}\right)$, which takes indeed a harmonic oscillator form but with an effective temperature $T_{\text {eff }}=\frac{\hbar \omega}{2} \operatorname{coth} \frac{\hbar \omega}{2 T}$. In the density matrix $\hat{\rho}_{\alpha}^{(\text {eq) })}$ this gives back the bath temperature $T$ [62].

For $B=0$, the hamiltonians and hence the equilibrium states are the same in both models. However, for $B \neq 0$ eq. (IV.17) shows that the effective hamiltonian $\hat{\mathcal{H}}_{c}$ of the cavity model has purely kinetic and $\gamma$-dependent contributions such that the system no longer relaxes to thermal equilibrium. This observation will become important in section V . In the long-time limit, it follows from (IV.9) that $\lim _{t \rightarrow \infty} \mathcal{W}^{\prime}(t, \boldsymbol{r})=\delta(\boldsymbol{r})$ and thus (IV.10) leads to

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathcal{W}_{\alpha}(t, \boldsymbol{r})=\int_{\mathbb{R}^{2}} \mathrm{~d} \boldsymbol{r}^{\prime} W_{\alpha}^{T}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \delta\left(\boldsymbol{r}^{\prime}\right)=W_{\alpha}^{T}(\boldsymbol{r}) \tag{IV.18}
\end{equation*}
$$

In other terms, the system always reaches a formal 'equilibrium state' with the bath, for both models. It looks like a Gibbs state $\hat{\rho}_{\alpha}^{T}$ which is the stationary asymptotic state for the dynamics generated by the master equation (IV.3). But since the cavity model effective hamiltonian $\hat{\mathcal{H}}_{c}$ does contain the damping constant $\gamma>0$ for a non-vanishing magnetic field $B \neq 0$, see eq. (IV.17), its stationary state does depend on $\gamma$ and is not a physical equilibrium state in the usual sense. This is different from the friction model whose effective hamiltonian $\hat{\mathcal{H}}_{f}=\hat{H}$ and the associated equilibrium state are $\gamma$-independent. We point out that the failure of full equilibration arises in the cavity model although the connected correlators $C_{+, c}^{(x, x)}(t, t)$ and $C_{+, c}^{(p, p)}(t, t)$ were required in section II to take their equilibrium values.

## B. Dynamics of Gaussian states

As an example, we consider the system to be prepared in a Gaussian state, e.g. any Gibbs thermal state for $\hat{H}$, where

$$
\begin{equation*}
\mathcal{W}(0, \boldsymbol{r})=\frac{1}{2 \pi \sqrt{\operatorname{det} \boldsymbol{\Gamma}}} \exp \left\{-\frac{1}{2}(\boldsymbol{r}-\boldsymbol{\nu})^{T} \boldsymbol{\Gamma}^{-1}(\boldsymbol{r}-\boldsymbol{\nu})\right\} \tag{IV.19}
\end{equation*}
$$

This choice is less restrictive as it might appear at first sight, since states represented as an infinite sum of shifted gaussians are dense in the space of (square-)integrable functions [63, sect. 6.6],[64],[65]. According to eq. (IV.10), the full solution is

$$
\begin{equation*}
\mathcal{W}_{\alpha}(t, \boldsymbol{r})=\frac{1}{2 \pi \sqrt{\operatorname{det} \boldsymbol{\Omega}_{\alpha}(t)}} \exp \left\{-\frac{1}{2}\left(\boldsymbol{r}-\boldsymbol{M}_{\alpha}(t)\right)^{T} \boldsymbol{\Omega}_{\alpha}^{-1}(t)\left(\boldsymbol{r}-\boldsymbol{M}_{\alpha}(t)\right)\right\} \tag{IV.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{M}_{\alpha}(t)=\mathrm{e}^{-\boldsymbol{\Theta}_{\alpha} t} \boldsymbol{\nu}+\boldsymbol{m}_{\alpha}(t), \quad \boldsymbol{\Omega}_{\alpha}(t)=\mathrm{e}^{-\boldsymbol{\Theta}_{\alpha} t} \boldsymbol{\Gamma} \mathrm{e}^{-\boldsymbol{\Theta}_{\alpha}^{T} t}+\boldsymbol{\Sigma}_{\alpha}(t) \tag{IV.21}
\end{equation*}
$$

In order to compute averages, we need to evaluate

$$
\begin{align*}
\int_{\mathbb{R}^{2}} \mathrm{~d} \boldsymbol{r} g(\boldsymbol{r}) \mathcal{W}_{\alpha}(t, \boldsymbol{r}) & =\frac{1}{2 \pi \sqrt{\operatorname{det} \boldsymbol{\Omega}_{\alpha}(t)}} \int_{\mathbb{R}^{2}} \mathrm{~d} \boldsymbol{r} g\left(\boldsymbol{r}+\boldsymbol{M}_{\alpha}(t)\right) \exp \left\{-\frac{1}{2} \boldsymbol{r}^{T} \boldsymbol{\Omega}_{\alpha}^{-1}(t) \boldsymbol{r}\right\} \\
& =\left.\exp \left\{\frac{1}{2} \sum_{i, j=1}^{2}\left(\boldsymbol{\Omega}_{\alpha}\right)_{i j} \partial_{r_{i}} \partial_{r_{j}}\right\} g\left(\boldsymbol{r}+\boldsymbol{M}_{\alpha}(t)\right)\right|_{\boldsymbol{r}=0} \tag{IV.22}
\end{align*}
$$















FIG. 1. Time-dependence of the equal-time correlators $\left\langle\hat{x}^{2}(t)\right\rangle=C_{+}^{(x, x)}(t, t),\left\langle\hat{p}^{2}(t)\right\rangle=C_{+}^{(p, p)}(t, t)$ and $2 C_{+}^{(x, p)}(t, t)=\langle\{\hat{x}(t), \hat{p}(t)\}\rangle$. The system is initially prepared in the ground state $\hat{a}|0\rangle=0$ of the quantum harmonic oscillator. The full red lines refer to the friction model and the dashed black lines to the cavity model. The columns refer to different values of the damping constant $\gamma=$ $[0.01,0.02,0.05,0.10,0.15,0.25,0.3,0.4,0.5,1.0]$, with the expected transition at $\gamma=2 \omega$. The parameters $B=0, g=1, \hbar=1, \omega=0.1$ and $T=10$ are used.
where $g(\boldsymbol{r})$ is an arbitrary analytic function defined in phase-space. For instance, we find

$$
\begin{equation*}
\langle\hat{\boldsymbol{r}}\rangle_{\alpha}(t)=\boldsymbol{M}_{\alpha}(t)=\binom{M_{\alpha}^{x}(t)}{M_{\alpha}^{p}(t)}, \quad\left\langle\hat{x}^{2}\right\rangle_{\alpha}(t)=\left(M_{\alpha}^{x}(t)\right)^{2}+\left(\boldsymbol{\Omega}_{\alpha}(t)\right)_{11}, \quad\left\langle\hat{p}^{2}\right\rangle_{\alpha}(t)=\left(M_{\alpha}^{p}(t)\right)^{2}+\left(\boldsymbol{\Omega}_{\alpha}(t)\right)_{22} \tag{IV.23}
\end{equation*}
$$

From Eqs. (IV.13,IV.21), the relaxation time is expressed through the eigenvalues $\Lambda_{ \pm}^{(\alpha)}$ of $\Theta_{\alpha}$. For the cavity model, $\Lambda_{ \pm}^{(c)}=$ $\gamma / 2 \pm \mathrm{i} \omega$ is always complex. Therefore the characteristic relaxation time is $2 / \gamma$, since the imaginary part of $\Lambda_{ \pm}^{(c)}$ merely generates an oscillatory behaviour. On the other hand, in the friction model two regimes arise: if $\gamma<2 \omega$, the eigenvalues $\Lambda_{ \pm}^{(f)}=$ $\left(\gamma \pm \mathrm{i} \sqrt{4 \omega^{2}-\gamma^{2}}\right) / 2$ are complex, and the relaxation time is still $2 / \gamma$; but if $\gamma>2 \omega$, the eigenvalues $\Lambda_{ \pm}^{(f)}=\left(\gamma \pm \sqrt{\gamma^{2}-4 \omega^{2}}\right) / 2$ are real, with the dominant relaxation time $2 /\left(\gamma-\sqrt{\gamma^{2}-4 \omega^{2}}\right)$. The relaxation rates apply to single-point functions such as $\langle\hat{x}(t)\rangle$; for two-point functions such as $\left\langle\hat{x}^{2}(t)\right\rangle$, they are doubled.

The resulting relaxational behaviour of the averages $\left\langle\hat{x}^{2}\right\rangle(t)=C_{+}^{(x, x)}(t, t),\left\langle\hat{x}^{2}\right\rangle(t)=C_{+}^{(x, x)}(t, t)$ and $\langle\{\hat{x}(t), \hat{p}(t)\}\rangle$ is illustrated in figures 1, 2 and 3. The upper half of each figure refers to the 'under-damped' regime $\gamma<2 \omega$ and the lower half of each figure refers to the 'over-damped' regime $\gamma>2 \omega$. In each half-figure there are three lines each of which displays the evolution of $\left\langle\hat{x}^{2}\right\rangle(t),\left\langle\hat{p}^{2}\right\rangle(t)$ and $\langle\{\hat{x}(t), \hat{p}(t)\}\rangle$, respectively, for several values of $\gamma$. Since $B=0$, both models evolve towards the same equilibrium Gibbs state (IV.16). In figure 1, the initial state is the harmonic oscillator ground state $\hat{a}|0\rangle=0$. In figures 2 and 3, the initial state is the coherent state $\hat{a}|4+4 i\rangle=(4+4 i)|4+4 i\rangle$. The evolutions at temperature $T=10$ shown in figures 1 and 2 look globally similar, while the pure quantum evolution at $T=0$ shown in figure 3 looks different. In the cavity model, the leading relaxation time is $\tau=1 / \gamma$ for all values of $\gamma$, in the friction model one has $\tau=1 / \gamma$ in the 'under-damped' regime $\gamma<2 \omega$ and in the 'over-damped' regime $\gamma>2 \omega, \tau=1 /\left(\gamma-\sqrt{\gamma^{2}-4 \omega^{2}}\right) \simeq \omega^{2} / \gamma$ for $\gamma \gg 1$. For $\left\langle\hat{x}^{2}(t)\right\rangle$ and $\left\langle\hat{p}^{2}(t)\right\rangle$ the plots are arranged such that through the comparison with the equilibrium values the deviation with respect to equilibrium is traced. We see in figures 1 and 2 that for a large temperature $T=10$, both $\left\langle\hat{x}^{2}\right\rangle(t) \leq\left\langle\hat{x}^{2}\right\rangle_{\text {eq }}$ and $\left\langle\hat{p}^{2}\right\rangle(t) \leq\left\langle\hat{p}^{2}\right\rangle_{\text {eq }}$ approach their equilibrium values from below, while for $T=0$, the opposite holds true, viz. $\left\langle\hat{x}^{2}\right\rangle(t) \geq\left\langle\hat{x}^{2}\right\rangle_{\text {eq }}$ and $\left\langle\hat{p}^{2}\right\rangle(t) \geq\left\langle\hat{p}^{2}\right\rangle_{\text {eq }}$, hence equilibrium is approached from above, see figure 3. These observations agree with the condition (D) which stipulates that for both models the stationary states of these two observables should relax towards their equilibrium value. However, there are also important differences between the two models.

Since the lindbladian (III.1) is derived from a second-order Born approximation in $\gamma$, the presence of merely the 'underdamped' regime is expected in the cavity model whereas the existence of the 'over-damped' regime in the friction model suggests that there such an assumption should not be necessary. We also see that for $\gamma \ll 1$, the relaxation in both models is almost identical. On the other hand, qualitative differences appear with increasing values of $\gamma$ and generically, the cavity model reaches equilibrium more rapidly than the friction model. If the initial state is the ground state $|0\rangle$, the anti-commutator of the friction model is always positive and vanishes at certain specific times (it vanishes identically in the cavity model), whereas for the coherent initial state $|4+4 i\rangle$, for both models it oscillates around its equilibrium value, as predicted in the appendices $A$ and $B$. For pure quantum dynamics at $T=0$, see figure 3 , both $\left\langle\hat{x}^{2}\right\rangle(t)$ and $\left\langle\hat{p}^{2}\right\rangle(t)$ vanish in the 'under-damped' regime at certain times, which does not occur for $T=10$. The decaying oscillations in $\left\langle\hat{x}^{2}(t)\right\rangle$ and $\left\langle\hat{p}^{2}(t)\right\rangle$ are phase-shifted in such a way that a plateau in one corresponds to a maximal decay rate in the other. Forth, the anti-commutator of the friction model displays a sequence of damped oscillations such that the maxima appear to coïncide with the plateaux in the decay of $\left\langle\hat{p}^{2}(t)\right\rangle$ and the zeros with the plateaux in $\left\langle\hat{x}^{2}(t)\right\rangle$. In the 'over-damped' regime, there is a clear cross-over between a rapid short-time dynamics towards a more slow long-time decay, notably visible for $\left\langle\hat{p}^{2}\right\rangle(t)$ and especially in the friction model.

This clearly illustrates the notable differences in the physical behaviour of the cavity model with a completely positive Liouvillian and the friction model which is manifestly not completely positive.

## V. EFFECTIVE MEAN-FIELD THEORIES

Mean-field descriptions [66] of phase transitions often provide a first qualitative appreciation of cooperative effects in manybody systems. In their most simple form, they arise from a replacement of interaction terms by a self-consistently determined external field. In order to further illustrate the differences between the cavity model and the friction model, we shall interpret their long-time behaviour as mean-field approximations of a many-body magnet, where the averaged position $m=\langle\hat{x}\rangle$ becomes the model's magnetisation. As a model of reference, we shall use the the quantum spherical model, whose equilibrium and non-equilibrium critical behaviour is well-understood and shares many qualitative features with more 'realistic' models [67-84]. For a recent review and tutorial, see [85]. In order to emphasise quantum effects, we set the bath temperature $T=0$. The corresponding single-particle hamiltonian is [86]

$$
\begin{equation*}
\hat{H}=\hbar \omega\left(\hat{a}^{\dagger} \hat{a}+\frac{1}{2}\right)-B \sqrt{\frac{\hbar g}{2 \omega}}\left(\hat{a}^{\dagger}+\hat{a}\right) \tag{V.1}
\end{equation*}
$$

where $B$ is the external magnetic field. The angular frequency $\omega=\omega(t)$ is fixed through the spherical constraint $\left\langle\hat{x}^{2}\right\rangle=1$, which leads to

$$
\begin{equation*}
\omega(t)=\frac{\hbar g}{2}\left(\left\langle\hat{a}^{\dagger} \hat{a}^{\dagger}\right\rangle+\langle\hat{a} \hat{a}\rangle+\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle+1\right) \tag{V.2}
\end{equation*}
$$



FIG. 2. Time-dependence of the equal-time correlators $\left\langle\hat{x}^{2}(t)\right\rangle=C_{+}^{(x, x)}(t, t),\left\langle\hat{p}^{2}(t)\right\rangle=C_{+}^{(p, p)}(t, t)$ and $2 C_{+}^{(x, p)}(t, t)=\langle\{\hat{x}(t), \hat{p}(t)\}\rangle$. The system is initially prepared in the coherent state $|4+4 \mathrm{i}\rangle: \hat{a}|4+4 \mathrm{i}\rangle=(4+4 \mathrm{i})|4+4 \mathrm{i}\rangle$. The full red lines refer to the friction model and the dashed black lines to the cavity model. The column refer to different values of the damping constant $\gamma=[0.01,0.02,0.05,0.10,0.15,0.25,0.3,0.4,0.5,1.0]$, with the expected transition at $\gamma=2 \omega$. The parameters $B=0, g=1, \hbar=1, \omega=0.1$ and $T=10$ are used.

The interpretation of this single-body problem as an effective mean-field approximation is completed through a self-consistent form of the magnetic field

$$
\begin{equation*}
B=\kappa\langle x\rangle=\kappa \sqrt{\frac{\hbar g}{2 \omega}}\left\langle\hat{a}^{\dagger}+\hat{a}\right\rangle=\kappa \sqrt{\frac{2 \hbar g}{\omega}} x_{1} \tag{V.3}
\end{equation*}
$$


















FIG. 3. Time-dependence of the equal-time correlators $\left\langle\hat{x}^{2}(t)\right\rangle=C_{+}^{(x, x)}(t, t),\left\langle\hat{p}^{2}(t)\right\rangle=C_{+}^{(p, p)}(t, t)$ and $2 C_{+}^{(x, p)}(t, t)=\langle\{\hat{x}(t), \hat{p}(t)\}\rangle$. The system is initially prepared in the coherent state $|4+4 i\rangle: \hat{a}|4+4 i\rangle=(4+4 i)|4+4 i\rangle$. The full red lines refer to the friction model and the dashed black lines to the cavity model. The column refer to different values of the damping constant $\gamma=[0.01,0.02,0.05,0.10,0.15,0.25,0.3,0.4,0.5,1.0]$, with the expected transition at $\gamma=2 \omega$. The parameters $B=0, g=1, \hbar=1, \omega=0.1$ and $T=0$ are used.
where $\kappa>0$ is the molecular field constant.
The equations of motion of both the friction and the cavity model can be taken from appendix C, using also (V.3), where for simplicity we use the notations

$$
\begin{equation*}
\langle\hat{a}\rangle=x_{1}+\mathrm{i} x_{2},\langle\hat{a} \hat{a}\rangle=x_{3}+\mathrm{i} x_{4},\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle=x_{5} \tag{V.4}
\end{equation*}
$$



FIG. 4. Mean-field phase diagrammes of a single quantum spherical spin at $T=0$, for the cavity model (left) and the friction model (right).
and the spherical constraint (V.2) is used to eliminate $x_{5}$. We are interested in the phase diagramme of the stationary state and shall use from now on $\omega:=\lim _{t \rightarrow \infty} \omega(t)$. Since solving the stationary equations of motion is straightforward, we now briefly state the results.

## A. Friction model

Two distinct stationary solutions are found. They are independent of $\gamma$, as it should be for a stationary state at equilibrium. The first one corresponds to a disordered, paramagnetic state with $x_{1}=x_{2}=x_{3}=x_{4}=x_{5}=0$ and $\omega=\omega_{d}=\hbar g / 2$. The magnetisation $m=0$ vanishes. The second one corresponds to an ordered, magnetic state with $x_{1} \neq 0$ and $\omega=\omega_{o}=\sqrt{\kappa g}$. It reads $x_{2}=x_{4}=0$ and

$$
\begin{equation*}
m^{2}=x_{1}^{2}=\frac{1}{4 \sqrt{g}}\left(\frac{2 \sqrt{\kappa}}{\hbar}-\sqrt{g}\right)=x_{3} \tag{V.5}
\end{equation*}
$$

At the critical point, $\omega_{d}=\omega_{o}$ which gives the critical value $g_{c}=4 \kappa / \hbar^{2}$. Then the magnetisation become $m^{2}=\left(g_{c}^{1 / 2}-g^{1 / 2}\right) / 4 g^{1 / 2}$ such that the system is magnetically ordered for all $g<g_{c}$, as expected for an ordered magnetic state at equilibrium, see figure 4 . Since close to criticality, one expects $m^{2} \sim\left(g_{c}-g\right)^{2 \beta}$, one recovers the standard mean-field exponent $\beta=\frac{1}{2}$.

## B. Cavity model

Again, two distinct stationary solutions are found [86]. The first one is identical to the disordered solution $x_{1}=x_{2}=x_{3}=$ $x_{4}=x_{5}=0$ and $\omega=\omega_{d}=\hbar g / 2$ of the friction model. The second solution, however, is now $\gamma$-dependent and $\omega_{o}^{\prime}=\sqrt{g \kappa-\gamma^{2} / 4}$. Then all $x_{1}, \ldots, x_{4}$ are non-vanishing. The condition of criticality $\omega_{d}=\omega_{o}^{\prime}$ now has two solutions for $\gamma<2 \kappa / \hbar$, which leads to two separate critical points [86]

$$
g_{c, \pm}(\gamma)=\frac{2 \kappa}{\hbar^{2}} \pm \sqrt{\frac{4 \kappa^{2}}{\hbar^{4}}-\frac{\gamma^{2}}{\hbar^{2}}} \simeq\left\{\begin{array}{l}
4 \kappa / \hbar^{2}  \tag{V.6}\\
\gamma^{2} / 4 \kappa
\end{array}\right.
$$

along with their leading behaviour for $\gamma \rightarrow 0$. While in the limit $\gamma \rightarrow 0$, the upper critical point $\lim _{\gamma \rightarrow 0} g_{c,+}(\gamma)=g_{c}$ goes over into the one of the friction model, for a finite $\gamma<2 \kappa / \hbar$, there is also a lower critical point $g_{c,-}(\gamma)$. This is shown in figure 4 . The magnetisation reads [86]

$$
\begin{equation*}
m^{2}=x_{1}^{2}=\frac{\gamma^{2}}{4 \kappa g}\left(1+\frac{4 \omega^{2}}{\gamma}\right)\left(1-\frac{\hbar g}{2 \omega}\right) \tag{V.7}
\end{equation*}
$$

and is non-vanishing only between $g_{c,-}(\gamma)<g<g_{c,+}(\gamma)$. These re-entrant transitions are a purely kinetic effect and cannot be properties of an equilibrium state. Through the value of damping constant, the cavity strongly influences the behaviour even of the stationary state.

Hence this simple example shows that the cavity model dynamics does not describe relaxations to an equilibrium state, in contrast to the friction model. This is a consequence of the distinct effective hamiltonians when $B \neq 0$, as seen in eq. (IV.17).

## VI. DISCUSSION AND CONCLUSION

In this work, we explored characteristics of the dynamics of open quantum systems where the relaxation times of the bath(s) are short enough such that an effective markovian description becomes sensible. Rather than modelling both the system and the bath(s), and also their interactions, one rather seeks a reduced formulation which contains explicitly only the degrees of freedom of the system, along with a few parameters to describe the bath(s) interacting with the system. A commonly used formulation uses a master equation for the density matrix. If written in a Lindblad form, such a master equation guarantees the dynamical semi-group property. However, a Lindblad master equation does contain hidden assumptions, notably on the initial correlations between the physical system and the bath. If satisfied, these directly lead to a completely positive form of the Liouvillian. On a more phenomenological level, an alternative description in terms of stochastic Langevin equation does involve an explicit assumption on admissible dissipative terms in the equations of motion and then uses physical criteria to fix the correlations of the noise operators. This kind of approach concentrates on the system and questions concerning complete positivity are not raised.

A a case study based on a single harmonic oscillator, we defined two models, the friction model and the cavity model, specified in eqs. (II.3) and (II.4), respectively. They differ in the explicit form on the non-stochastic dissipative terms but do use the same physical criteria (A-D) to fix the noise correlators. While the classical $\hbar \rightarrow 0$ limit of the friction model reduces to an ohmically damped particle in a harmonic potential subject to white noise, no known classical system emerges for the cavity model. From these Langevin equations, the equivalent Lindblad-type master equations are derived, by requiring identical equations of motion for one-point and two-point functions. The lindbladian is completely positive for the cavity model but only positive in the friction model. Reformulating the master equation as a Fokker-Planck equation, using the Wigner function formalism, shows that without an external field $B$, both models evolve towards the same Gibbs state. Explicit solutions of the equations of motion clearly illustrate the differences in the dynamics, notably through a direct study of the relaxation behaviour summarised in figures 1,2 and 3 with distinct 'under-damped' and 'over-damped' regimes in the friction model but only an 'under-damped' regime in the cavity model. Alternatively, when recast as mean-field approximation of a magnetic system, the models are distinguished through a determination of the stationary state in an external field and the ensuing phase transition, see figure 4. In the limit of weak damping $\gamma \ll 1$, both models lead to the same phenomenology of time-dependent averages.

From a formal point of view, there is no obvious criterion which would permit to choose between these models (or any other one with yet different dissipative terms). The naturally-looking requirement of complete positivity is not always convincing, and has the disadvantage that the cavity model in the classical limit $\hbar \rightarrow 0$ does not lead back to a classical brownian particle in a harmonic potential. Beyond our purely phenomenological discussion, it would be satisfying to derive microscopically the contribution $\hat{H}_{\gamma}$ to the effective hamiltonian and/or the explicit form of the Lindblad dissipator $\mathcal{D}(\hat{\rho}(t))$. This study is also meant as a preparation to study to many-body dynamics, notably the quantum spherical model, since its hamiltonian can be reduced to a sum of bosonic harmonic oscillators, see [85] and refs. therein. Still, in that model the spherical constraint renders the dynamics non-trivial, e.g. [86]. The study of relaxational dynamics in the markovian approximation of many-body systems and the comparison with the results of full quantum dynamics (respecting the QFDT), e.g. [12, 76, 81, 84], will be taken up elsewhere.
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## APPENDIX A. NOISE CORRELATORS FOR THE CAVITY MODEL

We outline the solution of (II.9) and subsequently, the derivation of the second moments (II.4) from the conditions (A-D).
The lines of calculation follow closely [14]. Considering first the homogeneous part of (II.9), we have the relaxation rates $\Lambda_{ \pm}=\frac{\gamma}{2} \pm \mathrm{i} \omega$ such that we can make the ansatz

$$
\begin{equation*}
\hat{x}(t)=\hat{x}_{+}(t) \mathrm{e}^{-\Lambda_{+} t}+\hat{x}_{-}(t) \mathrm{e}^{-\Lambda_{-} t} \quad, \quad \hat{p}(t)=\hat{p}_{+}(t) \mathrm{e}^{-\Lambda_{+} t}+\hat{p}_{-}(t) \mathrm{e}^{-\Lambda_{-} t} \tag{A.1}
\end{equation*}
$$

Two of the four amplitudes in the above ansatz may still be chosen freely. Our choice is $\hat{p}_{ \pm}(t)=-\frac{1}{g}\left(\Lambda_{ \pm}-\frac{\gamma}{2}\right) \hat{x}_{ \pm}(t)=\mp \frac{\mathrm{i} \omega}{g} \hat{x}_{ \pm}(t)$. Insertion of the ansatz into (II.4a) leads to

$$
\begin{equation*}
\partial_{t} \hat{x}_{+}(t) \mathrm{e}^{-\Lambda_{+} t}+\partial_{t} \hat{x}_{+}(t) \mathrm{e}^{-\Lambda_{+} t}=\hat{\eta}^{(x)}(t),-\frac{\mathrm{i} \omega}{g} \partial_{t} \hat{x}_{+}(t) \mathrm{e}^{-\Lambda_{+} t}+\frac{\mathrm{i} \omega}{g} \partial_{t} \hat{x}_{+}(t) \mathrm{e}^{-\Lambda_{+} t}=B+\hat{\eta}^{(p)}(t) \tag{A.2}
\end{equation*}
$$

From these, we directly have

$$
\begin{equation*}
\partial_{t} \hat{x}_{ \pm}(t)=\frac{1}{2}\left(\hat{\eta}^{(x)}(t) \pm \frac{\mathrm{i} g}{\omega}\left(\hat{\eta}^{(p)}+B\right)\right) e^{\Lambda_{ \pm} t} \tag{A.3}
\end{equation*}
$$

which upon integration produces

$$
\begin{align*}
\hat{x}(t)= & \hat{x}_{+}(0) \mathrm{e}^{-\Lambda_{+} t}+\hat{x}_{-}(0) \mathrm{e}^{-\Lambda_{-} t}+\frac{1}{2} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{+}(t-\tau)}\left(\hat{\eta}^{(x)}(\tau)+\frac{\mathrm{i} g}{\omega}\left(\hat{\eta}^{(p)}(\tau)+B\right)\right)+\frac{1}{2} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{-}(t-\tau)}\left(\hat{\eta}^{(x)}(\tau)-\frac{\mathrm{i} g}{\omega}\left(\hat{\eta}^{(p)}(\tau)+B\right)\right)  \tag{A.4a}\\
\hat{p}(t)= & -\mathrm{i} \frac{\omega}{g} \hat{x}_{+}(0) \mathrm{e}^{-\Lambda_{+} t}+\mathrm{i} \frac{\omega}{g} \hat{x}_{-}(0) \mathrm{e}^{-\Lambda_{-} t} \\
& -\mathrm{i} \frac{\omega}{2 g} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{+}(t-\tau)}\left(\hat{\eta}^{(x)}(\tau)+\frac{\mathrm{i} g}{\omega}\left(\hat{\eta}^{(p)}(\tau)+B\right)\right)+\mathrm{i} \frac{\omega}{2 g} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{-\Lambda_{-}(t-\tau)}\left(\hat{\eta}^{(x)}(\tau)-\frac{\mathrm{i} g}{\omega}\left(\hat{\eta}^{(p)}(\tau)+B\right)\right) \tag{A.4b}
\end{align*}
$$

as quoted in (II.10) in the main text for the special case $B=0$.
The second moments (II.4) of the noises are found as follows. For the averaged noise commutator, we make the ansatz $\left\langle\left[\hat{\eta}\left({ }^{(x)} t\right), \hat{\eta}^{(p)}\left(t^{\prime}\right)\right]\right\rangle=\kappa \delta\left(t-t^{\prime}\right)$. Then, consider the commutator, computed using (A.4)

$$
\begin{equation*}
2 C_{-}^{(x, p)}\left(t, t^{\prime}\right)=\left\langle\left[\hat{x}(t), \hat{p}\left(t^{\prime}\right)\right]\right\rangle=\left(\frac{\mathrm{i} \omega}{g}\left\langle\left[\hat{x}_{+}(0), \hat{x}_{-}(0)\right]\right\rangle-\frac{\kappa}{2 \gamma}\right)\left(\mathrm{e}^{-\Lambda_{+} t-\Lambda_{-} t^{\prime}}+\mathrm{e}^{-\Lambda_{-} t-\Lambda_{+} t^{\prime}}\right)+\frac{\kappa}{2 \gamma}\left(\mathrm{e}^{-\Lambda_{+}\left|t-t^{\prime}\right|}+\mathrm{e}^{-\Lambda_{-}\left|t-t^{\prime}\right|}\right) \tag{A.5}
\end{equation*}
$$

which contains a stationary part depending only on $\left|t-t^{\prime}\right|$ and a rapidly decaying transient part. In order to achieve the equal-time canonical position-momentum commutator, the transient term must vanish which is achieved through the choice

$$
\begin{equation*}
\left\langle\left[\hat{x}_{+}(0), \hat{x}_{-}(0)\right]\right\rangle=\frac{1}{\mathrm{i}} \frac{\kappa g}{2 \gamma \omega} \tag{A.6}
\end{equation*}
$$

Then the averaged equal-time commutator $\langle[\hat{x}(t), \hat{p}(t)]\rangle=\frac{\kappa}{\gamma}$ is indeed a time-independent constant which is fixed to its canonical value by choosing $\kappa=\mathrm{i} \hbar \gamma$, which is (II.4b) in the main text.

Next, we check the Kubo formula. On one side, with the definitions (II.5), we obtain

$$
\begin{equation*}
\partial_{t} R^{(x)}(t, s)=g Q^{(p)}(t, s)-\frac{\gamma}{2} R^{(x)}(t, s), \quad \partial_{t} Q^{(p)}(t, s)=-\frac{\omega^{2}}{g} R^{(x)}(t, s)-\frac{\gamma}{2} Q^{(p)}(t, s)+\delta(t-s) \tag{A.7}
\end{equation*}
$$

Since these will only depend on the time difference $\tau=t-s$, we define $\mathscr{R}(\tau):=R^{(x)}(t, s)$ which obeys the second-order equation

$$
\begin{equation*}
\partial_{\tau}^{2} \mathscr{R}(\tau)+\gamma \partial_{\tau} \mathscr{R}(\tau)+\left(\omega^{2}+\frac{\gamma^{2}}{4}\right) \mathscr{R}(\tau)=g \delta(\tau) \tag{A.8}
\end{equation*}
$$

Using the Fourier transform $\widehat{\mathscr{R}}(v)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \mathrm{d} \tau \mathrm{e}^{-\mathrm{i} v \tau} \mathscr{R}(\tau)$, we find

$$
\begin{equation*}
\widehat{\mathscr{R}}(v)=-\frac{g}{\sqrt{2 \pi}} \frac{1}{v^{2}-\mathrm{i} \gamma v-\omega^{2}-\gamma^{2} / 4} \tag{A.9}
\end{equation*}
$$

whose pôles $v_{ \pm}=\mathrm{i} \frac{\gamma}{2} \pm \omega$ are in the upper complex $v$-half-plane. Consequently, inverting (A.9) via the residue theorem, the response of the position $x$ is

$$
\begin{equation*}
\mathscr{R}(\tau)=R^{(x)}(\tau+s, s)=\frac{g}{\omega} \mathrm{e}^{-\gamma \tau / 2} \sin (\omega \tau) \Theta(\tau) \tag{A.10}
\end{equation*}
$$

where the Heaviside function $\Theta(\tau)$ expresses the expected causality. On the other had, we need the commutator (II.6)

$$
\begin{equation*}
C_{-}^{(x, x)}\left(t, t^{\prime}\right)=\frac{1}{2} \underbrace{\left.\left\langle\left\langle\hat{x}_{+}(0), \hat{x}_{-}(0)\right]\right\rangle-\frac{\hbar g}{2 \omega}\right)}_{=0}\left(\mathrm{e}^{-\Lambda_{+} t-\Lambda_{-} t^{\prime}}-\mathrm{e}^{-\Lambda_{+} t^{\prime}-\Lambda_{-} t}\right)+\frac{\hbar}{2 \mathrm{i}} \frac{g}{\omega} \mathrm{e}^{-\gamma \mid t-t^{\prime} / 2} \sin \left(\omega\left|t-t^{\prime}\right|\right) \tag{A.11}
\end{equation*}
$$

This is stationary because of (A.6) with $\kappa=\mathrm{i} \hbar \gamma$. Hence the Kubo formula $R^{(x)}(\tau+s, s)=\frac{2 \mathrm{i}}{\hbar} C_{-}^{(x, x)}(\tau+s, s) \Theta(\tau)$ is automatically satisfied.

Finally, we analyse the virial theorem. If $B \neq 0$, we must analyse the connected correlators $C_{+, \mathrm{c}}^{(x, x)}\left(t, t^{\prime}\right):=\frac{1}{2}\left\langle\left\{\hat{x}(t), \hat{x}\left(t^{\prime}\right)\right\}\right\rangle-$ $\langle\hat{x}(t)\rangle\left\langle\hat{x}\left(t^{\prime}\right)\right\rangle$ and analogously for $C_{+, c}^{(p, p)}\left(t, t^{\prime}\right):=\frac{1}{2}\left\langle\left\{\hat{p}(t), \hat{p}\left(t^{\prime}\right)\right\}\right\rangle-\langle\hat{p}(t)\rangle\left\langle\hat{p}\left(t^{\prime}\right)\right\rangle$. In the case at hand, the virial theorem requires that for the stationary contributions $C_{+, c, s t a t}^{(p, p)}\left(t, t^{\prime}\right)=\frac{\omega^{2}}{g^{2}} C_{+, c, s t a t}^{(x, x)}\left(t, t^{\prime}\right)$. Following [14], in order to work out the correlators, we assume that the second moments read

$$
\begin{equation*}
\frac{1}{2}\left\langle\left\{\hat{\eta}^{(p)}(t), \hat{\eta}^{(p)}\left(t^{\prime}\right)\right\}\right\rangle=\alpha \delta\left(t-t^{\prime}\right), \quad \frac{1}{2}\left\langle\left\{\hat{\eta}^{(x)}(t), \hat{\eta}^{(x)}\left(t^{\prime}\right)\right\}\right\rangle=\beta \delta\left(t-t^{\prime}\right),\left\langle\left\{\hat{\eta}^{(x)}(t), \hat{\eta}^{(p)}\left(t^{\prime}\right)\right\}\right\rangle=0 \tag{A.12}
\end{equation*}
$$

In order to find the constants $\alpha, \beta$, using the above definition, we must calculate first

$$
\begin{align*}
C_{+, \mathrm{c}}^{(x, x)}\left(t, t^{\prime}\right)= & \left(\left\langle\hat{x}_{+}(0)^{2}\right\rangle-\frac{\beta-\alpha g^{2} / \omega^{2}}{8 \Lambda_{+}}\right) \mathrm{e}^{-\Lambda_{+}\left(t+t^{\prime}\right)}+\left(\left\langle\hat{x}_{-}(0)^{2}\right\rangle-\frac{\beta-\alpha g^{2} / \omega^{2}}{8 \Lambda_{-}}\right) \mathrm{e}^{-\Lambda_{-}\left(t+t^{\prime}\right)} \\
& +\left(\frac{1}{2}\left\langle\left\{\hat{x}_{+}(0), \hat{x}_{-}(0)\right\}\right\rangle-\frac{\beta+\alpha g^{2} / \omega^{2}}{4\left(\Lambda_{+}+\Lambda_{-}\right)}\right)\left(\mathrm{e}^{-\Lambda_{+} t-\Lambda_{-} t^{\prime}}+\mathrm{e}^{-\Lambda_{+} t^{\prime}-\Lambda_{-} t}\right) \\
& +\frac{1}{4}\left(\frac{\beta-\alpha g^{2} / \omega^{2}}{2 \Lambda_{+}}+\frac{\beta+\alpha g^{2} / \omega^{2}}{\Lambda_{+}+\Lambda_{-}}\right) \mathrm{e}^{-\Lambda_{+}\left|t-t^{\prime}\right|}+\frac{1}{4}\left(\frac{\beta-\alpha g^{2} / \omega^{2}}{2 \Lambda_{-}}+\frac{\beta+\alpha g^{2} / \omega^{2}}{\Lambda_{+}+\Lambda_{-}}\right) \mathrm{e}^{-\Lambda_{-}\left|t-t^{\prime}\right|} \tag{A.13}
\end{align*}
$$

The terms in the first two lines are rapidly decaying transient terms whereas the stationary terms are collected in the third line and the non-connected terms $\sim B^{2}$ cancelled. Second, we similarly find

$$
\begin{align*}
C_{+, \mathrm{c}}^{(p, p)}\left(t, t^{\prime}\right)= & \frac{\omega^{2}}{g^{2}}\left(-\left\langle\hat{x}_{+}(0)^{2}\right\rangle+\frac{\beta-\alpha g^{2} / \omega^{2}}{8 \Lambda_{+}}\right) \mathrm{e}^{-\Lambda_{+}\left(t+t^{\prime}\right)}+\frac{\omega^{2}}{g^{2}}\left(-\left\langle\hat{x}_{-}(0)^{2}\right\rangle+\frac{\beta-\alpha g^{2} / \omega^{2}}{8 \Lambda_{-}}\right) \mathrm{e}^{-\Lambda_{-}\left(t+t^{\prime}\right)} \\
& +\frac{\omega^{2}}{g^{2}}\left(\frac{1}{2}\left\langle\left\{\hat{x}_{+}(0), \hat{x}_{-}(0)\right\}\right\rangle-\frac{\beta+\alpha g^{2} / \omega^{2}}{4\left(\Lambda_{+}+\Lambda_{-}\right)}\right)\left(\mathrm{e}^{-\Lambda_{+} t-\Lambda_{-} t^{\prime}}+\mathrm{e}^{-\Lambda_{+} t^{\prime}-\Lambda_{-} t}\right) \\
& +\frac{\omega^{2}}{4 g^{2}}\left(-\frac{\beta-\alpha g^{2} / \omega^{2}}{2 \Lambda_{+}}+\frac{\beta+\alpha g^{2} / \omega^{2}}{\Lambda_{+}+\Lambda_{-}}\right) \mathrm{e}^{-\Lambda_{+}\left|t-t^{\prime}\right|}+\frac{\omega^{2}}{4 g^{2}}\left(-\frac{\beta-\alpha g^{2} / \omega^{2}}{2 \Lambda_{-}}+\frac{\beta+\alpha g^{2} / \omega^{2}}{\Lambda_{+}+\Lambda_{-}}\right) \mathrm{e}^{-\Lambda_{-}\left|t-t^{\prime}\right|} \tag{A.14}
\end{align*}
$$

with transient terms in the first two lines and the stationary contributions in the last line. Comparing (A.13,A.14), we see that the virial theorem is satisfied if and only if

$$
\begin{equation*}
\frac{1}{4}\left(\frac{\beta-\alpha g^{2} / \omega^{2}}{2 \Lambda_{ \pm}}+\frac{\beta+\alpha g^{2} / \omega^{2}}{\Lambda_{+}+\Lambda_{-}}\right) \stackrel{!}{=} \frac{1}{4}\left(-\frac{\beta-\alpha g^{2} / \omega^{2}}{2 \Lambda_{ \pm}}+\frac{\beta+\alpha g^{2} / \omega^{2}}{\Lambda_{+}+\Lambda_{-}}\right) \tag{A.15}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\alpha=\frac{\omega^{2}}{g^{2}} \beta \tag{A.16}
\end{equation*}
$$

At last, the condition (D) specifies that the position (connected) auto-correlator at equilibrium should be (using the stationary part of (A.13))

$$
\begin{equation*}
C_{+, c, \mathrm{cq}}^{(x, x)}(t, t)=\frac{\beta}{2 \gamma} \stackrel{!}{=} \frac{\hbar g}{2 \omega} \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right) \tag{A.17}
\end{equation*}
$$

which implies $\beta=\frac{\hbar \gamma \omega}{g} \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right)$. With (A.12) this finally reproduces eqs. (II.4c,II.4d) in the main text.

To finish, we also give the anti-commutator which once more follows from (A.4). Using (A.16), we find

$$
\begin{align*}
C_{+, \mathrm{c}}^{(x, p)}\left(t, t^{\prime}\right)= & -\mathrm{i} \frac{\omega}{g}\left\langle\hat{x}_{+}(0)^{2}\right\rangle \mathrm{e}^{-\Lambda_{+}\left(t+t^{\prime}\right)}+\mathrm{i} \frac{\omega}{g}\left\langle\hat{x}_{-}(0)^{2}\right\rangle \mathrm{e}^{-\Lambda_{-}\left(t+t^{\prime}\right)} \\
& +\mathrm{i} \frac{\omega}{2 g}\left(\left\langle\left\{\hat{x}_{+}(0), \hat{x}_{-}(0)\right\}\right\rangle-\frac{\beta}{\gamma}\right)\left(\mathrm{e}^{-\Lambda_{+} t-\Lambda_{-} t^{\prime}}-\mathrm{e}^{-\Lambda_{-} t-\Lambda_{+} t^{\prime}}\right)+\mathrm{i} \frac{\omega \beta}{2 \gamma g}\left(\mathrm{e}^{-\Lambda_{+}\left|t-t^{\prime}\right|}-\mathrm{e}^{-\Lambda_{-}\left|t-t^{\prime}\right|}\right) \tag{A.18}
\end{align*}
$$

The stationary equal-time contribution $C_{+,, \mathrm{c}, \mathrm{stat}}^{(x, p)}(t, t)=0$ vanishes, in agreement with the results in figures $1,2,3$.

## APPENDIX B. ANTI-COMMUTATOR IN THE FRICTION MODEL

In the main text, the solutions (II.8) for position and momentum were quoted. With respect to [14], we add the explicit expression for the connected anti-commutator $C_{+, c}^{(x, p)}\left(t, t^{\prime}\right):=C_{+}^{(x, p)}\left(t, t^{\prime}\right)-\langle\hat{x}(t)\rangle\left\langle\hat{p}\left(t^{\prime}\right)\right\rangle$ which reads

$$
\begin{align*}
C_{+, c}^{(x, p)}\left(t, t^{\prime}\right)= & \left(-\frac{\Lambda_{+}}{g}\left\langle\hat{x}_{+}(0)^{2}\right\rangle+\frac{g \alpha}{2\left(\Lambda_{+}-\Lambda_{-}\right)^{2}}\right) \mathrm{e}^{-\Lambda_{+}\left(t+t^{\prime}\right)}+\left(-\frac{\Lambda_{-}}{g}\left\langle\hat{x}_{-}(0)^{2}\right\rangle+\frac{g \alpha}{2\left(\Lambda_{+}-\Lambda_{-}\right)^{2}}\right) \mathrm{e}^{-\Lambda_{-}\left(t+t^{\prime}\right)} \\
& -\left(\frac{1}{2 g}\left\langle\left\{\hat{x}_{+}(0), \hat{x}_{-}(0)\right\}\right\rangle+\frac{g \alpha}{\gamma\left(\Lambda_{+}-\Lambda_{-}\right)^{2}}\right)\left(\Lambda_{-} \mathrm{e}^{-\Lambda_{+} t-\Lambda_{-} t^{\prime}}+\Lambda_{+} \mathrm{e}^{-\Lambda_{-} t-\Lambda_{+} t^{\prime}}\right) \\
& +\frac{g \alpha}{\gamma\left(\Lambda_{+}-\Lambda_{-}\right)^{2}}\left(\Lambda_{-}-\frac{\gamma}{2}\right) \mathrm{e}^{-\Lambda_{+}\left|t-t^{\prime}\right|}+\frac{g \alpha}{\gamma\left(\Lambda_{+}-\Lambda_{-}\right)^{2}}\left(\Lambda_{+}-\frac{\gamma}{2}\right) \mathrm{e}^{-\Lambda_{-}\left|t-t^{\prime}\right|} \tag{B.1}
\end{align*}
$$

with the same generic form (A.12) for the noises, $\alpha=\frac{\gamma \hbar \omega}{g} \operatorname{coth}\left(\frac{\hbar \omega}{2 T}\right), \beta=0[14]$ and recall $\Lambda_{ \pm}=\frac{\gamma}{2} \pm \sqrt{\frac{\gamma^{2}}{4}-\omega^{2}}$. The stationary terms in last line of eq. (B.1) vanish for equal times, viz. $C_{+, \mathrm{c}, \mathrm{stat}}^{(x, p)}(t, t)=0$, in agreement with the results in figures 1,2,3.

## APPENDIX C. FORMAL SOLUTION OF EQUATIONS OF MOTION

The five equations of motion (II.11,II.12,II.16,II.17) can be compactly written in a matrix form

$$
\partial_{t} \boldsymbol{v}=\boldsymbol{A} \boldsymbol{v}+\boldsymbol{b}, \boldsymbol{v}:=\left(\begin{array}{c}
\langle\hat{a}\rangle  \tag{C.1}\\
\left\langle\hat{a}^{\dagger}\right\rangle \\
\langle\hat{a} \hat{a}\rangle \\
\left\langle\hat{a}^{\dagger} \hat{a}^{\dagger}\right\rangle \\
\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle
\end{array}\right),
$$

such that the formal solution can be written as

$$
\begin{equation*}
\boldsymbol{v}(t)=e^{\boldsymbol{A} t}\left(\boldsymbol{v}(0)+\boldsymbol{A}^{-1} \boldsymbol{b}\right)-\boldsymbol{A}^{-1} \boldsymbol{b} \tag{C.2}
\end{equation*}
$$

For the friction model, one has for the matrix $\boldsymbol{A}$ and the vector $\boldsymbol{b}$

$$
\boldsymbol{A}=\gamma\left(\begin{array}{ccccc}
-\frac{1}{2} & \frac{1}{2} & 0 & 0 & 0  \tag{C.3}\\
\frac{1}{2} & -\frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 1 \\
0 & 0 & 0 & -1 & 1 \\
0 & 0 & \frac{1}{2} & \frac{1}{2} & -1
\end{array}\right)+\mathrm{i}\left(\begin{array}{ccccc}
-\omega & 0 & 0 & 0 & 0 \\
0 & \omega & 0 & 0 & 0 \\
\sqrt{2 g / \omega \hbar} B & 0 & -2 \omega & 0 & 0 \\
0 & -\sqrt{2 g / \omega \hbar} B & 0 & 2 \omega & 0 \\
-\sqrt{g / 2 \omega \hbar} B & \sqrt{g / 2 \omega \hbar} B & 0 & 0 & 0
\end{array}\right), \quad \boldsymbol{b}=\gamma n_{\omega}\left(\begin{array}{c}
0 \\
0 \\
-1 \\
-1 \\
1
\end{array}\right)+\mathrm{i} \sqrt{\frac{g}{2 \omega \hbar} B}\left(\begin{array}{c}
1 \\
-1 \\
0 \\
0 \\
0
\end{array}\right),
$$

and $n_{\omega}=\left(e^{\hbar \omega / T}-1\right)^{-1}$ is the Bose-Einstein distribution. For the cavity model, these read

$$
\boldsymbol{A}=\gamma\left(\begin{array}{ccccc}
-\frac{1}{2} & 0 & 0 & 0 & 0  \tag{C.4}\\
0 & -\frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & -1
\end{array}\right)+\mathrm{i}\left(\begin{array}{ccccc}
-\omega & 0 & 0 & 0 & 0 \\
0 & \omega & 0 & 0 & 0 \\
\sqrt{2 g / \omega \hbar} B & 0 & -2 \omega & 0 & 0 \\
0 & -\sqrt{2 g / \omega \hbar} B & 0 & 2 \omega & 0 \\
-\sqrt{g / 2 \omega \hbar} B & \sqrt{g / 2 \omega \hbar} B & 0 & 0 & 0
\end{array}\right), \quad \boldsymbol{b}=\gamma n_{\omega}\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right)+\mathrm{i} \sqrt{\frac{g}{2 \omega \hbar} B}\left(\begin{array}{c}
1 \\
-1 \\
0 \\
0 \\
0
\end{array}\right) .
$$

and one notices the simplifications in the real parts of $\boldsymbol{A}$ and of $\boldsymbol{b}$ in the cavity model.

## APPENDIX D. IMPOSSIBILITY OF COMPLETE POSITIVITY IN THE FRICTION MODEL

We try to solve the conditions (III.10) for the $\alpha_{j}, \beta_{j}$, with the definitions (III.7) and the additional assumption $\varepsilon_{1}=\varepsilon_{2}=+1$. First, the conditions (III.10b,III.10c) imply that

$$
\begin{equation*}
E_{3}=E_{4}^{*}=\frac{1}{2}\left(E_{1}+E_{2}\right) \tag{D.1}
\end{equation*}
$$

From the definitions (III.7) it then follows that

$$
\begin{equation*}
\sum_{j=1,2}\left|\alpha_{j}-\beta_{j}^{*}\right|^{2}=0 \tag{D.2}
\end{equation*}
$$

hence $\alpha_{1}=\beta_{1}^{*}$ and $\alpha_{2}=\beta_{2}^{*}$. Again using (III.7), this would imply $E_{1}=E_{2}$ which is in contradiction with (III.10a) for $\gamma>0$. Hence there is no solution and $\varepsilon_{1}=\varepsilon_{2}=+1$ is inadmissible.

Consequently, the friction model cannot be completely positive.

## APPENDIX E. PHASE-SPACE FORMULATION OF QUANTUM MECHANICS

The phase-space formulation of quantum mechanics, introduced by Wigner [87], is attractive because of its similarity to classical hamiltonian dynamics. It is based on mapping quantum states to quasi-probability distribution functions and the Weyl transform, which maps quantum operators into real-valued functions defined on phase-space ( $x, p$ ). This facilitates connections to classical mechanics and semi-classical limits [49-53].

Quantum observables can be represented by hermitian operators acting on the Hilbert space of system states, such that the outcome of a measurement must be an eigenvalue of the observable. Quantisation establishes a map between classical variables and quantum operators, such that the canonical commutation relation $[\hat{x}, \hat{p}]=i \hbar$ between position $\hat{x}$ and momentum $\hat{p}$ hold true. However, for observables non-linear in position and momentum the ordering is ambiguous. Hence one must define a one-to-one map $\Phi[\hat{f}]=f(x, p)$ between Hilbert space operators and analytic phase-space functions. The existence of the inverse transform $\Phi^{-1}$ is guaranteed by the one-to-one correspondence. One needs a 'product' $\star$ between two Hilbert space operators $\hat{f}, \hat{g}$ which in the phase-space formalism must satisfy

$$
\begin{equation*}
\Phi^{-1}[f \star g]=\Phi^{-1}[f] \Phi^{-1}[g]=\hat{f} \hat{g} \tag{E.1}
\end{equation*}
$$

Consistency with the commutation relation $[\hat{x}, \hat{p}]=i \hbar$ does not define $\star$ uniquely. One further requires that in the $\hbar \rightarrow 0$ limit, the product $\star$ should reduce to the standard commutative product. The Weyl quantisation is one way to carry out this programme.

## A. Weyl transform

For any operator $\hat{f}$ acting on the Hilbert space, the Weyl transform is the functional $\Phi[\hat{f}]=f(x, p)$ such that

$$
\begin{equation*}
\Phi[\hat{f}]=\int_{\mathbb{R}} e^{\frac{i}{\hbar} p w}\langle x-w / 2| \hat{f}|x+w / 2\rangle \mathrm{d} w \tag{E.2}
\end{equation*}
$$

using the eigenstates $|x\rangle$ of the position operator $\hat{x}|x\rangle=x|x\rangle$. The phase-space product $\star$ associated to the Weyl quantisation is called Moyal product [50] and satisfies eq. (E.1). Let $f(x, p)$ and $g(x, p)$ be the phase-space representation of the operators $\hat{f}$ and $\hat{g}$. The product $\hat{f} \hat{g}$ maps onto

$$
\begin{equation*}
\hat{f} \hat{g} \quad \longrightarrow \quad f(x, p) \star g(x, p):=f(x, p) \exp \left(\frac{\mathrm{i} \hbar}{2}\left(\overleftarrow{\partial}_{x} \vec{\partial}_{p}-\overleftarrow{\partial}_{p} \vec{\partial}_{x}\right)\right) g(x, p) \tag{E.3}
\end{equation*}
$$

where the arrows indicate the direction for the differentiation. The commutator and the anti-commutator, respectively, are mapped onto

$$
\begin{align*}
& {[\hat{f}, \hat{g}] \quad \longrightarrow \quad 2 \mathrm{i} f(x, p) \sin \left(\frac{\hbar}{2}\left(\overleftarrow{\partial}_{x} \vec{\partial}_{p}-\overleftarrow{\partial}_{p} \vec{\partial}_{x}\right)\right) g(x, p)}  \tag{E.4}\\
& \{\hat{f}, \hat{g}\} \quad \longrightarrow \quad 2 f(x, p) \cos \left(\frac{\hbar}{2}\left(\overleftarrow{\partial}_{x} \vec{\partial}_{p}-\overleftarrow{\partial}_{p} \vec{\partial}_{x}\right)\right) g(x, p) \tag{E.5}
\end{align*}
$$

## B. Wigner function

Starting from the Weyl transform (E.2), one defines the Wigner function

$$
\begin{equation*}
\mathcal{W}(x, p):=\frac{1}{2 \pi \hbar} \int_{\mathbb{R}} e^{\frac{i}{\hbar} p w}\langle x-w / 2| \hat{\rho}|x+w / 2\rangle \mathrm{d} w \tag{E.6}
\end{equation*}
$$

where $\hat{\rho}$ is the density operator of the system (pure or mixed), assumed to be normalised. $\mathcal{W}(x, p)$ is the phase-space picture of the density matrix and fully characterises the system. The Wigner function has the proprietés [53]: (i) $\mathcal{W}(x, p)$ is a real function with possibly negative values and $|\mathcal{W}(x, p)| \leq(\pi \hbar)^{-1}$; (ii) it is normalised $\iint \mathrm{d} x \mathrm{~d} p \mathcal{W}(x, p)=1$; (iii) the marginals of the Wigner function coïncide with the probability densities in position and momentum space; (iv) a phase-space representation $O(x, p)$ of the quantum observable $\hat{O}$ has the average value $\langle\hat{O}\rangle_{\hat{\rho}}=\operatorname{tr}(\hat{O} \hat{\rho})=\iint \mathrm{d} x \mathrm{~d} p O(x, p) \mathcal{W}(x, p)$. These features make $\mathcal{W}(x, p)$ a quasi-probability distribution.

The equation of motion of the Wigner function follows from the master equation. The dissipators of the friction and cavity models have the generic structure

$$
\begin{align*}
\mathcal{D}(\hat{\rho})= & E_{1} D_{\rho}\left(\hat{a}, \hat{a}^{\dagger}\right)+E_{2} D_{\rho}\left(\hat{a}^{\dagger}, \hat{a}\right)+E_{3} D_{\rho}(\hat{a}, \hat{a})+E_{3}^{*} D_{\rho}\left(\hat{a}^{\dagger}, \hat{a}^{\dagger}\right) \\
= & \left(E_{1}+E_{2}+E_{3}+E_{3}^{*}\right) \frac{\omega}{2 \hbar g} D_{\rho}(\hat{x}, \hat{x})+\left(E_{1}+E_{2}-E_{3}-E_{3}^{*}\right) \frac{g}{2 \hbar \omega} D_{\rho}(\hat{p}, \hat{p}) \\
& +\left(E_{1}-E_{2}\right) \hat{\rho}-\frac{\mathrm{i}}{2 \hbar}\left(E_{1}-E_{2}\right)(\hat{x} \hat{\rho} \hat{p}-\hat{p} \hat{\rho} \hat{x})+\frac{\mathrm{i}}{2 \hbar}\left(E_{3}-E_{3}^{*}\right) D_{\rho}(\hat{x}, \hat{p})+\frac{\mathrm{i}}{2 \hbar}\left(E_{3}-E_{3}^{*}\right) D_{\rho}(\hat{p}, \hat{x}) \tag{E.7}
\end{align*}
$$

where $E_{1}, E_{2}, E_{3}$ are constants and

$$
\begin{align*}
D_{\rho}\left(\hat{a}, \hat{a}^{\dagger}\right) & =\frac{\omega}{2 \hbar g} D_{\rho}(\hat{x}, \hat{x})+\frac{g}{2 \hbar \omega} D_{\rho}(\hat{p}, \hat{p})+\frac{1}{2} \hat{\rho}-\frac{\mathrm{i}}{2 \hbar}(\hat{x} \hat{\rho} \hat{p}-\hat{p} \hat{\rho} \hat{x})  \tag{E.8}\\
D_{\rho}\left(\hat{a}^{\dagger}, \hat{a}\right) & =\frac{\omega}{2 \hbar g} D_{\rho}(\hat{x}, \hat{x})+\frac{g}{2 \hbar \omega} D_{\rho}(\hat{p}, \hat{p})-\frac{1}{2} \hat{\rho}+\frac{\mathrm{i}}{2 \hbar}(\hat{x} \hat{\rho} \hat{p}-\hat{p} \hat{\rho} \hat{x})  \tag{E.9}\\
D_{\rho}(\hat{a}, \hat{a})=D_{\rho}\left(\hat{a}^{\dagger}, \hat{a}^{\dagger}\right)^{\dagger} & =\frac{\omega}{2 \hbar g} D_{\rho}(\hat{x}, \hat{x})-\frac{g}{2 \hbar \omega} D_{\rho}(\hat{p}, \hat{p})+\frac{\mathrm{i}}{2 \hbar} D_{\rho}(\hat{x}, \hat{p})+\frac{\mathrm{i}}{2 \hbar} D_{\rho}(\hat{p}, \hat{x}) \tag{E.10}
\end{align*}
$$

Therefore, for the friction and cavity models we have from section III, with $n_{\omega}=\left(\mathrm{e}^{\hbar \omega / T}-1\right)^{-1}$

$$
\begin{align*}
& \text { friction model }\left\{\begin{array}{l}
E_{1}=\gamma\left(n_{\omega}+1\right), \quad E_{2}=\gamma n_{\omega}, \quad E_{3}=\gamma\left(n_{\omega}+1 / 2\right) \\
\mathcal{D}(\hat{\rho})=\left(2 n_{\omega}+1\right) \frac{\omega \gamma}{\hbar g} D_{\rho}(\hat{x}, \hat{x})+\frac{\gamma}{2} \hat{\rho}-\frac{i \gamma}{2 \hbar}(\hat{x} \hat{\rho} \hat{p}-\hat{p} \hat{\rho} \hat{x})
\end{array}\right.  \tag{E.11}\\
& \text { cavity model }\left\{\begin{array}{l}
E_{1}=\gamma\left(n_{\omega}+1\right), \quad E_{2}=\gamma n_{\omega}, \quad E_{3}=0 \\
\mathcal{D}(\hat{\rho})=\left(2 n_{\omega}+1\right) \frac{\omega \gamma}{2 \hbar g} D_{\rho}(\hat{x}, \hat{x})+\left(2 n_{\omega}+1\right) \frac{g \gamma}{2 \hbar \omega} D_{\rho}(\hat{p}, \hat{p})+\frac{\gamma}{2} \hat{\rho}-\frac{\mathrm{i} \gamma}{2 \hbar}(\hat{x} \hat{\rho} \hat{p}-\hat{p} \hat{\rho} \hat{x})
\end{array}\right. \tag{E.12}
\end{align*}
$$

Using the Weyl transforms in Table I and eqs. (E.11,E.12), the master equations (III.4,III.1) are finally mapped into

$$
\begin{array}{ll}
\partial_{t} \mathcal{W}=\left(2 n_{\omega}+1\right) \frac{\hbar \gamma}{2} \frac{\omega}{g} \partial_{p}^{2} \mathcal{W}+\left(\frac{\omega^{2}}{g} x+\gamma p-B\right) \partial_{p} \mathcal{W}-g p \partial_{x} \mathcal{W}+\gamma \mathcal{W} & \text { friction model } \\
\partial_{t} \mathcal{W}=\frac{\hbar \gamma}{4}\left(2 n_{\omega}+1\right)\left[\frac{g}{\omega} \partial_{x}^{2} \mathcal{W}+\frac{\omega}{g} \partial_{p}^{2} \mathcal{W}\right]+\left(\frac{\omega^{2}}{g} x+\frac{\gamma}{2} p-B\right) \partial_{p} \mathcal{W}+\left(\frac{\gamma}{2} x-g p\right) \partial_{x} \mathcal{W}+\gamma \mathcal{W} & \text { cavity model } \tag{E.14}
\end{array}
$$

with $\mathcal{W}=\mathcal{W}(t, x, p)$, which may be written as quoted in eq. (IV.3). The formal solutions of (E.13,E.14) is provided in the main text. In the limit $\hbar \omega / T \ll 1$, eq. (E.13) reduces to the form quoted in [8, eq. (6.194)].
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| $\hat{\rho}$ | $\mathcal{W}(x, p)$ |
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| :---: | :---: |
| $\mid \hat{H}, \hat{\rho}]$ | $\mathrm{i} \hbar\left(\frac{\omega^{2}}{g} x \partial_{p} \mathcal{W}-B \partial_{p} \mathcal{W}-g p \partial_{x} \mathcal{W}\right)$ |
| $\left[\hat{H}_{f}, \hat{\rho}\right]$ | $\mathrm{i} \hbar\left(\frac{\omega^{2}}{g} x \partial_{p} \mathcal{W}-B \partial_{p} \mathcal{W}-g p \partial_{x} \mathcal{W}-\frac{\gamma}{2} x \partial_{x} \mathcal{W}+\frac{\gamma}{2} p \partial_{p} \mathcal{W}\right)$ |
| $\hat{x} \hat{\rho} \hat{x}$ | $x^{2} \mathcal{W}+\left(\frac{\hbar}{2}\right)^{2} \partial_{p}^{2} \mathcal{W}$ |
| $\hat{p} \hat{\rho} \hat{p}$ | $p^{2} \mathcal{W}+\left(\frac{\hbar}{2}\right)^{2} \partial_{x}^{2} \mathcal{W}$ |
| $\hat{p} \hat{\rho} \hat{x}$ | $x p \mathcal{W}-\frac{\mathrm{i}}{2}\left(x \partial_{x} \mathcal{W}+p \partial_{p} \mathcal{W}\right)-\frac{\mathrm{i} \hbar}{2} \mathcal{W}-\left(\frac{\hbar}{2}\right)^{2} \partial_{x} \partial_{p} \mathcal{W}$ |
| $\hat{x} \hat{\rho} \hat{p}$ | $x p \mathcal{W}+\frac{\mathrm{i} \hbar}{2}\left(x \partial_{x} \mathcal{W}+p \partial_{p} \mathcal{W}\right)+\frac{\mathrm{i}}{2} \mathcal{W}-\left(\frac{\hbar}{2}\right)^{2} \partial_{x} \partial_{p} \mathcal{W}$ |
| $\hat{x} \hat{\rho} \hat{p}-\hat{p} \hat{\rho} \hat{x}$ | $\mathrm{i} \hbar\left(x \partial_{x} \mathcal{W}+p \partial_{p} \mathcal{W}\right)+\mathrm{i} \hbar \mathcal{W}$ |
| $\frac{1}{2}\left\{\hat{p}^{2}, \hat{\rho}\right\}$ | $p^{2} \mathcal{W}-\left(\frac{\hbar}{2}\right)^{2} \partial_{x}^{2} \mathcal{W}$ |
| $\frac{1}{2}\left\{\hat{x}^{2}, \hat{\rho}\right\}$ | $x^{2} \mathcal{W}-\left(\frac{\hbar}{2}\right)^{2} \partial_{p}^{2} \mathcal{W}$ |
| $\frac{1}{2}\{\hat{x} \hat{p}, \hat{\rho}\}$ | $x p \mathcal{W}+\frac{\mathrm{i} \hbar}{2} \mathcal{W}-\left(\frac{\hbar}{2}\right)^{2} \partial_{x} \partial_{p} \mathcal{W}$ |
| $\frac{1}{2}\{\hat{p} \hat{x}, \hat{\rho}\}$ | $x p \mathcal{W}-\frac{i \hbar}{2} \mathcal{W}-\left(\frac{\hbar}{2}\right)^{2} \partial_{x} \partial_{p} \mathcal{W}$ |
| $D_{\rho}(\hat{x}, \hat{x})$ | $\frac{\hbar^{2}}{2} \partial_{p}^{2} \mathcal{W}$ |
| $D_{\rho}(\hat{p}, \hat{p})$ | $\frac{\hbar^{2}}{2} \partial_{x}^{2} \mathcal{W}$ |
| $D_{\rho}(\hat{x}, \hat{p})$ | $\mathrm{i} \hbar\left(\mathcal{W}+\frac{1}{2}\left(x \partial_{x} \mathcal{W}+p \partial_{p} \mathcal{W}\right)\right)$ |
| $D_{\rho}(\hat{p}, \hat{x})$ | $-\mathrm{i} \hbar\left(\mathcal{W}+\frac{1}{2}\left(x \partial_{x} \mathcal{W}+p \partial_{p} \mathcal{W}\right)\right)$ |

TABLE I. Some quantum operators with the respective Weyl transforms. $: \hat{x}^{n} \hat{p}^{m}:$ indicates the symmetric product.
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