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A B S T R A C T 

Tracking the motions of transient jets launched by low-mass X-ray binaries (LMXBs) is critical for determining the moment of 
jet ejection, and identifying any corresponding signatures in the accretion flo w. Ho we ver, these jets are often highly variable and 

can travel across the resolution element of an image within a single observation, violating a fundamental assumption of aperture 
synthesis. We present a no v el approach in which we directly fit a single time-dependent model to the full set of interferometer 
visibilities, where we explicitly parametrize the motion and flux density variability of the emission components, to minimize 
the number of free parameters in the fit, while leveraging information from the full observation. This technique allows us to 

detect and characterize f aint, f ast-moving sources, for which the standard time binning technique is inadequate. We validate our 
technique with synthetic observations, before applying it to three Very Long Baseline Array (VLBA) observations of the black 

hole candidate LMXB MAXI J1803 −298 during its 2021 outburst. We measured the proper motion of a discrete jet component to 

be 1.37 ± 0.14 mas h 

−1 , and thus we infer an ejection date of MJD 59348 . 08 

+ 0 . 05 
−0 . 06 , which occurs just after the peak of a radio flare 

observed by the Australia Telescope Compact Array (ATCA) and the Atacama Large Millimeter/Sub-Millimeter Array (ALMA), 
while MAXI J1803 −298 was in the intermediate state. Further development of these new VLBI analysis techniques will lead to 

more precise measurements of jet ejection dates, which, combined with dense, simultaneous multiwavelength monitoring, will 
allow for clearer identification of jet ejection signatures in the accretion flow. 

Key words: techniques: high angular resolution – techniques: interferometric – stars: black holes – stars: individual: MAXI 
J1803 −298 – stars: jets – X-rays: binaries. 
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 I N T RO D U C T I O N  

elativistic jets launched by black holes are some of the most
owerful phenomena in the Universe. By studying jets from low-
ass X-ray binaries (LMXBs) within our own Galaxy, we can try

o understand how these jets are launched. Together with contem-
oraneous X-ray observations we can then seek to determine the
ature of the relationship between the in-flowing accretion material
nd the formation of these jets. Observations of black hole LMXBs,
hich are systems consisting of a stellar-mass black hole accreting
atter from a low-mass companion star, have identified a number of

ccretion states. These states correspond to different configurations
f the inflowing and outflowing material, and different X-ray and
adio spectral and variability signatures. LMXBs spend most of
heir time in quiescence, interspersed by occasional bright outbursts,
hich typically consist of a transition from the rising hard state

o the soft state, via intermediate states, followed by a decline and
 E-mail: callan.m.wood@student.curtin.edu.au 
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everse transition back into the hard state (see e.g. Homan & Belloni
005 , and for a re vie w, see Belloni, Motta & Mu ̃ noz-Darias 2011
nd references therein). A typical feature of the hard state is the
resence of strong, steady, compact synchrotron-emitting jets. At
ome point during the state transition, these pre-existing, steady jets
re quenched and often, discrete, transient jet ejecta are launched
e.g. Mirabel & Rodr ́ıguez 1994 ; Hjellming & Rupen 1995 ; Tingay
t al. 1995 ; Miller-Jones et al. 2012 ), which can travel with apparent
uperluminal motion out to large distances (e.g. Bright et al. 2020 ).
hese transient jets are not seen in the subsequent reverse transition
ack to the hard state (Corbel et al. 2004 ; Fender, Belloni & Gallo
004 ). 
The nature of the causal connection between changes in the inner

ccretion flow and the ejection of transient jets during the state
ransition has been the focus of many recent studies. Particular X-ray
pectral and timing properties that characterize the evolving accretion
ow have been suggested as signatures of jet ejection (e.g. Fender,
oman & Belloni 2009 ; Miller-Jones et al. 2012 ; Russell et al. 2019 ;
oman et al. 2020 ; M ́endez et al. 2022 ). Ho we ver, the nature of the

ssociation between such signatures and the moment of jet launching
s often unclear (e.g. Miller-Jones et al. 2012 ). This is due in part to
© 2023 The Author(s) 
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he scarcity of high angular resolution observations of these transient 
et ejecta, in combination with the difficulty of measuring the proper 

otions of jets that exhibit either significant intra-observational 
ariability, or are only detected in a single observation. To clearly 
dentify the specific signatures of changes in the inner accretion 
ow associated with the launching of transient relativistic jets, we 
equire precise measurements of their ejection dates, accompanied by 
imultaneous X-ray observations (e.g. Wood et al. 2021 ). The angular 
esolution required to make precise proper motion measurements is 
nly possible with very long baseline interferometry (VLBI). 

.1 Very long baseline interferometry 

n an interferometer, each pair of telescopes measures a complex 
isibility, which, according to the van Cittert–Zernike theorem (van 
ittert 1934 ; Zernike 1938 ), is an element of the Fourier transform
f the sky brightness distribution. Typical VLBI observations can 
e up to several hours in length, so that as the Earth rotates, the
rientations of the separation vectors (the baselines) of the pairs of
elescopes projected on to the plane of the sky change. This samples

ore unique visibilities, increasing the o v erall sensitivity and quality 
f the image reconstruction. 
Since the complex visibility plane (often called the uv -plane) can 

ever be completely sampled, the inverse Fourier transform of the 
isibilities is a convolution of the true sky brightness distribution 
nd the inverse Fourier transform of the sampling function. Many 
maging algorithms have been developed with the aim of recon- 
tructing the true sky brightness distribution from the incomplete 
nformation. In radio astronomy, the standard technique is the 
LEAN algorithm (H ̈ogbom 1974 ; Schwarz 1978 ; Clark 1980 ),
hich is a deconvolution technique that represents the sky as a sum
f point sources, and attempts to iteratively subtract out the artefacts 
nd side lobes of the sampling function from the inverse Fourier 
ransform of the visibilities. 

There is another class of techniques that first attempt to reconstruct 
 version of the sky brightness distribution, before comparing that 
econstruction to the underlying data. Examples of this class of 
ethods are the so-called maximum entropy methods (MEM) or 

egularized maximum likelihood (RML) methods, which try to solve 
or the best possible image by fitting the image pixels to the data while
roviding constraints via the use of regularization terms that fa v our
ertain features in the image, e.g. entropy , sparsity , or smoothness
Frieden 1972 ; Cornwell & Evans 1985 ; Narayan & Nityananda 
986 ). These methods are not as popular as the CLEAN algorithm,
lthough in recent years they have gained attention, particular by 
roups such as the Event Horizon Telescope (EHT) collaboration 
e.g. Chael et al. 2016 2018 ; Akiyama et al. 2017 ; EHT Collaboration
019 ; Broderick et al. 2020 2022 ). 
Another example of this approach is model fitting. In this 

echnique, simple model source components with analytic repre- 
entations in the Fourier domain (e.g. point sources or Gaussians) 
re fit directly to the visibilities (e.g. Shepherd, Pearson & Taylor 
994 ; Mart ́ı-Vidal et al. 2014 ), greatly reducing the number of free
arameters in the imaging problem. Historically, model fitting was 
rst used before imaging, with early two element interferometers 
e.g. Fomalont 1968 ). Model fitting has been used to study transient
ets launched by LMXBs, since they are often seen in images as
ompact point sources or Gaussians (e.g. Miller-Jones et al. 2019 ). 

One of the fundamental assumptions of VLBI is that o v er the
ength of an observation the target source is non-variable. Jets 
aunched by LMXBs can travel across the resolution element of an 
mage in a matter of minutes (e.g. Wood et al. 2021 ) and can vary by a
ignificant fraction of their flux density on the same time-scale (e.g.
iller-Jones et al. 2019 ), violating this assumption. The simplest 

olution is time binning (e.g. Fomalont, Geldzahler & Bradshaw 

001 ; Miller-Jones et al. 2019 ), where the full observation is split
nto short time bins, within which the source is relatively static, each
o be imaged individually. This technique requires the source to be
right enough so that it can be significantly detected in each time
in, since within a single time bin the sensitivity and uv -co v erage are
reatly reduced, making this technique difficult for standard LMXB 

jecta, which are typically only tens of mJy in brightness. 
Recently, more sophisticated techniques have been developed that 

eek to impro v e upon the time binning procedure. In Wood et al.
 2021 ) we described a dynamic phase centre tracking technique
y which we applied an incremental phase shift to each time bin
f an observation before stacking the time bins back together to
f fecti vely ‘track’ a jet component with a given proper motion.
ther recent developments have been focused on capturing the 
ariability of the supermassive black holes M87 ∗ and Sagittarius 
 

∗ in EHT observations (e.g. Bouman et al. 2017 ; Johnson et al.
017 ; Arras et al. 2022 ). These approaches aim to extend MEM and
ML methods to simultaneously reconstruct images from all of the 

ime bins in an observation, while explicitly enforcing continuity 
cross the full set of images, to leverage information from the
ntire observation to enhance the quality and sensitivity of each 
ndividual image. The further development of techniques that can 
apture intra-observ ational v ariability is key to making more precise
easurements of the proper motions and ejection dates of transient 

ets, and thus determining the causal connection between changes 
n the inner accretion flow and the launching of relativistic jets in
MXBs. 

.2 MAXI J1803 −298 

AXI J1803 −298 (hereafter J1803) was first disco v ered as a new
-ray transient in the early stages of an outburst on 2021 May 1 (MJD
9335) by the Monitor of All-sky X-ray Image (MAXI; Serino et al.
021 ) nova alert system. It was quickly localized by both NICER
Gendreau et al. 2021a b ) and Swift , the latter of which also detected
n optical counterpart (Gropp et al. 2021 ). Spectroscopy with the
outhern African Large Telescope suggested that J1803 was an 
MXB (Buckley et al. 2021 ). NICER, AstroSat , and NuSTAR X-

ay spectral analysis further suggested that J1803 was an accreting 
tellar-mass black hole, as opposed to an accreting neutron star 
Bult et al. 2021 ; Jana et al. 2021 ; Xu & Harrison 2021 ), viewed
elatively edge-on, with an inclination above 70 ◦. On 2021 May 4
MJD 59338.9), Espinasse et al. ( 2021 ) first detected J1803 at radio
avelengths with MeerKAT. On 2021 May 11 (MJD 59345), 10 d

fter its initial disco v ery, AstroSat detected a state transition of J1803
Jana et al. 2021 ), with their observations suggesting that the source
ad entered the hard-intermediate state. MAXI/GSC was unable to 
bserve J1803 for 8 d from 2021 May 4 (MJD 59338), but on 2021
ay 12 (MJD 59346) they also reported that the source was in the

ntermediate state, with the transition to the soft state occurring on
021 May 28 (MJD 59362; Shidatsu et al. 2022 ). J1803 remained
n the soft state for ∼5 months, with the reverse soft-to-hard state
ransition occurring between 2021 October 13 and 2021 October 19 
MJD 59500–59506; Steiner et al. 2021 ). 

We present the results of a radio monitoring campaign of J1803
uring the state transition, with the Very Long Baseline Array 
VLBA), the Australia Telescope Compact Array (ATCA), and 
he Atacama Large Millimeter/Sub-Millimeter Array (ALMA). In 
rder to account for the intra-observational variability of our VLBA 
MNRAS 522, 70–89 (2023) 
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M

Table 1. VLBA observation log for the 2021 JA CPO T campaign on MAXI J1803 −298, under project code BM509. MJD denotes 
the mid-time of each observation. 

Epoch Date MJD Time Frequency Bandwidth Spectral state a 

(UTC) (GHz) (MHz) 

A 2021 May 13 59347.41 07:45–11:44 8.4 256 Intermediate 
B1 2021 May 14 59348.36 08:13–09:13 8.3 512 Intermediate 
B2 2021 May 14 59348.47 10:42–11:42 8.3 512 Intermediate 
C 2021 May 15 59349.41 08:54–10:53 8.3 512 Intermediate 
D 2021 May 16 59350.44 09:35–11:34 8.3 512 Intermediate 
E1 2021 May 18 59352.34 07:42–08:42 8.3 512 Intermediate 
E2 2021 May 18 59352.45 10:12–11:12 8.3 512 Intermediate 
F1 2021 May 19 59353.33 07:23–08:23 8.3 512 Intermediate 
F2 2021 May 19 59353.45 10:23–11:23 8.3 512 Intermediate 
G 2021 May 21 59355.44 09:30–11:30 8.3 512 Intermediate 
H1 2021 May 22 59356.33 07:26–08:26 8.3 512 Intermediate 
H2 2021 May 22 59356.41 09:26–10:26 8.3 512 Intermediate 
I1 2021 May 23 59357.35 07:52–08:52 8.3 512 Intermediate 
I2 2021 May 23 59357.43 09:52–10:52 8.3 512 Intermediate 
J1 b 2021 May 28 59362.30 06:48–07:48 2.2/8.2 128/384 Soft 
J2 b 2021 May 28 59362.43 09:47–10:47 2.2/8.2 128/384 Soft 
K1 b 2021 May 30 59364.34 07:40–08:40 2.2/8.2 128/384 Soft 
K2 b 2021 May 30 59364.42 09:39–10:39 2.2/8.2 128/384 Soft 
L1 b 2021 May 31 59365.31 06:51–07:51 2.2/8.2 128/384 Soft 
L2 b 2021 May 31 59365.39 08:51–09:50 2.2/8.2 128/384 Soft 
M1 b 2021 June 01 59366.29 06:32–07:32 2.2/8.2 128/384 Soft 
M2 b 2021 June 01 59366.38 08:32–09:32 2.2/8.2 128/384 Soft 
N 

b 2021 June 03 59368.35 06:24–10:24 2.2/8.2 128/384 Soft 
O 

b 2021 June 71 59372.34 06:09–10:08 2.2/8.2 128/384 Soft 
P 2021 Nov 11 59530.90 19:38–23:37 4.9 512 Hard 

Notes. a (Steiner et al. 2021 ; Shidatsu et al. 2022 ) 
b Observations made using the dual S/X-band dichroic feed. 
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bservations, we have developed a new model-fitting approach in
hich we jointly fit a single time-evolving model to all of the
isibilities in a single observation, rather than on a time bin by
ime bin basis. This allowed us to leverage all of the information
rom a full observation in a single fit to constrain the motion and flux
ensity variability of the detected components. We first demonstrate
ur validation of this technique with synthetic data sets designed to
eplicate the typical variability we would expect in our observations,
efore presenting the results of our application of this technique to
ur VLBA observations of J1803. 
The paper is organized as follows. We describe our observations,

alibration, imaging, and model fitting procedure in Section 2 . We
resent the results of this analysis in Section 3 . We discuss our results
n Section 4 and present our conclusions in Section 5 . 

 M E T H O D S  

.1 Obser v ations and calibration 

.1.1 VLBA 

ollowing the initial X-ray detection of the outburst (Serino et al.
021 ), we observed J1803 with the VLBA as part of the Jet
cceleration and Collimation Probe Of Transient X-Ray Binaries

JA CPO T XRB; Miller-Jones et al. 2011 ) program. We conducted
5 observations between 2021 May 13 and 2021 June 7, around and
ollowing the peak of the outburst and the state transition. To better
haracterize the intra-day motions of the evolving jets, nine of these
bservations were split into two short (1-h) blocks separated by ∼1 h.
e also conducted an astrometric observation on 2021 No v ember 12,
NRAS 522, 70–89 (2023) 
ollowing the transition back into the hard state (Steiner et al. 2021 ).
he details of the observations are listed in Table 1 . 
In epoch A we observed in X-band (8.4 GHz) with a recording

ate of 2048 Mbps, with a total bandwidth of 256 MHz split into
ight 32-MHz intermediate-frequency (IF) pairs. In the subsequent
pochs we observed in the wide-band mode, with a recording rate of
096 Mbps, yielding a total bandwidth of 512 MHz split into four
28-MHz IF pairs. In epochs B1 to I2, we observed at 8.3 GHz. In
pochs J1 to O, we observed using the dual S/X-band dichroic feed,
ith the first IF pair containing the S-band (2.2 GHz) data and the
ther three IF pairs containing the X-band (8.2 GHz) data. For these
bservations we split the data into the two separate bands to calibrate
nd image separately. In the final observation, epoch P, we observed
n the most sensitive C-band (4.9 GHz), aiming to detect J1803 as
t faded into quiescence. Alongside the target source, we observed
1743-0350 and 1921–293 as fringe finders, J1803-2748 (Shu et al.
017 ) as a phase reference calibrator, and J1752-2956 (Petrov et al.
006 ) as a check source. In all observations, we observed in dual
ircular polarization mode, combining RR and LL correlations to
reate Stokes I. Due to the short duration of the observing blocks,
e did not set the observations up for polarization calibration, and
ere thus unable to reliably measure Stokes Q, U, or V. 
In epochs A and P, we observed geodetic blocks (Reid et al.

009 ) for ∼20 min at the beginning and end of the observations
o correct for unmodelled tropospheric delays and clock errors. The
ata were correlated using the DIFX software correlator (Deller et al.
007 ; Deller et al. 2011 ), and calibrated following the standard
rocedures within the ASTRONOMICAL IMAGE PROCESSING SYSTEM

 AIPS , version 31DEC22; Wells 1985 ; Greisen 2003 ). Following the
tandard external gain calibrations, we performed several rounds
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f hybrid mapping with the phase reference calibrator to make the 
est possible model, to derive the time-varying phase, delay, and 
ate solutions, which we interpolated to the target source. We also 
pplied the amplitude gain solutions from the hybrid mapping of 
he phase reference source to the target source, to get most accurate
ime-varying amplitude gain calibration. 

.1.2 ATCA 

e observed J1803 using the Australia Telescope Compact Array 
ATCA) on 18 dates during its 2021 outburst. Here, we present a
ubset of nine of these observations between 2021 May 11 and 2021
uly 3 (MJD 59345–59398), taken during the rise phase and around 
he hard-to-soft X-ray state transition. During these observations, the 
TCA was in the 750D, 1.5B, and 6B configurations. 1 On all dates
ata were recorded at central frequencies of 5.5 and 9 GHz, with a
andwidth of 2 GHz in each frequency band. On May 11 we also
bserved at 16.7 and 21.2 GHz. We observed in dual polarization 
ode with orthogonal linear feeds, combining the XX and YY 

orrelations to form Stokes I, which we focus on in this work. The
ull data set will be presented in Espinasse et al. (in preparation). 

For all observations, we used PKS 1934–638 for bandpass and flux 
ensity calibration, and the nearby (5.9 ◦ away) source B1817-254 for 
hase calibration. Flagging, calibration, and imaging were carried 
ut following standard procedures with the COMMON ASTRONOMY 

OFTWARE APPLICATION ( CASA , version 5.1.3; The CASA Team et al.
022 ). We imaged using Briggs weighting with a robust parameter 
f 0 to balance sensitivity and resolution. To measure the flux density
f the source, we fit a point source at the source position in the image
lane using the CASA task IMFIT , where we used the synthesized
eam parameters as the elliptical Gaussian profile to fit to the source.
e list this subset of measurements of J1803 in Appendix D . 

.1.3 ALMA 

1803 was observed with the ALMA (Project Code: 2019.1.01324.T) 
n 2021 May 11 (epoch 1; MJD 59345.1951 ± 0.0058, 
4:32:40–04:49:27 UTC) and 2021 May 15 (epoch 2; MJD 

9349.2442 ± 0.0056, 05:43:33–05:59:51 UTC), for a total on- 
ource observation time of 5.0 min per epoch. Data for both epochs
ere taken in Band 3, at a central frequency of 98.5 GHz. The ALMA

orrelator was set up in the Frequency Division Mode (FDM) to 
ield 4 × 2 GHz wide base-bands, each with 1920 × 0.976 MHz 
hannels, and a 6.0-s correlator dump time. During our observations, 
he array was in its Cycle 7 C6 configuration, with 44/45 antennas
n 2021 May 11/15. We observed in dual polarization mode with 
rthogonal linear feeds. Given the low flux density of the source, the
bservations were not set up for polarization calibration, and thus we 
ere only able to combine XX and YY to form Stokes I. We reduced

nd imaged (with natural weighting to maximize sensitivity) the data 
ithin the CASA package ( CASA v6.2; The CASA Team et al. 2022 ),
sing standard procedures outlined in the CASA Guides for ALMA 

ata reduction. 2 We used J1924–2914 as a bandpass/flux calibrator, 
nd J1752–2956 as a phase calibrator. Flux densities of the source 
ere then measured by fitting a point source in the image plane (with

he imfit task). MAXI J1803–298 was not detected on 2021 May 
1, with a 3 σ upper limit of 1 . 5 mJy bm 

−1 , but was clearly detected
 https://www.narr abri.atnf.csir o.au/operations/ar ray configur ations/configur 
tions.html 
 https:// casaguides.nrao.edu/ index.php/ ALMAguides 

j  

w  

a
t
v  
n 2021 May 15 with a flux density of 7 . 42 ± 0 . 03 mJy bm 

−1 . The
on-detection and high RMS noise on 2021 May 11 was most likely
ue to the non-ideal weather conditions (high average precipitable 
ater vapor of 4.2 mm on 2021 May 11, compared to 0.8 mm on
021 May 15). 

.2 VLBA imaging 

e first imaged our VLBA data within AIPS using the CLEAN
lgorithm. On the days when there were multiple observations, we 
maged each of these epochs separately, before concatenating them 

o increase sensitivity and uv -co v erage, since the y were separated by
 short amount of time. We refer to these concatenated epochs by
heir first letter (e.g. epochs B1 and B2 became epoch B). J1803 is
lose ( ∼4 ◦) to the Galactic centre, and thus the longer baselines were
ffected by scattering due to the dense, turbulent interstellar medium, 
esulting in angular broadening. In order to reco v er images with
 resolution that matched the ef fecti ve resolution of the angularly
roadened data, we applied a Gaussian uv -taper with 30 per cent
ower at 50 me ga-wav elengths (the typical maximum baseline 
f these observations was 150–250 me ga-wav elengths). While we 
ried many uv -taper sizes, we chose this uv -taper to maximize the
eco v ered flux density in the images by suppressing the scattered long
aselines, while not compromising the image quality by removing 
oo many inner baselines. Thus, the resolution, as marked in the lower
eft corner of the final images (Fig. 1 ), is lower than in typical VLBA
bservations. We observed J1803 using the best-fitting position from 

he Swift /XRT localization (Gropp et al. 2021 ), although we shifted
he phase centre of all of the observations to align with the centroid
osition of the compact component detected in epoch A. We were
nly able to reliably detect J1803 in epochs A, B, and C, likely the
esult of the transient jet ejecta adiabatically expanding and fading 
s they became resolved out. We henceforth focus on these three
bservations. We were unable to perform any self-calibration to 
mpro v e the significance of our detections, since the source was
oo faint in all of our VLBA epochs. 

.3 Time-dependent visibility model fitting 

ollowing our basic characterization of the images in AIPS , we
uccessfully fit elliptical Gaussian model components directly to the 
omplex visibilities in DIFMAP for each of the three VLBA epochs.
he signal-to-noise ratio was too low in each of these epochs to
plit the individual observations into time bins to track the intra-
bserv ational v ariability of the detected components. While model 
tting is able to reduce the number of free parameters in the imaging
roblem relative to algorithms like CLEAN, this approach is still 
imited by having to perform model fitting on multiple individual 
ime bins in order to detect motion and flux density variability.
o o v ercome this issue, and to constrain the nature of the intra-
bserv ational v ariability in our VLBA data, we have developed a
ew model fitting approach in which we fit a single time-evolving
odel to the full set of visibilities from an observation. 
By parametrizing the motion and flux density variability of mod- 

lled emission components, we are able to leverage information from 

ll of the time bins in a single fit, rather than having to individually
t distinct models to each of the separate time bins. Since transient

ets often appear in images as compact point sources or Gaussians,
e are able to use these simple emission profile models, which have

nalytical representations in the visibility domain. We therefore fit 
hese simple models directly to the time-stamped interferometric 
isibilities. We can allow any of the parameters that describe these
MNRAS 522, 70–89 (2023) 

https://www.narrabri.atnf.csiro.au/operations/array_configurations/configurations.html
https://casaguides.nrao.edu/index.php/ALMAguides
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Figure 1. Images from epochs A, B, and C. Images have been rotated 50 ◦ clockwise (see arrows in the first panel), and all share the same colour scale as 
marked by the colour bar on the right. In the lower left corner of each image, a white ellipse marks the synthesized beam. The contours in each image are 
±σ × ( 

√ 

2 ) n mJy beam 

−1 for n = 3, 4, 5, 6,..., where σ is the rms noise indicated in top left of each image. The black marker in the top panel shows the 
best-fitting location of a circular Gaussian in epoch A, which showed evidence that it was stationary. We plotted this same position with a white marker in the 
subsequent epochs. The dotted black marker in the second panel shows the best-fitting position of a moving circular Gaussian at the start of epoch B, and the 
solid black marker shows the position of the circular Gaussian at the end of the epoch. In the third panel we mark the position and size of the best-fitting static 
circular Gaussian component with a black circle, since we were unable to constrain the motion of the component in this epoch. These plots do not capture the 
uncertainties associated with the model fits. The parameters of these model fits are listed in Table 2 . There is evidence of motion of a jet component in epoch B, 
while our fits suggest the component in epoch A is the core of J1803. In epoch C we were unable to reliably constrain the motion of the component, ho we ver 
it does appear at a significant separation from the assumed core position, suggesting it is also a jet component. We discuss the identification and behaviour of 
these VLBA components in Sections 4.2 and 4.3 . 
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odel components (e.g. position, size, flux density) to be time-
ependent, and explicitly parametrize their variability with analytic
xpressions that are included in the model. We can then predict
he time-varying visibilities of our model and compare these to the

easured visibilities of our observations, to fit these time-variable
odels directly to the underlying data without requiring any Fourier

ransforms. 
In this work, we fit the position of the source components (mod-

lled as circular Gaussians) with a ballistic (i.e. constant velocity)
odel, in a polar coordinate system. While later-time deceleration of

et ejecta has been seen (e.g. Espinasse et al. 2020 ), on these scales,
 constant velocity model is adequate. Our equations of motion for
he position of the source at time t were therefore 

x( t) = [ x 0 + ̇r ( t − t 0 ) sin ( θ ) ] cos δ, (1) 

nd 

y( t) = y 0 + ̇r ( t − t 0 ) cos ( θ ) , (2) 

here � x ( t ) and � y ( t ) are the positions of the component, relative
o the phase centre of the observations, in the directions of Right
scension (RA) and Declination (Dec.), respectively; x 0 and y 0 are

he fit positions of the source at the beginning of the observation,
elative to the phase centre; t 0 is the time at the beginning of the
bservation; ṙ is the proper motion of the fitted source, θ is the
osition angle on the sky along which the model component moves
n ◦ east of north; and δ is the declination of the source. The phase
entre of the observations was shifted to align with the centroid
osition of the component detected in the image of epoch A. In our
NRAS 522, 70–89 (2023) 
odel, we allowed the flux density to vary linearly as 

 ( t) = F 0 + Ḟ ( t − t 0 ) , (3) 

here F 0 is the flux density of the source at the beginning of each
bservation and Ḟ is its derivative. We can easily make this model
ore sophisticated by adding further degrees of freedom to account

or variability in other model parameters, for example by allowing for
xpansion. Ho we ver, in this work we only consider simple models
hat evolve linearly with time in position and flux density, due to
he low signal-to-noise ratio and particularly sparse uv -co v erage of
ur observations. Therefore our fit parameters for this model (and
ssociated units) are x 0 (mas), y 0 (mas), ṙ (mas h −1 ), θ (deg.), F 0 

mJy), Ḟ (mJy h −1 ), and the full width at half-maximum (FWHM)
ngular size of the circular Gaussian component, θFWHM 

(mas). 
In order to perform parameter estimation for these time-evolving
odels, we used the framework of Bayesian inference (see van de
choot et al. 2021 for a primer on Bayesian inference). Due to the
hase referencing, we assumed that the data were well calibrated
nd thus were not corrupted by incorrect station-based complex
ains, and instead only considered thermal noise. Since the thermal
rrors on complex visibilities are Gaussian (Thompson, Moran &
wenson Jr 2017 ), we used a Gaussian likelihood in our parame-

er estimation. We describe our model formalism and application
f Bayesian inference in the visibility domain in Appendix A .
tation-based complex gains could be included in the model as
tted parameters, or could even be a v oided completely by the use
f calibration-independent closure quantities as the data products
e.g. Chael et al. 2018 ); ho we ver we do not consider that in this

art/stad939_f1.eps
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ork. In order to explore the posterior probability distribution to 
stimate the best-fitting model parameters, we used the Bayesian 
nference algorithm nested sampling (Skilling 2006 ) implemented 
n the DYNESTY 

3 (Speagle 2020 ) Python package. Nested sampling 
s well suited for our model fitting requirements, given its ability to
fficiently traverse multimodal posterior distributions. We used the 
ython library EHT-IMAGING 

4 (Chael et al. 2018 ) for the handling 
f our UVFITS data and for pre-processing. Our implementation is 
vailable via GitHub. 5 

.3.1 Validation with synthetic data 

efore applying this new approach to our VLBA observations 
f J1803, we first validated our technique with synthetic data 
ets. We generated these synthetic data within eht-imaging , by 
alculating model visibilities according to the uv -co v erage of epoch
, and applying thermal noise. We used eht-imaging to generate 

ynthetic observations with a broad range of model parameters to 
erify the validity of our approach. We included models with both 
lliptical and circular Gaussian components with fixed size and shape 
 v er the length of the observation. We also generated models in
hich the component was stationary, to confirm that with our radial 
arametrization we would be able to identify stationary components. 
e also generated synthetic observations with model components 

hat were variable in size. We show the marginal and joint posterior
robability distributions of the fits to two example synthetic data sets
n Appendix B . We found that in all of our simulations we were
ble to reliably reco v er the input model parameters with our model
tting, in both the high and low signal-to-noise regimes, including 
hen components are stationary. 

.3.2 Application to VLBA observations 

ollowing our validation, we applied our technique to the VLBA 

bservations of J1803. For all of our model fitting on J1803 we
veraged the data to 60 s, to try to impro v e the signal-to-noise ratio
f the measured visibilities and to increase the speed of convergence. 
or both epochs A and B we fit a model consisting of a single
aussian component with ballistic motion, and linearly varying flux 
ensity. While we tested models on synthetic data sets with both 
lliptical and circular Gaussians, we found that when working with 
he real data, we were unable to reliably constrain models consisting
f an extended elliptical Gaussian component. This was likely due to 
he source being faint and the sparse uv -co v erage, and so we chose
o use circular Gaussian source models, reducing the number of 
ree parameters. We similarly found that we were unable to reliably 
onstrain any models that allowed for expansion of the Gaussian 
omponents, and thus we kept the size of the Gaussian components 
onstant. 

We experimented with a range of models for epoch C. We tried
o fit a model similar to the models in epochs A and B, ho we ver we
ound that we were unable to constrain a reliable and informative 
olution. We also tried a range of models that included fixing the flux
ensity, the position angle, and the size of the component in epoch
, ho we ver we were unable to constrain any reliable models that

ncluded motion of the component. We therefore fit a static circular 
aussian with linearly varying flux density. 
 https://github.com/joshspeagle/dynesty 
 ht tps://achael.git hub.io/eht -imaging/
 https://github.com/Callan612/MAXIJ1803- Model- Fitting 

6

7

8

In epoch B, where we found evidence of motion of a jet component,
e placed a weakly informative Gaussian prior on the position 

ngle along which the component could mo v e, based on our initial
maging. We also checked that the posterior distribution did not differ
ignificantly when we used a uniform prior on the position angle. We
laced Gaussian priors on the positions of the components based 
n their positions in the initial images. We placed uniform priors
n all other parameters. We list the priors on all of our parameters
n T able C1 . W e show the marginal and joint posterior probability
istributions of our fitted parameters in Appendix C . We report
ur best-fitting parameters as the median of the marginal posterior 
istribution, with the 1 σ uncertainties taken as the range between the
edian and the 16th/84th percentile. 

.4 X-ray data 

e also analyse available X-ray data on J1803 to track the evolution
f the outburst, as an auxiliary source of information guiding 
he interpretation our VLBA observations. This includes publicly 
vailable light curves from MAXI/GSC 

6 (Matsuoka et al. 2009 ), and
wift /BAT 

7 (Krimm et al. 2013 ), along with data from Swift /XRT. 
We reduced Swift /XRT data and extracted a light curve in the 0.3–

0 keV band for J1803 using HEASOFT (v6.29) and the UK Swift
cience Data Centre online platform 

8 (Evans et al. 2007 , 2009 ).
 or e xtraction, we used the source coordinates from Gropp et al.
 2021 ) and binned the light curve by averaging per each individual
bservation. Hardness was calculated as the ratio between count rate 
n the 1.5–10 keV band o v er that in the 0.3–10 keV band. 

 RESULTS  

.1 Validation examples 

e describe two of our synthetic observations to demonstrate the 
apability of our model fitting technique. We used model parameters 
hat are similar to the parameters that we found best described our real
bservations of J1803. First, we demonstrate the model fitting results 
or a circular Gaussian moving with a proper motion of 1 mas h −1 ,
long the y -axis ( θ = 0 ◦). Fig. B1 shows the joint and marginal
osterior probability distributions for the fit to this synthetic data set
ith the true model parameters o v erlaid. In all but two parameters,

he model fitting is able to reco v er the true parameter values within
 1 σ credible interval, and in all of them within 2 σ . 

We also demonstrate the model fitting results for an identical 
ircular Gaussian, but with no motion. Fig. B2 shows the joint
nd marginal posterior probability distributions for this fit. The key 
dentifier for a lack of motion in the source is in the marginal posterior
or ṙ , which is consistent with having a mode at the boundary value
f zero. In the case where there is no motion, the position angle θ
long which the component mo v es should be uniformly distributed.
n the high signal-to-noise case we found this to be true, ho we ver
here is a clear structure in the marginal posterior distribution for θ as
een in Fig. B2 . This is likely the result of the sparse uv -co v erage and
oor signal-to-noise ratio of the simulated observation. Motion on 
he plane of the sky manifests in the data as a change in the slope of
he phase of the complex visibilities. When the signal is faint and the
v -co v erage is sparse, as is the case with this synthetic observation,
MNRAS 522, 70–89 (2023) 

 http:// maxi.riken.jp/ 
 https:// swift.gsfc.nasa.gov/ results/ transients/ 
 https:// www.swift.ac.uk/ user objects/ 

https://github.com/joshspeagle/dynesty
https://achael.github.io/eht-imaging/
https://github.com/Callan612/MAXIJ1803-Model-Fitting
http://maxi.riken.jp/
https://swift.gsfc.nasa.gov/results/transients/
https://www.swift.ac.uk/user_objects/
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Table 2. Best-fitting model parameters. The reported value is the median of the marginal posterior distribution and uncertainties are the 1 σ
credible intervals. The positions x 0 and y 0 are giv en relativ e to the phase centre, which was shifted to centre on the centroid position of the 
component in the image of epoch A, at the coordinates, RA (J2000) = 18 h 03 m 2 . s 79177, and Dec. (J2000) =−29 ◦49 ′ 49 . ′′ 41300. 

Epoch F 0 Ḟ x 0 y 0 θFWHM 

ṙ θ

(mJy) (mJy h −1 ) (mas) (mas) (mas) (mas h −1 ) ( ◦) 

A 0 . 76 + 0 . 19 
−0 . 18 0.59 ± 0.12 0 . 19 + 0 . 4 −0 . 5 0 . 9 + 0 . 8 −0 . 7 5 . 2 + 0 . 5 −0 . 4 < 0.48 (3 σ ) –

B 5 . 1 + 0 . 3 −0 . 2 −0.02 ± 0.1 10.72 ± 0.13 −5.8 ± 0.3 4.4 ± 0.2 1.37 ± 0.14 168 + 3 −4 

C 6.0 ± 0.3 −0.2 ± 0.3 −89 . 82 + 0 . 09 
−0 . 08 84 . 59 + 0 . 16 

−0 . 15 5.5 ± 0.2 – –
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t is harder to constrain motion along the direction in which the
v -co v erage is most sparse, resulting in the structure in the posterior
istribution for θ seen in Fig. B2 . This is analogous to imaging, where
he shape and orientation of the resolution element of the image
which is described by the restoring beam) is determined by the
istribution of the uv -co v erage, which results in poorer resolution in
he direction in which the uv -co v erage is most sparse. Synthetic data
ets generated with more complete uv -co v erage and higher signal-
o-noise ratio showed a marginal probability distribution for θ that
as much more uniform. 

.2 VLBA images and model fitting 

e present, in Fig. 1 our CLEAN images and a visualization of
ur model fitting results for epochs A, B, and C. In Table 2 , we
etail the results of our model fits. We discuss the identification
nd behaviour of these VLBA components in Sections 4.2 and 4.3 .
he image of Epoch A consisted of a single compact source with
 peak intensity of 1.2 ± 0.1 mJy beam 

−1 , where the uncertainty is
he 1 σ statistical uncertainty reported by the AIPS task JMFIT. In
poch A we allowed for a moving circular Gaussian, however we
ound that the marginal posterior probability distribution for ṙ was
onsistent with having a mode at zero, with a 1 σ credible upper limit
n the motion of the component in epoch A being ̇r < 0 . 48 mas h −1 .
he marginal posterior probability distribution for θ (Fig. C1 ) is not
niform and shows two peaks, the narrowest and largest at ∼150 ◦

ast of north and a small but broader peak at ∼10 ◦ east of north.
he posterior probability in between these peaks is non-negligible.
he bi-modal peaks of this posterior distribution approximately
orrespond to the position angle of the CLEAN synthesized beam,
.e. the directions along which the uv -co v erage is more sparse.
his is identical to the behaviour seen in the synthetic observation
escribed in Section 2.3.1 , suggesting that this component is most
ikely stationary. The best-fitting location of this component was 

A (J2000) = 18 h 03 m 2 s . 79178 ± 0 . 00003 , 
ec. (J2000) = −29 ◦49 ′ 49 ′′ . 41220 + 0 . 00008 

−0 . 00007 . 

While we found the component in epoch A was most likely sta-
ionary, it was rapidly rising in flux density, with F 0 = 0 . 76 + 0 . 19 

−0 . 18 mJy
nd Ḟ = 0 . 59 ± 0 . 12 mJy h −1 . The circular Gaussian component
ad an FWHM of 5 . 2 + 0 . 5 

−0 . 4 mas. We tried splitting epoch A in half, and
erformed model fitting on each half independently, and found that
e were able to consistently constrain the lack of motion and the rapid

ise in flux density of the source in both halves of the observation.
his epoch was the faintest of the three epochs, ho we ver it enjoyed

he most sensitivity due to its observation duration. 
In the image of epoch B, we found a single component ∼10 mas

o the south-east (to the left in the rotated image) of the component
n epoch A. It was also slightly extended with an asymmetric
ux density distribution skewing towards the south-east. The peak

ntensity of the component was 4.0 ± 0.2 mJy beam 

−1 . In epoch B we
NRAS 522, 70–89 (2023) 
ound evidence of motion in our model fitting, with ̇r = 1 . 37 ± 0 . 14
as h −1 at a position angle of 168 ± 4 ◦ east of north. The position

ngle along which the components in epochs A, B, and C lie is
pproximately 135 ◦ east of north. The FWHM of the Gaussian
omponent in epoch B was 4.4 ± 0.2 mas. Epoch B had the longest
ever arm in time to detect motion, since in epoch A we observed
eodetic blocks at the beginning and end of the observation. Epoch B,
o we ver, enjoyed less sensiti vity than epoch A since it was comprised
f two ∼1 h long epochs separated by a ∼1.5 h gap. 
The image of Epoch C consisted of a single component 118 mas

way from the component in epoch A, to the north-west (right in
he rotated image). Similar to epoch B, the component also appeared
o be slightly resolved, although not as extended as the source in
poch B. It had a peak intensity of 3.8 ± 0.3 mJy beam 

−1 . Since
e were unable to adequately converge on a solution for a moving

ircular Gaussian component, we fit a single static circular Gaussian
ith an FWHM of 5.5 ± 0.2 mas, at a separation of 122 . 0 + 1 . 9 

−1 . 7 mas
rom the component in epoch A at a position angle of 313 . 9 + 0 . 8 

−0 . 6 
◦

ast of north. As marked in the images, the best model fit position
f the source is ∼4 mas further away from component A than the
omponent in the image. It is unclear why this is the case, although
t could be because of some faint, extended, asymmetric emission
hich we cannot detect in the imaging but can constrain in the model
tting. The image of epoch C contains some bright fringes with a
irection and angular separation consistent with originating from
he shortest baseline (LA-PT), possibly hinting at the existence of
ome larger extended emission that is only detected on the shortest
aseline. The image of epoch D was dominated by this fringing,
nd we were unable to detect any compact source structure, which
ay be the result of the component in epoch C expanding and only

eing detected on this shortest baseline. In epoch C, the circular
aussian component had an FWHM size of 5.5 ± 0.2 mas. The
odel fits for epoch B and epoch C were both consistent with having
at light curves, unlike epoch A where we saw a rapid rise in the flux
ensity of the source o v er the length of the observation. Epoch C was
he shortest and least sensitive of the three epochs in which J1803
as clearly detected, which could explain why we were unable to

onstrain a time-evolving model with motion. 
We produced images for epochs A, B, C, and D, having flagged

ut the LA-PT baseline, which remo v ed the large-scale fringing.
e found that for epoch C, the integrated flux density in the image
as slightly reduced. We were still unable to detect any compact

omponents in epoch D. Our modelling results were completely
onsistent with, and without the LA-PT baseline. 

By stacking all of the observations of J1803 in the soft state (MJD
9362–59500; Shidatsu et al. 2022 ), we were able to put a 3 σ upper
imit on the flux density of the core in the soft state of < 0.097 mJy
at 8.2 GHz). In the final observation, epoch P, we were unable to
etect the core of the system in the hard state with a 3 σ upper limit
f 0.105 mJy (at 4.9 GHz). 
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Figure 2. ATCA, ALMA, and VLBA light curves of the radio flare of MAXI 
J1803 −298. The top panel contains the flux density measurements of our 
ATCA and VLBA observations. For the VLBA observations, we fit models 
where the flux density varied linearly, so we plot the flux density at the 
beginning and end of each observation. The bottom panel shows the spectral 
index calculated from the ATCA observations. The dashed vertical line and 
surrounding gre y re gion mark the inferred ejection date of the component in 
epoch B (see Section 4.3 ). The ejection occurs after the peak of the radio flare 
and the spectral steepening measured by the ATCA. Just prior to this peak, 
the VLBA light curves show that the flare is rapidly rising. 
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Figure 3. ALMA image of MAXI J1803 −298 from 2021 May 15 (MJD 

59349.2442 ± 0.0056), observed at 98.5 GHz. The ellipse in the lower right 
corner marks the synthesized beam. The positions of the components detected 
in the VLBA epochs A, B, and C, marked by the coloured circles and labelled 
components 1, 2, and 3, respectively. The purple cross marks the centroid 
position of the point source component detected in the ALMA image. This 
position is consistent with the position of component 1. 
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.3 Radio and X-ray light cur v es 

n Fig. 2 we show the radio flare at the peak of the outburst, observed
n both our ATCA and VLBA observations. Since we fit a linearly
volving flux density model to our VLBA observations, we plot the 
ux density at the beginning and end of each of the three VLBA
pochs in which the source was detected. In the same figure we
lso show the evolution of the spectral index, α ( S ν ∝ να), o v er the
TCA observations. In the first ATCA observation at the beginning 
f the radio flare, the source spectrum was flat ( α = −0.1 ± 0.1). In
he second ATCA observation, J1803 reached its peak flux density 
t both 5.5 and 9 GHz, and had the steepest spectrum, with α =
0.8 ± 0.2. The source then began to fade, with the spectral 

ndex flattening gradually but remaining negative. In the first ATCA 

bservation, there was no evidence of intra-observational variability 
 v er the length of the observation. In the second observation, which
asted for ∼1.5 h, both the 5.5 and 9 GHz flux densities were rising
teadily, from 8.6/5.5 to 10.0/6.3 mJy (5.5/9 GHz), suggesting that 
his observation did not correspond to the true peak of the radio
are. We also include the ALMA epoch 2, 98.5 GHz flux density
easurement, which occurred very close to the VLBA epoch C 

bservation. In Fig. 3 we show the image of the ALMA epoch 2, with
he positions of the components from the VLBA epochs A, B, and C

arked on top. The position of the unresolved component detected 
y the ALMA is consistent with the position of the component 
etected in the VLBA epoch C. We split the ALMA epoch 2 into
0 s time-bins, which revealed the source had an approximately 
onstant flux density o v er the length of this observation, which was
onsistent with the flat flux density profile of the nearby VLBA 

poch C. 
The VLBA observations provided denser sampling of the flux 
ensity of J1803 around the peak of this flare than the ATCA
bservations, with epoch A showing rapid intra-observation bright- 
ning at 8.4 GHz, just prior to the peak of the ATCA radio
are. Our model fitting revealed no significant intra-observational 
ux density evolution in VLBA epochs B and C. J1803 was in

he intermediate state for the entirety of the time-span shown in
ig. 2 . 
In Fig. 4 we show the full ATCA light curves with the ALMA and

LBA measurements, accompanied by the Swift /BAT, Swift /XRT, 
nd MAXI/GSC 1-d averaged light curves of J1803 around the peak
f the outburst and the state transition. In the ATCA light curves we
bserved a re-brightening following the initial radio flare, beginning 
t ∼ MJD 59 365 and peaking on MJD 59384.8. During this period
f re-brightening, we did not detect any emission from a compact
ore or transient radio jet in our VLBA observations. 

 DI SCUSSI ON  

e hav e dev eloped and implemented a new model fitting technique
n which we fit time-varying model components directly to the 
isibilities of an interferometric observation, where we explicitly 
arametrize the evolution of the components. We first verified this 
echnique with synthetic observations, before applying it to three 
LBA observations of J1803 during its 2021 outburst. We next 
iscuss this new technique, the results of our modelling of the
LBA observations, and the interpretation of these results within 

he context of the overall outburst of J1803. This context includes
ur ATCA monitoring, which observed a radio flare around the peak
f the outburst, and observations in the X-ray band, which probed
he evolution of the inner accretion flow. 
MNRAS 522, 70–89 (2023) 
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M

Figure 4. X-ray and Radio light curves surrounding the peak of the outburst of MAXI J1803 −298 and the subsequent state transition. The reverse transition 
is not included in the time range of this figure. The top three panels contain the light curves from the Swift /BAT, MAXI/GSC, and Swift /XRT telescopes, 
respectively (Shidatsu et al. 2022 ). The next two panels show the XRT hardness ratio and the MAXI/BAT hardness ratio. The final two panels show the same 
ATCA and VLBA light curv es and the associated spectral inde x es as shown in Fig. 2 , e xtended to sho w the e volution of the ATCA light curv es o v er the full 
state transition and the first few weeks of the soft state. The dashed vertical line marks the inferred ejection date of the component in epoch B (see Section 4.3 ). 
The uncertainty is roughly the same as the width of the dashed line, and is marked by the thin gre y re gion. The red shaded region shows the period during which 
MAXI J1803 −298 was in the intermediate state, between the initial hard state and the soft state. Following the initial radio flare and ejection of the jet, there is 
a long-term radio re-brightening. 
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.1 Visibility model fitting 

ur model fitting approach extends the traditional model fitting
mplementations of software like DIFMAP (Shepherd et al. 1994 ) or
VMULTIFIT (Mart ́ı-Vidal et al. 2014 ) by parametrizing the variability
nd motion of model components o v er a full observation. In this way
e were able to leverage information from a full observation to

onstrain this variability. Model fitting approaches have captured
he variability of jets launched by LMXBs, for example in V404
ygni. Ho we ver, Miller-Jones et al. ( 2019 ) performed their model
tting separately on each individual time bin. This was possible for
404 Cygni because all of the individual components were bright

10 1 –10 3 mJy) point-like sources. Our new approach is similar in
NRAS 522, 70–89 (2023) 
remise to the new time-resolved imaging techniques developed to
reate movies from EHT observations of the supermassive black
oles M87 ∗ and Sgr A 

∗, which seek to leverage information from
he full observation to enhance the quality of each time-binned
mage by enforcing or parametrizing continuity between time bins
Bouman et al. 2017 ; Johnson et al. 2017 ; Arras et al. 2022 ). Rather
han trying to perform a full pix el-by-pix el image reconstruction,
s these techniques do, we parametrize our data with simple model
omponents, which greatly reduces the number of free parameters
n the reconstruction. The use of these simple models is physically
oti v ated, since transient jets launched by LMXBs often appear as

oint sources or compact Gaussian components in VLBI images. We
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herefore do not require the more sophisticated image reconstructions 
hat have been developed to account for the complex turbulent flows 
nd asymmetry in objects such as M87 ∗ and Sgr A 

∗. 
We validated our technique using synthetic observations that were 

esigned to replicate the typical source behaviour and variability we 
ee in observations of jets from LMXBs. We found that we were
ble to reliably reco v er the input model parameters for a range of
ifferent synthetic data sets. 
With our initial CLEAN imaging we were able to measure 

he locations, sizes and flux densities of discrete components in 
ur observ ations. Ho we ver we were unable to characterize the
ariability of these components, since the signal-to-noise ratio of 
he observations was too low, and the uv -co v erage was too sparse for
ime binning, even with standard model fitting within DIFMAP . With 
ur new model fitting approach, we have been able to measure the
roper motions of the components in epochs A and B by fitting
 ballistic proper motion model, as well as measuring the flux 
ensity evolution of the components in epochs A, B, and C, by
tting a linear model. We were unable to fit more complicated 
odels, including models with acceleration/deceleration, non-linear 
ux density evolution, elliptical Gaussian components, or expanding 
aussian components, due to the sparse uv -co v erage and low signal-

o-noise ratio of the observ ations. In observ ations with more complete 
v -co v erage and higher signal-to-noise ratio, we could in future
xtend our technique to include these more sophisticated models. For 
onsecuti ve observ ations where the same components are detected 
ultiple times, we could even use this technique to perform a single
t across multiple observations. In the case of J1803, the measured 
ositions and proper motions (or lack thereof) for the different 
omponents in the three VLBA observations in which we have a 
etection suggest that they are distinct. 

.2 Identification of VLBI components 

rom our VLBI imaging and model fitting, we have identified three 
eparate components in epochs A, B, and C, which we will refer to
s components 1, 2, and 3, respectively. Based on our model fitting
nd imaging we identify the three components as follows. 

Our modelling suggested that component 1 is most likely station- 
ry, and is rapidly rising in flux density. Given its apparent lack of
otion, its compact structure, its presence towards the beginning 

f the outburst, and the fact that component 2 is approximately 
o ving a way from its position, we suggest that this component is

ikely the core of the system. It is not clear if the radio emission is
riginating from a compact, steady jet prior to it becoming quenched 
n subsequent epochs, or if the rapidly rising flux density originates 
rom the rise of radio emission from slow-moving transient ejecta. 

hile we suspect that component 1 is the core, we were unable to
onfirm the position of the core with any other observations. In epoch
, we were unable to detect the core of the system in the hard state,
or were we able to detect the core by stacking together all of the
pochs in which there were non-detections. No other instrument 
hat observed J1803 provides enough angular resolution to give 
n independent confirmation of the location of the core. Our only 
onstraint on the position of the core of the system is therefore our
easured position in epoch A, given in Section 3 . 
Component 2 is a jet moving away from the location of the core,

hich we believe to be component 1. We note that the direction of the
otion of component 2 does not point directly back to component 

. It is not clear if this is due to some misalignment between the
mages, some directional bias in the modelling introduced by the 
on-uniform nature of the uv -co v erage, or if component 1 is truly
ot the core. We also note that the markers plotted on top of the
mages in Fig. 1 do not capture the uncertainty of the model fits. If
omponent 1 is not the core, then our only constraint on its position
s that it should be along the axis of the motion of component 2, in
he opposite direction. 

Although we were unable to constrain the motion of component 
 (or lack thereof), we suggest it is most likely a jet, given its
ransient nature, and its position ∼120 mas away from component 
 approximately opposite from the direction in which component 2 
o v es. Our failure to constrain models that parametrized the motion

f component 3 is likely the result of the low signal-to-noise ratio of
he observation as well as the fact that the jet was starting to become
esolved out during this epoch. 

.3 Behaviour of the jets 

.3.1 Ejection of component 2 

ssuming that the stationary component in epoch A marks the 
ocation of the core, we can track the motion of component 2
ack to its origin at the core and infer its ejection date. Since the
otion of component 2 does not point directly to the position of

omponent 1, we take the so-called ‘ejection date’ to be the time at
hich component 2 is closest to component 1. We note that without
nowledge of the core position (i.e. if component 1 is not the core),
e cannot perform this analysis. Under this assumption, we therefore 

alculate an ejection date of MJD 59348 . 08 + 0 . 05 
−0 . 06 , which was 6 + 1 . 4 

−1 . 2 h
efore the beginning of epoch B, confirming that this jet component
as not present in epoch A. We mark this date in the light curves of
igs 2 and 3 . This ejection date occurs just after the peak of the radio
are measured by ATCA, ho we ver since the ATCA observations
ere sparse, and since the flux density was steadily rising during

he ATCA observation at the peak of the outburst, this date likely
oes not correspond to the true peak of the radio flare of J1803.
he ATCA observation on this date showed the steepest spectral 

ndex, which is a signature of the presence of an expanded, optically
hin radio jet. The rise phase in the radio flares seen at the state
ransition of LMXBs is usually attributed to the adiabatic expansion 
f an optically thick synchrotron emitting plasma cloud, with the 
adio flare peaking as the self-absorbed synchrotron turno v er of the
diabatically expanding plasma clouds moves through the observing 
and and the jet becomes optically thin (e.g. Fender & Bright 2019 ;
etarenko et al. 2019a ; Bright et al. 2020 ). Another model for these
ares is the shock-in-jet model (e.g. Jamil, Fender & Kaiser 2010 ;
alzac 2014 ), in which jet material is accelerated by internal shocks

s it collides downstream with previously ejected, slowing moving 
et material. In these models the rise and peak of these radio flares
sually lags the ejection of the jet material. 
An AstroSAT observation on MJD 59345–59346 suggested that 

1803 was already in the intermediate state (Jana et al. 2021 ),
nd spectral analysis of MAXI/GSC observations suggested that 
he transition from the intermediate state to the soft state occurred
etween MJD 59 361 and MJD 59 362 (Shidatsu et al. 2022 ). This
mplies that the ejection of component 2 occurred while J1803 was in
he intermediate state and not during the transition from the hard state
o the intermediate state, or from the intermediate state to the soft
tate. The timing of this ejection is consistent with the current view
f state transitions and the ejection of transient jets in LMXBs, where
ransient jets are launched during the intermediate state as the source
ransitions from the hard state to the soft state (e.g. Corbel et al. 2004 ;
ender et al. 2004, 2009 ; Miller-Jones et al. 2012 ; Russell et al. 2019 ;
oman et al. 2020 ; Carotenuto et al. 2021 ; Wood et al. 2021 ). In the
MNRAS 522, 70–89 (2023) 
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-d averaged X-ray light curves of J1803 (Fig. 3 ), we see an increase
n the Swift /XRT hardness ratio following the ejection of component
. The 15–50 keV Swift /BAT light curve also shows a slight jump in
ntensity following the ejection of component 2. This is followed by
 multiday decrease in intensity in the 15–50 keV Swift /BAT light
urve, while the 4–10 keV MAXI/GSC intensity remains steady.
iven the data gaps and low statistics in the X-ray co v erage around

his inferred ejection date, it is difficult to identify any clear accretion
ignatures associated with the ejection of component 2. 

One such accretion signature, which has been associated with the
jection of transient jets, is low-frequency quasi-periodic oscillations
QPOs) seen in X-ray observations (see Ingram & Motta 2019 , for
 re vie w of lo w-frequency QPOs). At the beginning of an outburst,
ype-C QPOs are usually present, which eventually disappear and
re often replaced by type-B QPOs, which are thought to be related
o the ejection of transient jet material (Fender et al. 2009 ; Miller-
ones et al. 2012 ; Russell et al. 2019 ). Recently, Wood et al. ( 2021 )
howed that the ejection of transient jet material in MAXI J1820 + 070
ccurred contemporaneously with the switch from type-C to type-B
POs. 
Observations with AstroSat on 2021 May 11 and 2021 May

2 (MJD 59 345 and 59346) revealed the temporal and spectral
roperties of J1803 were evolving as the source transitioned from
he hard-intermediate state to the soft-intermediate state (Jana et al.
022 ). Around MJD 59346.4, Jana et al. ( 2022 ) observed a distinct
hange in the QPO frequency, which was followed by a decrease in
he QPO strength at the end of the observation (MJD 59346.7). A
ype-C QPO was observed in J1803 by the Hard X-ray Modulation
elescope ( Insight- HXMT Zhang et al. 2020 ) with the Medium
nergy (ME) instrument (5–30 KeV) on MJD 59346.4, but not

n the next observation on MJD 59346.6 (Yingchen Xu pri v ate
ommunication). This change in the QPO properties and eventual
isappearance of the type-C QPO occurred approximately 36–40 h
rior to our inferred ejection date for component 2. 

.3.2 Jet kinematics 

e have identified component 2 as a jet and suggest that component 3
s most likely a jet travelling in approximately the opposite direction.
t is not immediately clear if 2 and 3 are bipolar counterparts, or if they
riginate from two separate single-sided ejection events. Assuming
 distance of 8 kpc to J1803 (based on its proximity to the Galactic
entre), the apparent velocity of component 2 projected on the plane
f the sky is 1.52 ± 0.16 c , where c is the speed of light. Relativistic
ets can have apparently superluminal motion as a result of projection
ffects of a sub-luminal source moving towards us with sufficient
peed and inclination (e.g. Mirabel & Rodr ́ıguez 1994 ; Bright et al.
020 ; Carotenuto et al. 2021 ). 
If the proper motions of intrinsically symmetric bipolar relativistic

ets can be measured, then the intrinsic velocity and inclination angle
an be calculated (Mirabel & Rodr ́ıguez 1994 ). If the distance to the
ource is not known, an upper limit on the distance can be computed
ssuming a jet speed of β = 1 and an inclination of 90 ◦, yielding, 

 max = 

c √ 

μapp μrec 
, (4) 

Fender 2003 ). In the case of J1803, the distance to the source is
nknown, and we were only able to measure the motion of component
. Ho we ver, since we were able to determine the ejection time of
omponent 2 (under the assumption that component 1 was the core),
e can try assuming that component 3 is the bipolar counterpart to

omponent 2, and thus was ejected at the same time, giving a proper
NRAS 522, 70–89 (2023) 
otion of 3 . 96 + 0 . 16 
−0 . 17 mas h −1 . This proper motion is larger than the

roper motion of component 2, which w ould mak e it an approaching
ounterpart to a receding component 2. We then calculate a value of
 max = 3.10 ± 0.17 kpc. Again, we note that if component 1 is not
he core of the system, we are unable to put any constraints on the

otion of component 3. Given the proximity of J1803 to the Galactic
entre, the fact that it is scattered by the dense ISM, and that it is
easonably faint, this distance upper limit seems to be too low, which
uggests that component 3 is likely not an approaching counterpart
o a receding component 2, and may not have been ejected at the
ame time as component 2. For this distance upper limit to be closer
o the expected 8 kpc, assuming components 2 and 3 are symmetric
ounterparts, the proper motions of components 2 and 3 must be
ower, and thus they must have been ejected much earlier, which
ould invalidate the assumption that component 1 was the core. If
hese components were ejected earlier they would still need to be
onsistent with being ejected during the intermediate state, since it
s unlikely that the transient jets were launched during the hard state.

e note that J1803 is located close to the centre of Baade’s Window
Baade 1946 ) and thus the presence of a bright (15.82 mag) optical
ounterpart detected by Swift /UV O T (Gropp et al. 2021 ) does not
ecessarily suggest that J1803 cannot be located close to the Galactic
entre. 

Based on the inconsistency of the calculated upper distance to
1803 with components 2 and 3 as symmetric counterparts to
he assumed distance close to the Galactic centre, as well as the

isalignment of the motion of component 2 with the position
ngle of the jet axis drawn between components 1 and 3 by
3 + 3 

−4 
◦, components 2 and 3 are unlikely to be symmetric bipolar

ounterparts, and are instead more likely to be single-sided ejecta.
ithout a symmetric counterpart for either components 2 or 3, it is

mpossible to conclusively say whether or not either are approaching
s or receding from us. Since relativistic jets will be Doppler boosted,
f we only see a single jet component then it is likely approaching
s. This is difficult to explain in these observations since 2 and 3
ppear on opposite sides of the core, meaning they cannot both be
pproaching unless there is a large-scale Lense–Thirring precession
f the jet axis. There is some evidence of precession of the jet axis,
ince the model fit for component 2 suggested that its position angle
as misaligned with the position angle of the jet axis drawn between

omponents 1 and 3 by 33 + 3 
−4 

◦. Precession of the jet axis has been
een before, such as in V404 Cygni (Miller-Jones et al. 2019 ), SS
33 (Hjellming & Johnston 1981 ), and GRO 1655–40 (Hjellming &
upen 1995 ), with precession cone half-opening angles of ∼18 ◦,
20 ◦, and ∼2 ◦, respectively. 
If there is no large-scale precession of the jet axis, and components

 and C are not bipolar counterparts, this may hint to some intrinsic
symmetry in the system. Although it is often assumed that jet
jections are symmetric, this assumption may not be generally true
Fendt & Sheikhnezami 2013 ). This could be due to an intrinsic
symmetry in the inner accretion flow and jet launching mechanism,
r an asymmetry in the surrounding ISM with which the jet material
nteracts. One-sided jets have been observed before, such as in
404 Cygni (Miller-Jones et al. 2019 ), but just as in this case, it

s not clear if this was the result of Doppler boosting, asymmetry
n the surrounding ISM, or an intrinsic asymmetry of the jets
hemselves. 

As the jets mo v ed a way from the core they expanded, eventually
ecoming resolved out. In epoch C, we saw that there was some
xtended emission that was only detected on the shortest baseline,
ikely the result of the expansion of the jet component. Comparing
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he VLBA flux density of component 3 with the interpolated ATCA 

ux density at 9 GHz in Fig. 2 suggests that the VLBA measurement
n epoch C was consistent with or even above the interpolated ATCA
 GHz flux density. We applied the VLBA epoch C flux density
ecay rate ( ̇F ) to the ALMA epoch 2 flux density measurements
both directly and by scaling the time-scale according to the van 
er Laan plasmon model (van der Laan 1966 ) which causes the
igher frequencies to decay quicker) to the predict the ALMA flux 
ensity at the time of the VLBA epoch C observation. This revealed
n approximately flat spectral index at the time of epoch C, which
ndicates that we likely captured close to the peak of the flux density
f the component in our VLBA images. 
Fig. 1 shows a small discrepancy between the position of compo- 

ent 3 from the imaging and the modelling. We suggest that this
s likely caused by a faint, extended, and asymmetric region of
ux density that is resolved out in the imaging but is detected by
ur modelling. Another possibility is that the phase calibration in 
his epoch was poor due to the low elevation of the source. This
ould most affect the long baselines, which were suppressed in our 

maging by the uv -taper, but were not excluded from our modelling.
y epoch D, the jet seen in epoch C had expanded and become almost
ompletely resolved out, with only a small amount of emission being 
etected by the innermost baseline. We were unable to detect jets in
ny subsequent epochs, despite the ATCA light curves showing that 
he system was well abo v e our VLBA detection threshold for the
ntire duration of the May/June monitoring campaign. This suggests 
hat the emission was resolved out in our VLBA observations due 
o this expansion. While we know that the jets were expanding, we
ere unable to fit models that explicitly parametrized this expansion 
ithin each of the VLBA observations, likely due to the low signal-

o-noise ratio and sparse uv -co v erage of the observations. 
In our modelling, we found that all three components were 

esolved with a significance of > 10 σ , which is consistent with our
ndings that J1803 was resolved in the images, due to interstellar 
cattering along the line of sight. 

While we fit the FWHM size of the circular Gaussian components, 
t is difficult to use these to reliably measure the expansion speed
nd opening angle of the jets. With only a single size measurement
or each of the three distinct components, we cannot disentangle 
heir intrinsic size from the scattering kernel that is responsible 
or the angular broadening of the components. We also found that 
omponent 2 was smaller than component 1, which may suggest 
n-homogeneity in the scattering screen, since if component 1 is 
he core, it should be more compact than the jet, component 2. We
an, ho we ver, use the size and separation of components 2 and 3
rom the core, to place upper limits on the jet opening angle, θ j ,
f θ j < 20 ◦ and θ j < 2.5 ◦ with components 2 and 3, respectively.
his upper limit from component 3 is unreliable, since we suspect 

hat there is further extended emission that is resolved out by the
LBA. 
Jet opening angles have only been constrained for a number of

lack hole X-ray binaries (see e.g. Stirling et al. 2001 ; Miller-
ones, Fender & Nakar 2006 ; Rushton et al. 2017 ; Tetarenko et al.
017, 2019b , 2021 ; Espinasse et al. 2020 ; Chauhan et al. 2021 ).
easurements of jet opening angles range from 0.4 to 1.8 ◦ in the

ompact jet of Cygnus X-1 (Tetarenko et al. 2019b ) to ∼58 ◦ in XTE
1908 + 094 (Rushton et al. 2017 ), although we note that Rushton
t al. ( 2017 ) suggested that this number is derived from the lateral
xpansion of the jet lobe and thus the jet opening angle is likely
maller. Our constraints on the jet opening angle of J1803 are in
greement with the typical range of measurements of the jet opening 
ngle for other black hole X-ray binaries. 
Following the transition from the intermediate state to the soft 
tate ( ∼MJD 59362; Shidatsu et al. 2022 ), the ATCA light curve
howed a gradual rebrightening. Our VLBA monitoring continued 
hrough to the beginning of the rise phase of this secondary flare,
nd our lack of a detection of any newly ejected jet material leads
s to conclude that this re-brightening was likely the result of one of
he by then e xpanded, resolv ed out jet components interacting with
he inhomogenous ISM downstream (e.g. Russell et al. 2019 ; Bright
t al. 2020 ; Espinasse et al. 2020 ; Carotenuto, Tetarenko & Corbel
022 ). 

.4 Behaviour of the core 

ince we do not detect the core in epoch B, and assuming that
omponent 1 is the core of J1803, we can constrain the time period
uring which the core switched off to be between MJD 59347.49
nd MJD 59348.34. We constrained the ejection date of component 
 to be within this period of time, ho we ver it is not clear if the
uenching of the compact jet in the core coincided with the ejection of 
omponent 2. In H1743-322, Miller-Jones et al. ( 2012 ) observed that
he quenching of the compact radio jet emission occurred during or
mmediately after the ejection of transient ejecta. In J1803, following 
he ejection of component 2, the compact radio core was quenched
or the remainder of the intermediate state and into the soft state. We
ere unable to detect the re-establishment of the radio core in our
LBA observations. 
In epoch A, we observed the core to be rapidly rising in flux density

t the beginning of the radio flare prior to the ejection of component
. As discussed in Section 4.3.1 , the rise of these radio flares is
ften attributed to either the expansion of a jet or the acceleration of
et material as it mo v es a way from the launch site or the formation
f internal shocks, and thus the rise generally is expected to lag
he ejection of the jet material. The rapid rise in epoch A could be
ue to a sudden brightening of the compact jet prior to the ejection
f component 2, the adiabatic expansion of a much slower moving
ptically thick jet component close to the core, or internal shocks
n jet material deposited close to the core of J1803. If component 1
s not the core, its rapid rise could be attributed to the evolution of
n isolated, slow moving jet component, which may be seen later as
ither component 2 or 3. We note that this component would have
o undergo some acceleration prior to epoch B for this to correspond
o component 2. We cannot rule out that this may be a slow-moving
omponent 3 present in epoch A, since we have no constraints on the
otion of component 3. 

 C O N C L U S I O N S  

e have developed a new model fitting approach by which we
t a continuous time-evolving model directly to the visibilities of 
n interferometric observation to parametrize and constrain intra- 
bserv ational v ariability. We v alidated our technique with synthetic
bservations before applying it to three VLBA observations of the 
andidate black hole LMXB MAXI J1803 −298 during its 2021 May
utburst. 
With traditional imaging techniques we were able to locate a single

iscrete component within each epoch. Ho we ver, due to the sparse uv -
o v erage and low signal-to-noise ratio of these observations we were
nable to perform time binning to capture any intra-observational 
 ariability. With our ne w model fitting approach, we were able to
onstrain the flux density variability of all three components, and 
onstrain the proper motions of the components within the first two
pochs. Based on our model fits we suggest that the component in the
MNRAS 522, 70–89 (2023) 
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rst epoch is a rapidly rising but stationary core, and the components
n the second and third epochs are two distinct transient jets. We
easured the proper motion of the jet in the second epoch to be

.37 ± 0.14 mas h −1 . Based on the assumption that the component
een in the first epoch is the core of the system, we were able
o infer the ejection date of the jet component from the second
poch to be MJD 59348 . 08 + 0 . 05 

−0 . 06 . This occurred during the peak
f the outburst, while MAXI J1803 −298 was in the intermediate
tate. 

New VLBI imaging and model fitting techniques, like the one
escribed here, are key for obtaining better constraints on the motions
nd inferred ejection dates of transient jets launched by LMXBs. With
ore precise ejection dates, coupled with dense, simultaneous X-ray
onitoring and multiwavelength radio coverage, we will be able to
ore clearly identify signatures of jet ejection, which will allow us

o better understand the nature of the causal connection between
hanges in the inner accretion flow and the ejection of relativistic
ets in black holes. 
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PPEN D IX  A :  M O D E L  FITTING  FORMAL I SM  

e perform our parameter estimation by computing the posterior 
robability of each model, P ( � | V ), using Bayes’ theorem, 

 ( � | V ) = 

P ( V | � ) P ( � ) 

P ( V ) 
, (A1) 

here � = { 
 1 , 
 2 , ..., 
 n } is a vector of n model parameters, V is
he array of measured visibilities, 

 ( � ) = 

n ∏ 

k= 1 

P ( 
 k ) (A2) 
s the prior, and 

 ( V ) = 

∫ 

P ( V | � ) P ( � )d � (A3) 

s the evidence. The nested sampling algorithm (Skilling 2006 ) is de-
igned to efficiently approximate and compute the evidence integral, 
nd as a by-product it returns a set of samples from the posterior
istribution. Since the thermal noise on the visibilities is Gaussian 
Thompson et al. 2017 ), and assuming that the measurements are
ncorrelated, the likelihood is the product, 

 ( V | � ) = 

∏ 

t 

∏ 

ij 

1 √ 

2 πσ 2 
ij ,t 

exp 

( 

−1 

2 

‖ V 

′ 
ij ,t ( � ) − V ij ,t ‖ 2 

σ 2 
ij ,t 

) 

, (A4) 

here V ij , t is the measured visibility from the telescope pair ij , at
imestamp t , σ ij , t is the standard deviation of the thermal noise on
hat measured visibility, and V 

′ 
ij t ( � ) is the model visibility generated

or that telescope pair at that timestamp according to the model
arameters � . Since the visibilities are complex quantities, we use 
he Euclidean ‖ . ‖ 2 norm. 

In our model fitting for epochs A and B, we used a circular
aussian source model, where the position of the component (relative 

o the phase centre), as a function of time, is given by equations ( 1 )
nd ( 2 ), and the flux density of the component, as a function of
ime, is go v erned by equation ( 3 ). F or epoch C, we kept the position
f the component constant with time. Since a circular Gaussian in
he image plane is also a circular Gaussian in the Fourier plane, we
an analytically compute the model visibilities as a function of the
omponent position, � x ( t ) and � y ( t ), the flux density, F ( t ), and the
WHM size, θFWHM 

, for each telescope pair ij , at time t . This gives 

 

′ 
ij ,t = F ( t) · exp 

( −π2 

4 ln (2) 
θ2 

FWHM 

[
u 

2 
ij ,t + v 2 ij ,t 

]) ·

× exp 
(
2 π i 

[
u ij ,t x( t) + v ij ,t y( t) 

])
, (A5) 

here u ij , t and v ij , t are the vector coordinates of the projected baseline
f the telescope pair ij at time t . This expression could be replaced by
n y giv en source model, for e xample a point source or an elliptical
aussian. 

PPENDI X  B:  SYNTHETI C  OBSERVATI O N  

OSTERI OR  DI STRI BU TI ONS  

n Figs B1 and B2 , we present the joint and marginal posterior
istributions for our simulated observations of both a moving and 
tatic source, respectively, with the truth values o v erlaid. These
imulated data included only thermal noise and were generated using 
he uv -co v erage of epoch A. Fig. B1 shows that we are able to reco v er
he model parameter values with our modelling technique. Of the six
tted model parameters, four are consistent with the truth values 
ithin 1 σ , and all six within 2 σ . We similarly find good agreement
etween the fitted parameters and the truth values for the static source, 
ith four parameters within 1 σ of the truth value and another within
 σ . The posterior distribution for θ should be uniform, ho we ver, as
iscussed in Section 4.1 , this is likely the result of the low signal-to-
oise ratio and poor uv -co v erage of the synthetic observation. This
tructure is replicated in the posterior distribution for the model fit to
poch A, allowing us to conclude we can identify the component in
poch A as being stationary. In the example synthetic observations 
e present here, we note that the FWHM size of the components

s o v erestimated in our modelling (although the y are still within
 σ ). This is likely the result of the component size approaching the
esolution limit of these simulated observations at 8.4 GHz. 
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Figur e B1. Mar ginal and joint posterior distributions for the fitted parameters for a synthetic observation of a moving source. The blacked dashed vertical lines 
mark the 16th, 50th, and 84th quantiles. The blue contours in the joint posterior distributions mark the 0.5 σ , 1 σ , 1.5 σ , and 2 σ levels. The red vertical lines 
mark the true parameter values used to generate the observation. Our model fitting code is able to reco v er the input parameters for a synthetic observation with 
a moving source. 
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Figur e B2. Mar ginal and joint posterior distributions for the fitted parameters for a synthetic observation of a stationary source. For ṙ , we mark the 1 σ upper 
limit, and for θ we mark no credible intervals. For all other parameters the black vertical lines mark the 16th, 50th, and 84th quantiles. The blue contours in 
the joint posterior distributions mark the 0.5 σ , 1 σ , 1.5 σ , and 2 σ levels. The red vertical lines mark the true parameter values used to generate the observation. 
For a static source, the marginal posterior distribution for ṙ is consistent with having a mode at 0. The joint probability distributions with θ have a unique 
non-Gaussian structure, as a result of the sparse uv -co v erage used to generate the data. 
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PPENDIX  C :  M A X I  J 1 8 0 3  −2 9 8  M O D E L  FIT  

R I O R S  A N D  P OSTERIOR  DISTRIBU TIONS  

able C1 describes the prior distributions used for our model fits.
hese priors were based on our initial imaging. For epoch B we
laced a relatively tight Gaussian prior on the position angle of the
otion of the component, ho we ver we were still able to reco v er the
otion of the component when using a uniform prior, confirming
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igur e C1. Mar ginal and joint posterior distributions for the fitted parameters for 
ntervals. For all other parameters the black vertical lines mark the 16th, 50th, and 8
.5 σ , 1 σ , 1.5 σ , and 2 σ levels. 
hat the motion was real and not the result of a poorly chosen
rior. In Figs C1 , C2 , and C3 , we show the joint and marginal
robability distributions for our fitted model parameters in epochs
, B, and C, respectively. In epoch A there is clear structure in

he posterior distribution for ṙ and θ , which closely resembles the
tructure in those parameters for the synthetic observation with a
tationary source. This suggests that the component in epoch A is
tationary. 
epoch A. For ̇r , we mark the 1 σ upper limit, and for θ we mark no credible 
4th quantiles. The blue contours in the joint posterior distributions mark the 
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Figur e C2. Mar ginal and joint posterior distributions for the fitted parameters for epoch B. The black vertical lines mark the 16th, 50th, and 84th quantiles. 
The blue contours in the joint posterior distributions mark the 0.5 σ , 1 σ , 1.5 σ , and 2 σ levels. 
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M

Figur e C3. Mar ginal and joint posterior distributions for the fitted parameters for epoch C. The black vertical lines mark the 16th, 50th, and 84th quantiles. 
The blue contours in the joint posterior distributions mark the 0.5 σ , 1 σ , 1.5 σ , and 2 σ levels. 
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able C1. Priors placed on fit parameters for epochs A, B, and C. We used
nly uniform and normal distributions. For Ḟ , we set the lower boundary for
ach fit equal to − F 0 / � t , where � t is the length of the observation, so that
he source can never have negative flux density. 

poch Parameter Prior Distribution 

 F 0 (mJy) U ( min = 0 , max = 10) 
Ḟ (mJy h −1 ) U ( min = −F 0 /�t, max = 10) 

x 0 (mas) N ( μ = 0 , σ = 5) 
y 0 (mas) N ( μ = 0 , σ = 5) 

θFWHM 

(mas) U ( min = 0 , max = 10) 
ṙ (mas h −1 ) U ( min = 0 , max = 10) 

θ ( ◦ East of North) U ( min = 0 , max = 360) 

 F 0 (mJy) U ( min = 0 , max = 10) 
Ḟ (mJy h −1 ) U ( min = −F 0 /�t, max = 10) 

x 0 (mas) N ( μ = 10 , σ = 5) 
y 0 (mas) N ( μ = −5 , σ = 5) 

θFWHM 

(mas) U ( min = 0 , max = 10) 
ṙ (mas h −1 ) U ( min = 0 , max = 10) 

θ ( ◦ East of North) N ( μ = 135 , σ = 15) 

 F 0 (mJy) U ( min = 0 , max = 10) 
Ḟ (mJy h −1 ) U ( min = −F 0 /�t, max = 10) 

x 0 (mas) N ( μ = −85 , σ = 5) 
y 0 (mas) N ( μ = 80 , σ = 5) 

θFWHM 

(mas) U ( min = 0 , max = 10) 

PPEN D IX  D :  ATC A  MEASUREMENTS  

n Table D1 , we list the subset of ATCA measurements shown in
igs 2 and 3 , which will be presented in full in Espinasse et al. (in
reparation). 

Table D1. ATCA measurements of MAXI J1803 −298, as presented in 
Figs 2 and 3 . 

Date Frequency Flux density α

(MJD) (GHZ) (mJy) 

59345.60 ± 0.17 5.5 1.6 ± 0.1 −0.1 ± 0.1 
59345.60 ± 0.17 9.0 1.6 ± 0.2 −0.1 ± 0.1 
59345.60 ± 0.17 16.7 1.45 ± 0.17 −0.1 ± 0.1 
59345.60 ± 0.17 21.2 1.3 ± 0.3 −0.1 ± 0.1 
59347.88 ± 0.03 5.5 9.00 ± 0.04 −0.8 ± 0.3 
59347.88 ± 0.03 9.0 6.02 ± 0.03 −0.8 ± 0.3 
59351.78 ± 0.09 5.5 5.30 ± 0.02 −0.62 ± 0.18 
59351.78 ± 0.09 9.0 4.0 ± 0.012 −0.62 ± 0.18 
59353.86 ± 0.05 5.5 2.03 ± 0.05 −0.6 ± 0.2 
59353.86 ± 0.05 9.0 1.56 ± 0.04 −0.6 ± 0.2 
59357.88 ± 0.03 5.5 1.20 ± 0.04 −0.40 ± 0.15 
59357.88 ± 0.03 9.0 1.00 ± 0.03 −0.40 ± 0.15 
59364.83 ± 0.07 5.5 0.97 ± 0.03 −0.45 ± 0.15 
59364.83 ± 0.07 9.0 0.79 ± 0.02 −0.45 ± 0.15 
59375.85 ± 0.02 5.5 4.06 ± 0.05 −0.47 ± 0.14 
59375.85 ± 0.02 9.0 3.27 ± 0.03 −0.47 ± 0.14 
59382.83 ± 0.08 5.5 9.31 ± 0.03 −0.8 ± 0.3 
59382.83 ± 0.08 9.0 6.55 ± 0.03 −0.8 ± 0.3 
59398.59 ± 0.03 5.5 0.072 ± 0.02 −1.0 ± 0.9 
59398.59 ± 0.03 9.0 0.045 ± 0.015 −1.0 ± 0.9 
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