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1 Introduction

Neural architecture search (NAS) is the use of a search algorithm to find, according to one or
many criteria, the most suitable neural architecture for a given task, within a search space of
neural network architectures. Among prominent search methods used in NAS literature, we can
find reinforcement learning (RL)[1], evolutionary algorithms (EAs)[2, 3], and bayesian optimization
(BO)[4,5].

In this paper, we present a BO-based method, where instead of using Gaussian Processes which
are usually associated with BO, we use deep ensembles as performance predictors for candidate
neural networks. Specifically, we explore the potential of pretraining the ensemble networks as a
way to mitigate their need for more data compared to GPs

The idea is to use pretraining to accelerate the training of the deep ensemble, in order to obtain
a good prediction performance early on in the optimization process. In the case of NAS, we have
access to zero-cost metrics, which can be calculated quickly and without the need to train the
candidate networks, by far the most costly part of evaluating them.

By using existing and widely used NAS benchmarks, we show the improvement pretraining
brings to the deep-ensemble based method, as a result accelerating the search process.

2 Bayesian optimization for NAS with deep ensembles

At a glance, the description of the procedure is as follows. At each iteration, the best points to
evaluate are selected, according to a criteria calculated using the prediction of the ensemble, and
which balances exploration and exploitation, known as the acquisition function. In our work, we
used probability of improvement, ie. the probability of improving over the current best observed
value. Subsequently, these selected candidates are observed or evaluated, ie. fully trained and tested
on the task. Their evaluation data is then added to the training data for the deep ensemble, which
is updated for the next iteration. Figure 1 describes the overall procedure of using a deep ensemble
for BO.
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Fig. 1. Bayesian optimization for NAS with deep ensembles
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Before starting the search, the deep ensemble is first pretrained on zero-cost metrics. In the
following section, we describe the pretraining procedure for the deep ensemble.

Pretraining step

In order to increase the sample efficiency obtained with the deep ensemble, we pretrain them on
zero-cost metrics, ie. metrics whose measurement doesn’t require the prior training of the candidate
networks. Among such metrics we mention FLOPs, number of trainable parameters, or the average
time of a forward pass (or latency).

The idea is to force the last layer of the deep ensemble networks to have meaningful repre-
sentations of the architectures in the search space. The embeddings generated by these last layers
for input architectures need to hold relevant information that helps in predicting the eventual
performance of these architectures once the BO iterations begin.

In order to achieve this, we use a separate prediction head for each of the metrics we are using
as targets. Then, the weights of the deep ensemble networks are updated using backpropagation.
The forward pass and optimization steps are performed for all the different metrics at the same
time, as we found this achieved better performance. Our intuition in explaining this is it ensures
the last layer doesn’t specialize on one of the target metrics, instead being as general as possible.

Figure 2 describes the pretraining procedure.
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Fig. 2. Pretraining procedure for one network of the deep ensemble networks

First results

Our tests were performed on NASBench101, NASBench201, and NATS-Bench-size benchmarks.
These benchmarks can be queried to obtain the accuracies, as well as other measurements, for the
networks described in their search spaces.

One of the most used ways to compare predictor-based NAS methods is the correlation or
ranking correlations between the predictions, and the real ranking of the networks. Table 1 shows
the difference in ranking correlations measured by the Kendall-Tau and Spearman-Rho ranking
correlations, and the Pearson-R correlation of the accuracies. The first two columns also report the
best found accuracy on CIFAR10 and CIFAR100 within the evaluations budget.

Table 1. Comparison of results on NATS-Bench-size with and without pretraining

C-10 | C-100| T p R
No pretraining | 92.99 | 69.92 | 0.46 | 0.65 | 0.61
With pretraining | 93.65 | 70.72 | 0.73 | 0.90 | 0.938

To situate the correlations with regards to other methods in the literature, we can mention
the paper describing BossNAS, which reports a Kendall-tau measure on the same benchmark of
7 = 0.59, a Spearman-Rho of p = 0.76, and a Pearson-R of R = 0.79.

We can also plot the evolution of the best observed value, and of the Spearman-Rho correlation,
as the number of evaluations performed increases.
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Spearman rho rank correlation by number of evaluations
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Results obtained on NAS-Bench-101, NAS-Bench-201 and NATS-Bench-Size are competitive
with state-of-the art predictor-based methods, getting close to or better results in most datasets
offered by the benchmarks (CIFAR10, CIFAR100 and ImageNet). Further improvement of the ar-
chitecture of the ensemble networks or their training hyperparameters can potentially offer further
performance gains.

3 Conclusion and further perspectives

In this work, we have presented a method to use bayesian optimization powered by deep ensembles
for the NAS problem. One of the advantages of using a deep ensemble is the ability to easily
pretrain it and keep the weights for use in the bayesian optimization procedure. Pretraining allows
us to gain in sample efficiency, and enables the deep ensemble to produce good quality predictions
from fewer datapoints.

This work is a first step which will be built upon for multi-objective NAS, to produce energy-
efficient and low-latency models. The deep ensemble can be used in a similar fashion as it was used
in the pretraining step described previously: the weights of the initial parts of the network could be
shared and used to produce predictions for the different objectives, potentially unlocking further
sample efficiency by the inclusion of additional information. Our future work will focus on multi-
objective aspects, both in terms of improving the search method for multi-objective optimization,
and in terms of the objectives that will be optimized.
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