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SPACE-TIME ERROR ESTIMATES

FOR APPROXIMATIONS OF LINEAR PARABOLIC PROBLEMS

WITH GENERALIZED TIME BOUNDARY CONDITIONS

W. ARENDT, I. CHALENDAR, AND R. EYMARD

Abstract. We first give a general error estimate for the nonconforming approximation of a
problem for which a Banach-Nečas-Babuška (BNB) inequality holds. This framework covers
parabolic problems with general conditions in time (initial value problems as well as periodic
problems) under minimal regularity assumptions. We consider approximations by two types of
space-time discretizations, both based on a conforming Galerkin method in space. The first one
is the Euler θ−scheme. In this case, we show that the BNB inequality is always satisfied, and may
require an extra condition on the time step for θ ≤ 1

2
. The second one is the time discontinuous

Galerkin method, where the BNB condition holds without any additional condition.

1. Introduction

In the case of an elliptic problem, posed under the form: find u ∈ U , where U is a Hilbert space
over K = R or C, such that

a(u, v) = L(v) for all v ∈ U,

where a(·, ·) is a continuous (|a(u, v)| ≤M‖u‖U‖v‖U ) coercive (|a(u, u)| ≥ α‖u‖2U ) bilinear form
on U and L is a continuous linear form, Céa’s Lemma provides an optimal a priori error estimate
for an approximation uh ∈ Uh, where Uh is a finite dimensional supspace of U , such that

a(uh, v) = L(v) for all v ∈ Uh.

Céa’s error estimate reads as follows:

‖u− uh‖U ≤ M

α
min
v∈Uh

‖u− v‖U .

Note that the same result holds if we relax the coercivity hypothesis to an inf-sup hypothesis,
also called Banach-Nečas-Babuška condition [21, 11, 4, 1] and [3, Theorem 9.42], that is

sup
v∈Uh

|a(u, v)| ≥ α‖u‖U‖v‖U for all u ∈ Uh.

It is important to notice that these error estimates hold under minimal regularity assumptions,
since it is only assumed that u ∈ U is the solution of the continuous elliptic problem.

In the case of parabolic problems, one can find many results on a priori error estimates in the
literature, assuming some additional regularity for the solution of the continuous problem (see for
example [11, Theorem 6.29]). One can also find a few results providing a priori error estimates
similar to Céa’s Lemma in the case of semi-discrete numerical schemes (continuous in time,
discrete in space), see for example [6, 19]. In the case of fully discrete time-space problems, let
us cite [17, 4], where optimal error estimates are derived for specific time-space approximations of

2010 Mathematics Subject Classification. 65N30,47A07,47A52,46B20.
Key words and phrases.

1



2 W. ARENDT, I. CHALENDAR, AND R. EYMARD

parabolic problems. In [20], a time Crank-Nicolson scheme is used, and optimal error estimates
are provided. In [16, Theorem 6], an error estimate for the time discontinuous Galerkin scheme
is given in terms of discrete norms for functions with minimal regularity in space and fixed
regularity in time.

Following the spirit of these papers, the aim of this article is to give an error estimate for linear
parabolic problems, which holds

• for general boundary conditions in time (including initial value problems as well as
problems which are periodic or antiperiodic in time),

• for solutions with minimal regularity, both in space and time,
• for a large class of schemes including the Euler θ−schemes and the time discontinuous
Galerkin scheme (which also includes the Euler implicit scheme).

This goal is achieved in this paper as follows.

In Section 2 we provide a nonconforming framework for the approximation of a linear problem
which can be written under a weak form against a suitable space of test functions, verifying a
uniform Banach-Nečas-Babuška condition. Note that, in this framework, the spaces, where the
approximating solutions live, are not necessarily identical nor included in the space containing
the solution of the continuous problem. We then obtain an optimal error estimate in the sense
of Céa’s Lemma.

In Section 3 we show that parabolic problems with general time boundary conditions can be
considered in the framework of Section 2, allowing error estimates for nonconforming-in-time
methods, which are easy to formulate. They are valid even when the solution of the continuous
problem has only minimal regularity.

The proof that the explicit or implicit Euler scheme, or more generally the Euler θ−scheme with
θ ∈ [0, 1], with conforming Galerkin approximation in space fit in our framework is therefore done
using the results of Section 2 and Lemma A.3 given in the appendix. Here stability conditions
on the time step play an important role in the case θ ≤ 1

2 . They are linked with the comparison
of norms in the finite dimensional setting. The implicit Euler scheme is also a particular case of
the time discontinuous Galerkin method [10, 16], that we investigate in Section 5 using the same
framework. Our approach is comparable to what is done in [12, 9] for the space-discontinuous
Galerkin method in the elliptic case, whereas we now treat the parabolic equation.
Appendix A gives technical results on operators on Hilbert spaces needed for proving uniform
BNB estimates in the considered time discretizations. Appendix B provides the results neces-
sary for computing the coefficients of the inverse of the Gram matrix which are used in Section 5.

In the whole paper N denotes the set of all non-negative integers, whereas N⋆ is used for the set
of all positive integers. All the vector spaces are considered over R.

2. A non-conforming Banach-Nečas-Babuška theorem

Before introducing our approximation theorem, we first study the relation between inf-sup and
dual inf-sup conditions. It will be convenient to introduce the notion of limit of a sequence of
subspaces of a Banach space (see Subsection 2.2).
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2.1. The inf-sup condition and its dual version. Let U and V be normed vector spaces,
and let b : U × V → R be a bilinear form. We say that the bilinear form b satisfies the inf-sup
condition if there exists β > 0 such that

sup
v∈V,‖v‖V ≤1

b(u, v) ≥ β‖u‖U for all u ∈ U.

This is equivalent to

inf
u∈U,‖u‖U≤1

sup
v∈V,‖v‖V ≤1

b(u, v) > 0,

which justifies the terminology.
If b is continuous on U × V , then, for all u ∈ U , Bu = b(u, ·) defines a bounded linear mapping
B ∈ L(U, V ′). If U is complete, then the inf-sup condition is equivalent to B being injective with
closed range. So the inf-sup condition is an important step to prove invertibility of B. Indeed,
if V is a reflexive Banach space then B is invertible if and only if b satisfies the inf-sup condition
and the dual uniqueness condition

(2.1) given v ∈ V, b(u, v) = 0 for all u ∈ U implies v = 0.

In fact, if V is reflexive, then (2.1) is equivalent to the density of ran(B). We now study the
relation between the inf-sup condition and the dual inf-sup condition.

Lemma 2.1. Let U and V be normed vector spaces, b : U × V → R a bilinear form and β > 0
such that

(a) sup
v∈V,‖v‖V ≤1

b(u, v) ≥ β‖u‖U for all u ∈ U ,

(b) b(u, .) ∈ V ′ for all u ∈ U such that the mapping B : U → V ′, u 7→ b(u, ·) is surjective.

Then sup
u∈U,‖u‖U≤1

b(u, v) ≥ β‖v‖V for all v ∈ V .

Proof. Let v0 ∈ V and let N (v0) = sup
u∈U,‖u‖U≤1

b(u, v0). Then

b(u, v0) ≤ ‖u‖UN (v0) for all u ∈ U.

By the Hahn-Banach theorem, there exists L ∈ V ′, with ‖L‖V ′ = 1 and ‖v0‖V = L(v0). By
Hypothesis (b), there exists u0 ∈ U such that

b(u0, v) = L(v) for all v ∈ V.
From Hypothesis (a) we deduce that β‖u0‖U ≤ ‖L‖U ′ . This yields

‖v0‖V = L(v0) = b(u0, v0) ≤ ‖u0‖UN (v0) ≤
1

β
N (v0),

which proves the conclusion of the lemma. �

The following corollary will be used later for obtaining the dual BNB-condition (2.15) from (2.5).

Corollary 2.2. Let U and V be normed vector spaces having the same finite dimension, and let
b : U × V → R be a bilinear form. Then the following assertions are equivalent for any β > 0.

(a) sup
v∈V,‖v‖V ≤1

b(u, v) ≥ β‖u‖U for all u ∈ U ,

(b) sup
u∈U,‖u‖U≤1

b(u, v) ≥ β‖v‖V for all v ∈ V .
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Proof. For finite dimensional vector spaces with the same dimension, the surjectivity is a con-
sequence of the one-to-one property. This, in turn, is an immediate consequence of the inf-sup
hypothesis. �

2.2. The limit of a sequence of subspaces for the strong and the weak topologies.

The following notion plays an important role in our paper.

Definition 2.3 (Limit of a sequence of subspaces for the strong topology). Let Z be a Banach
space and let (Xn)n∈N be a sequence of subspaces of Z. We define the limit of the sequence
(Xn)n∈N by

(2.2) lim
n→∞

Xn := {x ∈ Z : for all n ∈ N there exists xn ∈ Xn such that lim
n→∞

xn = x}.

Lemma 2.4. Let Z be a Banach space and let (Xn)n∈N be a sequence of subspaces of Z. Then
X = lim

n→∞
Xn is closed.

Proof. Let z ∈ X . In order to construct (xn)n∈N such that xn ∈ Xn and lim
n→∞

xn = z, we first

construct by induction, for any k ∈ N, a sequence (ykn)n∈N and a number nk such that

• ykn ∈ Xn for all n ∈ N.
• nk < nk+1,
• ‖z − ykn‖Z ≤ 1

k+1 for any n ≥ nk.

Indeed, let k = 0. Let x ∈ X be such that ‖z − x‖Z ≤ 1
2 . Let (y

0
n)n∈N be such that y0n ∈ Xn for

all n ∈ N and lim
n→∞

y0n = x. We select n0 ∈ N such that, for any n ≥ n0, ‖x − y0n‖Z ≤ 1
2 . Then

‖z − y0n‖Z ≤ 1 for any n ≥ n0.
Assume that, for a given k ≥ 1, the construction for k − 1 is done. Let x ∈ X be such that
‖z − x‖Z ≤ 1

2(k+1) . Let (y
k
n)n∈N be such that ykn ∈ Xn and lim

n→∞
ykn = x. We select nk ∈ N such

that nk > nk−1 and, for any n ≥ nk, ‖x− ykn‖Z ≤ 1
2(k+1) . Then ‖z− ykn‖Z ≤ 1

k+1 for any n ≥ nk.

This finishes the proof of the inductive statement.
We now set xn = y0n for n = 0, . . . , n0−1, and, for any k ≥ 1, xn = ykn for any n = nk, . . . , nk+1−1.
We then obtain that xn ∈ Xn for any n ∈ N and that

‖z − xn‖Z ≤ 1

k + 1
for all n ≥ nk,

which shows that lim
n→∞

xn = z, and therefore that z ∈ X. �

The following notion is also used in our paper.

Definition 2.5 (Limit of a sequence of subspaces for the weak topology). Let Z be a Banach
space and let (Xn)n∈N be a sequence of subspaces of Z. We define the weak limit of the sequence
(Xn)n∈N by

(2.3) w-lim
n→∞

Xn := {x ∈ Z : there exist xn ∈ Xn such that xn ⇀ x as n→ ∞}.
where ⇀ stands for “converges for the weak topology of Z”.

Note that we always have
lim
n→∞

Xn ⊂ w-lim
n→∞

Xn.

The determination of lim
n→∞

Xn and w-lim
n→∞

Xn is not always easy (see Corollary 4.17). The fol-

lowing examples show various situations.
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Example 2.6. Let Z = R
2, and for all n ∈ N, X2n = {0} × R and X2n+1 = R × {0}.

Then lim
n→∞

Xn = w-lim
n→∞

Xn = {(0, 0)} (in finite dimension, the weak and the strong topology are

identical).

Example 2.7. Let Z = L2((0, 1)). Let n ∈ N
⋆, let h = 1/n, and let Xn be the set of all functions

which are constant on ((i− 1)h, ih) for all i = 1, . . . , n. Then lim
n→∞

Xn = w-lim
n→∞

Xn = Z.

Example 2.8. Z = L2((0, 1)). Let n ∈ N
⋆, let h = 1/n, let Xn be the set of all functions

which are constant on ((i − 1
2)h, ih) and null on ((i − 1)h, (i − 1

2)h) for all i = 1, . . . , n. Then
lim
n→∞

Xn = {0} and w-lim
n→∞

Xn = Z.

Indeed, let (yn)n∈N with yn ∈ Xn be a sequence which converges in L2((0, 1)) to some function
y ∈ L2((0, 1)). We extend the functions yn and y to R by 0. Then y(·− 1

2n) converges to y in L2

as n → ∞. We prove that yn(· − 1
2n)− y(· − 1

2n) tends to 0 in L2, using the change of variable

s → s + 1
2n . We get that yn(· − 1

2n) converges to y in L2, and therefore ynyn(· − 1
2n) converges

to y2 in L1. Observing that yn(s)yn(s− 1
2n) = 0 for all s ∈ R, we deduce that y = 0.

On the other hand, given y ∈ L2((0, 1)), define yn ∈ Xn by the constant value 2
h

∫ ih
(i−1)h y(s)ds

on ((i − 1
2 )h, ih). Then yn ⇀ y as n→ ∞, which shows that w-lim

n→∞
Xn = Z.

Lemma 2.9. On the space Z = L2((0, 1)), there exists a sequence (Xn)n∈N of subspaces of Z
such that w-lim

n→∞
Xn is not closed.

Proof. Let n ∈ N
⋆, and let Xn be the set of all functions which are null on ( i−1

n ,
i−un,i

n ) and

constant on (
i−un,i

n , in), where un,i =
1
4 (

i
n)

4, for all i = 1, . . . , n. Define, for a given m ∈ N, the

function ym : (0, 1) → {0, 1} by the value 0 on (0, 1
m ) and 1 on ( 1

m , 1).

We show that ym ∈ w-lim
n→∞

Xn. Define (yn)n∈N by the constant value 0 on (
i−un,i

n , in) if i < in

and by the constant value 1/un,i on (
i−un,i

n , in) if in ≤ i ≤ n where in−1
n < 1

m ≤ in
n . Then

‖yn‖2L2 =

n∑

i=in

1

nun,i
≤ 4m4.

Owing to this bound in L2, it is possible by density of C1
c ((0, 1)) in L

2((0, 1)) to prove yn ⇀ ym by

showing that, for any ϕ ∈ C1
c ((0, 1)),

∫ 1
0 ϕ(s)yn(s)ds →

∫ 1
1

m

ϕ(s)ds as n → ∞. Let M0 = ‖ϕ‖∞
and M1 = ‖ϕ′‖∞. We have

∣∣∣n
∫ i

n

i−1

n

ϕ(s)ds− n

un,i

∫ i
n

i−un,i

n

ϕ(s)ds
∣∣∣ = |ϕ(s1)− ϕ(s2)| ≤M1|s1 − s2| ≤

M1

n
,

where s1 ∈ ( i−1
n , in) and s2 ∈ (

i−un,i

n , in). Hence, noticing that

∫ 1

0
ϕ(s)yn(s)ds =

n∑

i=in

1

un,i

∫ i
n

i−un,i

n

ϕ(s)ds

and ∫ 1

1

m

ϕ(s)ds = −
∫ 1

m

in−1

n

ϕ(s)ds+
n∑

i=in

∫ i
n

i−1

n

ϕ(s)ds,
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we can write ∣∣∣
∫ 1

0
ϕ(s)yn(s)ds−

∫ 1

1

m

ϕ(s)ds
∣∣∣ ≤ M0 +M1

n
.

We deduce that yn ⇀ ym as n→ ∞, which shows that ym ∈ w-lim
n→∞

Xn.

We now observe that, as m → ∞, ym converges in Z to the constant function equal to 1 on
(0, 1), denoted by y∞. Let us prove that y∞ /∈ w-lim

n→∞
Xn. Let us assume the contrary. Let

(yn)n∈N with yn ∈ Xn such that yn ⇀ y∞ as n → ∞. We denote by yn,i the constant value of

yn on (
i−un,i

n , in). Then

M := sup
n≥1

‖yn‖L2 = sup
n≥1

( n∑

i=1

y2n,iun,i

n

)1/2
<∞.

Let 0 < a < min( 2
M , 1). Define ϕa by ϕa(s) = 1 for s ≤ a and 0 for s > a. Then, choosing

in ∈ {1, . . . , n} such that in−1
n ≤ a < in

n and using the Cauchy-Schwarz inequality, we obtain

∫ 1

0
ϕa(s)yn(s)ds ≤

in∑

i=1

|yn,i|un,i
n

≤
( in∑

i=1

y2n,iun,i

n

)1/2( in∑

i=1

un,i
n

)1/2
.

This gives ∫ 1

0
ϕa(s)yn(s)ds ≤M

(
un,in

)1/2
=
M

2
(
in
n
)2.

Letting n→ ∞, we get ∫ 1

0
ϕa(s)y

∞(s)ds = a ≤ M

2
a2.

This contradicts a < 2
M . �

2.3. A nonconforming approximation method. Let Z, Y be Banach spaces and let b : Z×
Y → R be a continuous bilinear form, in the sense that there exists a constant M > 0 such that

(2.4) |b(z, y)| ≤M‖z‖Z‖y‖Y , for all z ∈ Z, y ∈ Y.

Let (Xn)n∈N and (Yn)n∈N be sequences of finite dimensional subspaces of Z and Y , respectively,
such that Xn and Yn have the same dimension for all n ∈ N. We assume that the Banach-Nečas-
Babuška condition (abbreviated by BNB-condition) is satisfied. This means that there exists
β > 0 such that

(2.5) sup
y∈Yn,‖y‖Y =1

b(x, y) ≥ β‖x‖Z , for all x ∈ Xn for all n ∈ N.

We deduce from (2.5) an inf-sup condition on lim
n→∞

Xn.

Lemma 2.10. Let X = lim
n→∞

Xn. Then

(2.6) sup
y∈Y,‖y‖Y =1

b(x, y) ≥ β‖x‖Z , for all x ∈ X.

Proof. Let x ∈ X and let (xn)n∈N be such that xn ∈ Xn and lim
n→∞

xn = x in Z. For any n ∈ N,

choose yn ∈ Yn such that ‖yn‖Y = 1 and b(xn, yn) ≥ β‖xn‖Z . Then
sup

y∈Y,‖y‖Y =1
b(x, y) ≥ b(x, yn) = b(x− xn, yn) + b(xn, yn) ≥ −M‖x− xn‖Z + β‖xn‖Z .
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Letting n→ ∞ in the preceding inequality yields (2.6). �

Let L ∈ Y ′. Then, owing to (2.5), there exists one and only one xn ∈ Xn such that

(2.7) xn ∈ Xn, b(xn, y) = L(y) for all y ∈ Yn.

We now study the approximation of a solution x̂ of the following problem:

(2.8) x̂ ∈ Z, b(x̂, y) = L(y) for all y ∈ Y.

Theorem 2.12 below provides sufficient conditions for the existence of such a solution.
Concerning approximations, we have the following result, which proves that, up to a constant,
the discrete solutions converge with optimal speed.

Lemma 2.11. Let L ∈ Y ′ and let x̂ ∈ Z such that (2.8) holds. For any n ≥ 0, let xn be given
by (2.7). Then we have

(2.9) ‖xn − x̂‖Z ≤ (1 +
M

β
) min
x∈Xn

‖x− x̂‖Z ,

(2.10) ‖xn − x‖Z ≤ M

β
‖x− x̂‖Z for all x ∈ Xn

and, if Z is a Hilbert space,

(2.11) ‖xn − x̂‖Z ≤ M

β
min
x∈Xn

‖x− x̂‖Z .

Proof. For any n ∈ N, define Qn : Z → Xn by

b(Qnz, y) = b(z, y), for all y ∈ Yn and all z ∈ Z.

Then Qn ∈ L(Z) is such that Q2
n = Qn. Moreover,

β‖Qnz‖Z ≤ sup
y∈Yn,‖y‖Y =1

b(z, y) ≤M‖z‖Z .

This shows that

(2.12) ‖Qn‖ ≤ M

β
.

Let now L ∈ Y ′ be given and let xn be the solution to (2.7). We get that

b(x̂, y) = L(y) = b(xn, y) for all y ∈ Yn.

This proves that Qnx̂ = xn. This first implies (2.10) owing to (2.12), since, for any x ∈ Xn,

x− xn = Qn(x− xn) = Qn(x− x̂).

This also yields that

(2.13) x̂− xn = x̂− x−Qn(x̂− x) = (Id−Qn)(x̂− x),

which proves (2.9) again by (2.12).
Now we use an argument due to Xu and Zikatanov [21], see also [3, Theorem 9.42]. If Xn 6= {0}
and Xn = Z, by a result of Kato [13, Lemma 4] (see also [3, Lemma 9.41],

‖Id−Qn‖ = ‖Qn‖ ≤ M

β
.
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Using (2.13), for any x ∈ Xn, we get

‖x̂− xn‖Z ≤ M

β
‖x− x̂‖Z ,

which concludes the proof of (2.11). In the case Xn = {0} or Xn = Z, the estimate (2.11) is
trivial. �

Under an additional hypothesis on X we now show that the solutions of the approximate prob-
lems converge to a solution of (2.8). Note that this solution x̂ becomes unique since we require
x̂ ∈ X (and not merely x̂ ∈ Z). Theorem 2.12 will be used later to prove convergence of
the Euler-time scheme (see Theorem 4.14), and also convergence of the discontinuous Galerkin
scheme in Section 5. It is a non-conforming convergence result since the Xn are not subspaces
of X.

Theorem 2.12. Let Z, Y be Banach spaces with Y reflexive and let b : Z × Y → R be a
continuous bilinear form. Let (Xn)n∈N and (Yn)n∈N be sequences of finite dimensional subspaces
of Z and Y , respectively, such that Xn and Yn have the same dimension for any n ∈ N. We
assume that there exists β > 0 such that (2.5) holds. Let X∞ = lim

n→∞
Xn. We assume that there

exists a closed subspace X of X∞ such that, given y ∈ Y ,

(2.14) (b(x, y) = 0 for all x ∈ X) implies y = 0.

Then one has X = X∞. Moreover, for any L ∈ Y ′, there exists one and only one solution x̂ ∈ X
of (2.8). In addition, letting xn ∈ Xn be the solution of (2.7), then xn converges to x̂ in Z.
Finally the identity Y = w-lim

n→∞
Yn holds.

Proof. Let B : X → Y ′ be defined by 〈Bx, y〉Y ′,Y = b(x, y) for all (x, y) ∈ X × Y . Since b is
continuous, B is continuous as well. Since X ⊂ X∞, (2.6) in Lemma 2.10 implies that

‖Bx‖Y ′ ≥ β‖x‖Z for all x ∈ X.

This property means that B is injective and has a closed range. Since Y is reflexive, (2.14)
implies that the range of B is dense in Y ′. Hence B is bijective, which proves the existence and
uniqueness of x̂ ∈ X such that (2.8) holds.
Let x ∈ X∞. For L ∈ Y ′ be defined by L(y) = b(x, y) for all y ∈ Y , let x̂ ∈ X be the solution
of (2.8). Then

b(x̂− x, y) = 0 for all y ∈ Y.

Since x̂ − x ∈ X∞, we deduce from (2.6) that x̂− x = 0. Hence x = x̂ ∈ X, which proves that
X∞ = X.

The convergence of xn to x̂ results from Lemma 2.11, since lim
n→∞

Xn = X. In fact, Lemma 2.11

shows even that the convergence is at an optimal rate.
Let us finally prove that Y = w-lim

n→∞
Yn (see Definition 2.5). From Corollary 2.2 we deduce that

the dual BNB inequality holds, with the same β as in (2.5). Let y ∈ Y be given. For all n ∈ N,
let yn ∈ Yn be defined by

b(x, yn) = b(x, y) for all x ∈ Xn.

Using the preceding relation, we then get

(2.15) β‖yn‖Y ≤ sup
x∈Xn,‖x‖Z=1

|b(x, yn)| = sup
x∈Xn,‖x‖Z=1

|b(x, y)|.



ERROR ESTIMATE FOR LINEAR PARABOLIC PROBLEMS 9

This leads to

β‖yn‖Y ≤M‖y‖Y .
Hence the sequence (‖yn‖Y )n∈N is bounded. Since Y is reflexive, there exists a subsequence
(ynk

)k∈N which converges to some ŷ ∈ Y for the weak topology of Y . Let x ∈ X, and let
(xn)n∈N with xn ∈ Xn converging to x in Z. Then we have, for all k ∈ N,

b(xnk
, ynk

) = b(xnk
, y).

Passing to the limit k → ∞ in the above relation implies b(x, ŷ) = b(x, y). We then have

b(x, ŷ − y) = 0 for all x ∈ X.

By Hypothesis (2.14), this implies ŷ = y. By uniqueness of the limit, the whole sequence (yn)n∈N
converges to y for the weak topology of Y , which concludes the proof. �

The proof of Theorem 2.12 shows that also X is necessarily reflexive. In fact, since Y is supposed
to be reflexive, also Y ′ is reflexive and B is an isomorphism between X and Y ′. However, in our
applications in Section 4 and 5, the space Z will not be reflexive.

Example 2.13. In general, one does not have Y = lim
n→∞

Yn under the hypotheses of Theorem

2.12. Indeed, let Z = Y = L2((0, 1)), b(z, y) =
∫ 1
0 z(s)y(s)ds. Let (Xn) be defined by Example

2.7 and (Yn) be defined by Example 2.8. Then X = lim
n→∞

Xn, the BNB condition (2.5) holds

(one has β =
√
2/2: consider x ∈ Xn defined by the values xi, i = 1, . . . , n on each interval

((i − 1)h, ih), and y ∈ Yn defined by the values xi, i = 1, . . . , n on each interval ((i − 1
2)h, ih))

and the surjectivity condition (2.14) holds as well. Then one has lim
n→∞

Yn = {0} whereas Y =

w-lim
n→∞

Yn as asserted by Theorem 2.12.

It is remarkable that, according to Lemma 2.11, the discrete solutions converge with optimal
speed. This is what the estimates (2.9) and (2.11) say, which are similar to the famous Céa’s
Lemma [5], see also [3, Theorem 9.14]. In the conforming case Xn ⊂ X for all n ∈ N and if X is
reflexive, then Condition (2.14) is automatically fulfilled if Y = lim

n→∞
Yn (see [1, Theorem 2.4]).

However, in the nonconforming case Xn 6⊂ X, Condition (2.14) cannot be omitted. We give an
example.

Example 2.14. Let Z = R
2, Y = R, b((x1, x2), y) = x1y. Let Yn = Y , X2n = {(λ, λ), λ ∈ R}

and X2n+1 = {(λ,−λ), λ ∈ R}, for all n ∈ N. Then lim
n→∞

Xn = {(0, 0)}. Even though the BNB

condition (2.5) is satisfied, (2.14) fails. Moreover, (2.8) has no solution in X if L 6= 0.

The following result, which is reciprocal to Theorem 2.12, shows that the BNB condition (2.5)
and the density condition (2.14) are necessary to ensure convergence properties.

Theorem 2.15. Let Z, Y be Banach spaces and let b : Z×Y → R be a continuous bilinear form.
Let (Xn)n∈N and (Yn)n∈N be sequences of finite dimensional subspaces of Z and Y , respectively,
such that Xn and Yn have the same dimension for all n ∈ N.
Let us assume that Y = w-lim

n→∞
Yn and that, given L ∈ Y ′, for any n ∈ N there exists xn ∈ Xn

satisfying (2.7) and that the sequence (xn) converges in Z as n→ ∞.
Then there exists β > 0 such that (2.5) holds, and, letting X = lim

n→∞
Xn, (2.14) holds as well.
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Proof. We first reproduce the (short) proof of [1, Proposition 2.8] in this case. The assumption
that, for all L ∈ Y ′, there exists xn ∈ Xn satisfying (2.7) proves that the condition b(χ, y) = 0
for all χ ∈ Xn implies y = 0 whenever y ∈ Yn, and this for all n ∈ N. Thus

‖y‖Yn := sup
x∈Xn,‖x‖Z=1

|b(x, y)|

defines a norm on Yn. Moreover,

|b(x, y)| ≤ ‖x‖Z‖y‖Yn for all x ∈ Xn, y ∈ Yn.

We show that the set

B :=

{
y

‖y‖Yn
: n ∈ N, y ∈ Yn, y 6= 0

}

is bounded. For that purpose, let L ∈ Y ′. By assumption there exist xn ∈ Xn and C > 0 such
that

b(xn, y) = 〈L, y〉 for all y ∈ Yn

and ‖xn‖Z ≤ C for all n ∈ N. Now, for y
‖y‖Yn

∈ B,
∣∣∣∣〈L,

y

‖y‖Yn
〉
∣∣∣∣ = |b(xn, y)|

1

‖y‖Yn
≤ ‖xn‖Z ≤ C.

This shows that B is weakly bounded and thus norm-bounded. Therefore there exists β > 0
such that ‖y‖Y ≤ 1

β‖y‖Yn , i.e. such that (2.15) holds. So far, we merely used that the sequence

(xn) is bounded. In the following argument we will use that it converges.
By Corollary 2.2 we then get that (2.5) holds (again with the same value of β). Let y ∈ Y
and let (yn) be a sequence such that yn ⇀ y in Y . For L ∈ Y ′, let x be the limit of the
converging sequence (xn) whose existence is assumed in the theorem. Then, passing to the limit
in b(xn, yn) = L(yn), we get b(x, y) = L(y). This proves that, letting X = lim

n→∞
Xn, the mapping

B : X → Y ′, defined by 〈Bx, y〉Y ′,Y = b(x, y) for any (x, y) ∈ X × Y is surjective, which implies
(2.14). �

Remark 2.16. There are very simple examples where the hypotheses of Theorem 2.15 are sat-

isfied but X and Y are not reflexive. For example, let X = ℓ1 = c′0, Y = c0, b(x, y) =
∞∑

n=0

xnyn

and Xn = Span{e0, · · · , en} in X, Yn = Span{e0, · · · , en} in Y where enm = δnm.

3. The evolution problem

3.1. The continuous problem with generalized time boundary conditions. Let us now
provide the continuous framework for linear parabolic problems with general time boundary
conditions.

Let T > 0, let U be a Hilbert space over R which is continuous and densely embedded into
another Hilbert space H. Then there exists CH > 0 such that

(3.1) ‖v‖H ≤ CH‖v‖U for all v ∈ U.

As usual we identify H with a subspace of U ′ by letting

〈y, u〉U ′,U = 〈y, u〉H , for all y ∈ H, u ∈ U.
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This yields the Gelfand triple

U
d→֒ H →֒ U ′.

Let V = L2(0, T ;U). Thus V ′ = L2(0, T ;U ′). Letting H = L2(0, T ;H), we have a further
Gelfand triple

V
d→֒ H →֒ V ′.

We define the classical space W associated with the Gelfand triple by

(3.2) W = {u ∈ V ; ∃C ≥ 0, 〈u, v′〉H ≤ C‖v‖V for all v ∈ C1
c ((0, T );U)},

which enables us to define, for any u ∈W , the element u′ ∈ V ′ by

(3.3) 〈u′, v〉V ′,V := −〈u, v′〉H for all v ∈ C1
c ((0, T );U).

In other words, we can write W as follows, introducing also a Hilbert structure,

(3.4) W = H1(0, T ;U ′) ∩ L2(0, T ;U) with ‖v‖W :=
(
‖v‖2V + ‖v′‖2V ′

)1/2
, v ∈W.

We recall that it is possible to identify W with a subspace of C([0, T ];H) and that there exists
CT > 0 such that

(3.5) sup
t∈[0,T ]

‖v(t)‖H ≤ CT ‖v‖W , for all v ∈W.

The following integration by parts formula ([18, III Corollary 1.1 p.106]) plays an important
role.

Lemma 3.1. One has W ⊂ C([0, T ],H) and

〈v′, w〉V ′,V + 〈w′, v〉V ′,V = 〈v(T ), w(T )〉H − 〈v(0), w(0)〉H , for all v,w ∈W.
In the following lemma we describe the trace space of W .

Lemma 3.2. For all x, y ∈ H there exists u ∈W such that u(0) = x and u(T ) = y.

Proof. One has H = [V ′, V ]1/2,1/2, where [V
′, V ]1/2,1/2 is the real interpolation space. The latter

coincides with the trace space by [15, Proposition 1.2.10]. Hence there exist w ∈ W such that
w(0) = x and v ∈ W such that v(T ) = y. Then the function u(s) = 1

T ((T − s)w(s) + sv(s))
satisfies u(0) = x and u(T ) = y. �

Let A ∈ L(V, V ′) be defined by

〈Av,w〉V ′,V =

∫ T

0
a(t, v(t), w(t))dt for all v,w ∈ V = L2(0, T ;U),

where a : [0, T ]× U × U → R is a function satisfying

a) a(t, ·, ·) : U × U → R is bilinear for all t ∈ [0, T ];
b) a(·, v, w) : [0, T ] → R is measurable for all v,w ∈ U ;
c) |a(t, v, w)| ≤M‖v‖U‖w‖U for a.e. t ∈ (0, T ) and for all v,w ∈ U (we take M ≥ 1 for the

sake of simplicity);
d) a(t, v, v) ≥ α‖v‖2U for all t ∈ [0, T ], v ∈ U and some α > 0.

Let Φ : H → H be a linear contraction (which means that ‖Φv‖H ≤ ‖v‖H for all v ∈ H). In
the centre of this article is the following problem. Given f ∈ V ′, ξ0 ∈ H,

(3.6) find u ∈W such that u′ +Au = f and u(0) −Φu(T ) = ξ0.



12 W. ARENDT, I. CHALENDAR, AND R. EYMARD

Theorem 3.3. For all f ∈ V ′, ξ0 ∈ H, Problem (3.6) has a unique solution.

For Φ = 0, Problem (3.6) is an initial value problem whose well-posedness is due to J-L. Lions
[14, Théorème 1.1 p.46], see also [18, III Proposition 2.3 p.112] or [8, XVIII.3 Théorème 2]. For
Φ = Id, ξ0 = 0, we find time-periodic boundary conditions. If Φ is an arbitrary contraction and
a is symmetric, then Theorem 3.3 is proved in [18, II. Proposition 2.3], where selfadjointness is
used in an essential way. The general case has been proved recently in [2] in the framework of a
theory of derivations. We obtain another proof as a byproduct of our estimates which we give
in Section 4.4.

Example 3.4. The following example is the prototype of parabolic problems:

• The considered steady problem is the homogeneous Dirichlet problem, which corresponds
to U = H1

0 (Ω), where Ω ⊂ R
d is an open bounded set, and ‖u‖U = ‖∇u‖L2(Ω)d .

• a(t, ·, ·) : U × U → R is defined by a(t, u, v) =
∫
Ω ∇u(x) · ∇v(x)dx.

• We let H = L2(Ω).
• If Φ = 0 is selected, then the above hypotheses on the form a hold with M = α = 1.

Remark 3.5. The coercivity condition d) may be replaced by the more general condition

d’) a(t, v, v) + λ‖v‖2H ≥ α‖v‖2U for all v ∈ U and all t ∈ [0, T ],

where λ ≥ 0 and α > 0 are fixed constants. In that case, we have to assume that ‖Φ‖ ≤ e−λT .

In fact, the following rescaling allows one to reduce the problem to the case λ = 0: let Φ̃ = eλTΦ,
ã(t, u, v) = a(t, u, v) + λ〈u, v〉H . Then condition d) is verified for ã. Let f ∈ V ′. Define

f̃ by f̃(t) = e−λtf(t). Then by Theorem 3.3 there exists a unique ũ such that ũ′ + Ãũ =

f̃ and ũ(0)− Φ̃ũ(T ) = ξ0, where Ãv = Av+λv, v ∈ V . Let u(t) = eλtũ(t). Then u is the unique
solution of Problem (3.6).

The purpose of this article is to define finite dimensional approximations of Problem (3.6) whose
solutions converge to the solution of (3.6). In the case Φ = 0 a semi-discretization (i.e. a mere
discretization in the space U and not in time) is given in [8]. Our point is to discretize the time
and space variables simultaneously.

3.2. Formulation in an extended framework. In order to define a discrete approximation
it will be convenient to give an equivalent variational formulation of Problem (3.6).
We denote by B([0, T ];H) the space of all bounded functions from [0, T ] to H and we define the
space

(3.7) G = B([0, T ];H) ∩ V = {w ∈ B([0, T ];H) : w(t) ∈ U for a.e. t ∈ (0, T ),

t 7→ w(t) is measurable from (0, T ) → U and

∫ T

0
‖w(t)‖2Udt <∞}

Lemma 3.6. G is a Banach space equipped with the norm

(3.8) ‖w‖2G = sup
t∈[0,T ]

‖w(t)‖2H + ‖w‖2V .

Proof. Let (un) be a Cauchy sequence in G. Then there exists u ∈ B([0, T ];H) such that
un(t) → u(t) in H uniformly on [0, T ]. Since the sequence (un) is a Cauchy sequence in V , there
exists v ∈ V such that un → v in V . Consequently, there exists a subsequence of (un) converging
almost everywhere to v in U . This shows that u ∈ G, u = v a.e. and that ‖u − un‖G → 0 as
n→ ∞. �
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Notice that W ⊂ G.
Let us introduce the following spaces:

• We define

(3.9) Z = V ′ ×G and Y = V ×H,

with norms ‖(z1, z2)‖2Z := ‖z1‖2V ′ + ‖z2‖2G and ‖(y1, y2)‖2Y := ‖y1‖2V + ‖y2‖2H .
• We define the space X ⊂ Z by

(3.10) X = {(u′, u) ∈ Z, u ∈W}.
• We define the form b : Z × Y → R by

(3.11) b((z1, z2), (y1, y2)) = 〈z1 +Az2, y1〉V ′,V + 〈z2(0)− Φz2(T ), y2〉H
for all (z1, z2) ∈ Z and (y1, y2) ∈ Y.

Since, for any (z1, z2) ∈ Z and (y1, y2) ∈ Y , we have

|b((z1, z2), (y1, y2))| ≤ ‖z1 +Az2‖V ′‖y1‖V + ‖z2(0)− Φz2(T )‖H‖y2‖H ,
we get

|b((z1, z2), (y1, y2)))| ≤
(
(‖z1‖V ′ +M‖z2‖V )2 + (‖z2(0)‖H + ‖z2(T )‖H)2

)1/2
‖(y1, y2)‖Y ,

which yields, since M ≥ 1,

|b(z, y)| ≤ 2M‖z‖Z‖y‖Y .
• We define L : Y → R by

(3.12) L(y) = 〈f, y1〉V ′,V + 〈ξ0, y2〉H for all (y1, y2) ∈ Y,

where f ∈ V ′, ξ0 ∈ H are the given data in Problem 3.6.

We then observe that Problem (3.6) is equivalent to the variational problem:

(3.13) find x̂ = (u′, u) ∈ X such that b(x̂, y) = L(y) for all y ∈ Y.

Defining suitable finite dimensional subspaces Xn of Z and Yn of Y we will obtain the Euler
scheme in Section 4 and the discontinuous Galerkin scheme in Section 5. In these sections it is
proved that X ⊂ lim

n→∞
Xn (see Theorems 4.13 and 5.11). Note that X ⊂ lim

n→∞
Xn and the BNB

condition imply the inf-sup condition (2.6) by Lemma 2.10. Nonetheless the inf-sup condition
could also be proved using Lemma A.3.
In order to apply Theorem 2.12, it is also important to check that X is a closed space and fulfills
Condition (2.14) which we do in the following lemma.

Lemma 3.7. The space X defined by (3.10) and (3.9) is a closed subspace of Z and fulfills
Condition (2.14) with respect to the bilinear form b.

Proof. Let (wn)n∈N be a sequence of elements of W such that (w′
n)n∈N and (wn)n∈N are con-

verging sequences in V ′ and G to some functions r ∈ V ′ and w ∈ G, respectively. Then for all
v ∈ C1

c ((0, T );U), we have

〈w′
n, v〉V ′,V = −〈v′, wn〉H for all n ∈ N.
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Letting n→ ∞ in the above relation, we get, since the convergence in G implies that in V and
therefore that in H,

〈r, v〉V ′,V = −〈v′, w〉H.
Using (3.2)-(3.3) we deduce that w ∈W and r = w′. We have shown that X is closed.

Turning to the proof of (2.14), let y := (w, z) ∈ Y = V ×H such that

b(x, y) = 0 for all x ∈ X.

Let us prove that y = 0. In view of the definitions (3.10) of X and (3.11) of b, the preceding
relation means that

〈v′ +Av,w〉V ′,V + 〈v(0) − Φv(T )), z〉H = 0 for all v ∈W.

We first take v = r ∈ C1
c (]0, T [;U). Then we obtain

〈r′, w〉V ′,V = 〈r′, w〉H = −〈Ar, w〉V ′,V = −〈A∗w, r〉V ′,V .

In view of the definitions (3.2) of W and (3.3) of w′, this shows that w′ ∈ V ′ with w′ = A∗w.
Hence w ∈W . By Lemma 3.1 we get

〈v′, w〉V ′,V = −〈w′, v〉V ′,V + 〈w(T ), v(T )〉H − 〈w(0), v(0)〉H .
Then

〈w(T ), v(T )〉H − 〈w(0), v(0)〉H + 〈v(0) − Φv(T ), z〉H = 0 for all v ∈W,

which means that

〈w(T )− Φ∗z, v(T )〉H + 〈z − w(0), v(0)〉H = 0 for all v ∈W.

Lemma 3.2 implies that z = w(0) and w(T ) = Φ∗w(0). Hence, since w′ −A∗w = 0, we get

1

2
(‖Φ∗w(0)‖2H − ‖w(0)‖2H )− 〈A∗w,w〉V ′,V = 〈w′ −A∗w,w〉V ′,V = 0.

The coercivity property 〈A∗w,w〉V ′,V ≥ α‖w‖2V and the property ‖Φ‖ ≤ 1 imply w = 0, and
therefore z = w(0) = 0.
This finishes the proof of Condition (2.14). �

4. Euler time-space approximation

In this section we keep the framework of Section 3. In particular, Φ : H → H is linear and
‖Φ‖ ≤ 1. Moreover, f ∈ V ′ = L2(0, T ;U ′) and ξ0 ∈ H are given.
The aim of this section is to define a finite dimensional approximation of Problem (3.6) and to
show that it fits into the framework of Section 2.

4.1. Description of the Euler schemes. Let Un be a finite dimensional subspace of U . For
the moment, the lower index n is fixed and used for designing a fixed finite dimensional space.
Let N ∈ N \ {0} and define k = T

N . For all m = 0, . . . , N − 1, A(m) : Un → Un denotes the
coercive linear operator given by

〈A(m)u, v〉U =
1

k

∫ (m+1)k

mk
a(t, u, v)dt for all u, v ∈ Un

and f (m) ∈ U ′ is defined by

f (m) =
1

k

∫ (m+1)k

mk
f(t)dt.
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The explicit Euler scheme consists in seeking N +1 elements of Un, denoted by (w(m))m=0,...,N ,
such that

(4.1) 〈w(0) − Φw(N), u〉H = 〈ξ0, u〉H for all u ∈ Un

and
(4.2)

〈w
(m+1) − w(m)

k
, u〉H + 〈A(m)w(m), u〉U = 〈f (m), u〉U ′,U for all m = 0, . . . , N − 1 and u ∈ Un.

Note that, if Φ ≡ 0, the scheme is the usual explicit scheme, and the existence of a solution
to (4.2) is clear. In the general case, a linear system involving w(N) must be solved, and its
invertibility is proved by Theorem 4.3, under a condition on k. The invertibility of this system
is not true in general (consider the case H = U , N = 1, A(0) = 2Id, k = T = 1, Φ = −Id).

The implicit Euler scheme consists in seeking N +1 elements of Un, denoted by (w(m))m=0,...,N ,
such that (4.1) holds and
(4.3)

〈w
(m+1) − w(m)

k
, u〉H + 〈A(m)w(m+1), u〉U = 〈f (m), u〉U ′,U for all m = 0, . . . , N − 1 and u ∈ Un.

Both schemes are therefore particular cases of the so-called θ−scheme, given by (4.1) and, for a
given θ ∈ [0, 1],

(4.4) 〈w
(m+1) − w(m)

k
, u〉H + 〈A(m)(θw(m+1) + (1− θ)w(m)), u〉U = 〈f (m), u〉U ′,U

for all m = 0, . . . , N − 1 and u ∈ Un.
The case θ = 0 gives the explicit Euler scheme, the case θ = 1 gives the implicit Euler scheme,
and the case θ = 1

2 leads to the Crank-Nicolson scheme.

In the following, we will associate to each (w(m))m=0,...,N a step function and its discrete de-
rivative, and we will show that this discrete solution approximates in Z (defined in (3.9)) the
solution of Problem (3.13) (i.e. the variational formulation of Problem (3.6)). For this purpose,
we now define the space Wn ⊂ G (see (3.7)) of all functions w : [0, T ] → Un for which there
exist N + 1 elements of Un, denoted by (w(m))m=0,...,N , such that

(4.5) w(t) = θw(m+1) + (1− θ)w(m) for all t ∈ (mk, (m+ 1)k), for all m = 0, . . . , N − 1

and w(mk) = w(m) for all m = 0, . . . , N.

We observe that the space Wn is isomorphic to UN+1
n .

Each element ofWn defines a unique element of V , but this identification is not injective, because
of the initial or the final values. To keep the notation simple, we do not distinguish the notation
for the everywhere defined w ∈ Wn and the element of Vn ⊂ V it defines, where Vn is the
subspace of V defined by

(4.6) Vn := {v : (0, T ) → Un := v is constant on (mk, (m + 1)k) for each m = 0, · · · , N − 1}.
We define the discrete derivative of w ∈Wn as follows:

(4.7) ∂w(t) =
w(m+1) − w(m)

k
, t ∈ (mk, (m+ 1)k) for all m = 0, . . . , N − 1.
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But we will have to define this discrete derivative as an element of V ′ in an unusual way. Let us
denote by P Vn the orthogonal projection on Vn in V . Note that this can be explicitely written
in the following way:

(4.8) P Vn v(t) =
1

k

∫ (m+1)k

mk
PUn v(s)ds, t ∈ (mk, (m + 1)) for all v ∈ V,

where PUn denotes the orthogonal projection on Un in U . We now define the discrete derivative

of an element w ∈Wn as an element ∂̂w of V ′ in the following way:

(4.9) 〈∂̂w, v〉V ′,V = 〈∂w,P Vn v〉H for all v ∈ V.
Using (4.8), one can check that

〈∂̂w, v〉V ′,V =

∫ T

0
〈∂w(t), PUn v(t)〉Hdt for all w ∈Wn, v ∈ V.

Note that ∂̂w is different from ∂w seen as an element of V ′ through the embedding of H in V ′,
but that we have

〈∂̂w, v〉V ′,V = 〈∂w, v〉H for all w, v ∈Wn,

as well as

(4.10) ‖∂̂w‖V ′ = sup
v∈V,‖v‖V =1

〈∂w,P Vn v〉H = sup
v∈Vn,‖v‖V =1

〈∂w, v〉H for all w ∈Wn.

The definition (4.9) of ∂̂ will imply Condition (A.11) in Lemma A.3. This in turn will be used
to establish the BNB condition.
In order to put this setting into the framework of Sections 2 and 3, we define the space Xn ⊂
Z := V ′ ×G by

(4.11) Xn = {(∂̂w,w) : w ∈Wn}.
The mapping Wn → Xn, w 7→ (∂̂w,w) is then bijective. We now define the space Yn ⊂ Y :=
V ×H by

(4.12) Yn = Vn × Un.

Then Yn has the same dimension dim(Un)
N+1 as Wn and Xn.

We recall that the bilinear form b : Z × Y → R is defined by (3.11) and L : Y → R is defined
by (3.12).

Lemma 4.1. Let (w(m))m=0,...,N be a sequence of elements of Un. Let w ∈Wn be given by (4.5).

Let x = (∂̂w,w). The following assertions are equivalent:

(i) The family (w(m))m=0,...,N satisfies (4.1) and (4.4).
(ii) The element x is solution of the following problem:

(4.13) find x ∈ Xn such that b(x, y) = L(y) for all y ∈ Yn.

Proof. (i)=⇒(ii).

Let y := (v, z) ∈ Yn, with v ∈ Vn defined from the constant values (v(m))m=1,...,N . Letting

u = kv(m) in (4.2) and u = z in (4.1), adding the result provides (4.13).
(ii)=⇒(i).
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For u ∈ Un, we select y := (v, z) ∈ Yn, with v ∈ Vn defined from (v(m))m=0,...,N with v(m) = 0

for m = 0, . . . N − 1 and z = u in (4.13). We recover (4.1). Now selecting z = 0 and v(m) = u

for any m = 0, . . . , N − 1, v(m
′) = 0 for m′ 6= m, we recover (4.4).

�

It is remarkable that the continuous problem is obtained by injecting W in Z, and the discrete
problem by injecting Wn into Z. This will allow us to use the results of Section 2. For that we
have to establish the BNB condition (2.5).

4.2. The BNB condition. We keep the setting of Subsection 4.1. An important remark is the
following: since all norms are equivalent in finite dimensional spaces, there exists a constant µn
such that

(4.14) ‖u‖U ≤ µn‖u‖H for all u ∈ Un.

We choose the best constant; that is, µn = max{ ‖u‖U
‖u‖H

: u ∈ Un \ {0}}.
One should be aware that µn strongly depends on Un, and generally tends to infinity as Un
approximates U (in the case of a standard elliptic problem, and in the case where h is a mesh
size, then µn behaves as 1/h, see [11, Remark 1.143 p.77]).
But recall that, for the moment, Un is fixed.
Let us show the following preliminary lemma.

Lemma 4.2. The following holds.

(4.15) ‖∂w‖H ≤ kµn‖∂̂w‖V ′ for all w ∈Wn.

Proof. Let v ∈ Vn with v(m) = w(m+1) − w(m), m = 0, . . . , N − 1. Then

N−1∑

m=0

k‖w(m+1) − w(m)‖2H = k〈∂̂w, v〉V ′,V ≤ k‖∂̂w‖V ′‖v‖V

≤ k2µ2n
2

‖∂̂w‖2V ′ +
1

2µ2n
‖v‖2V

≤ kµ2n
2

‖∂̂w‖2V ′ +
1

2

N−1∑

m=0

k‖w(m+1) − w(m)‖2H .

This yields

(4.16)

N−1∑

m=0

k‖w(m+1) − w(m)‖2H ≤ k2µ2n‖∂̂w‖2V ′ ,

which yields (4.15). �

We now state and prove the BNB property for this scheme under a CFL-condition. This type
of condition had at first been introduced by Courant, Friedrichs and Lewy in [7]. If µn ≤ const
n (as for the finite element method with h = 1/n), then it says that N ≥const·n2. Recall that
b : Z × Y → R is the form defined by (3.11) where Z = V ′ × G, Y = V ×H with the natural
norms. The subspaces Xn of Z and Yn are given by (4.11) and (4.12). In the following key
lemma the essential hypothesis is that the time step k = T

N is small enough. Recall that µn is
the constant of (4.14).
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Lemma 4.3. Let θ ∈ [0, 12). There exists a constant β ∈ (0, 2M ], only depending on α, M , T ,
θ and CH , such that the following holds. If N is so large that

(4.17) k ≤ α2

24µ2nM
3(12 − θ)

,

then

(4.18) sup
y∈Yn

‖y‖Y =1

b(x, y) ≥ β‖x‖Z for all x ∈ Xn.

Proof. We have, for 0 ≤ m < m′ ≤ N ,

(4.19)

∫ m′k

mk
〈∂w(t), w(t)〉Hdt =

m′−1∑

p=m

k〈w
(p+1) − w(p)

k
, θw(p+1) + (1− θ)w(p)〉H

=
1

2
‖w(m′)‖2H + (θ − 1

2
)
m′−1∑

p=m

‖w(p+1) −w(p)‖2H − 1

2
‖w(m)‖2H .

Letting m′ = N in the previous equation provides

1

2
‖w(T )‖2H + ‖∂̂w‖V ′‖w‖V ≥ 1

2
‖w(m)‖2H for m = 0, . . . , N.

Using the Young inequality and the triangle inequality, this gives

(4.20) sup
t∈[0,T ]

‖w(t)‖H ≤
(
‖∂̂w‖2V ′ + ‖w‖2V + ‖w(T )‖2H

)1/2
for all w ∈Wn.

From (4.19), we get, letting m = 0 and m′ = N ,

1

2
(‖w(T )‖2H − ‖w(0)‖2H ) = 〈∂̂w,w〉V ′,V + (

1

2
− θ)

N−1∑

p=0

‖w(p+1) − w(p)‖2H ,

and therefore, applying (4.15) in Lemma 4.2,

1

2
(‖w(T )‖2H − ‖w(0)‖2H ) ≤ 〈∂̂w,w〉V ′,V + (

1

2
− θ)kµ2n‖∂̂w‖2V ′ .

Now using assumption (4.17), we obtain

(4.21)
1

2
(‖w(T )‖2H − ‖w(0)‖2H ) ≤ 〈∂̂w,w〉V ′,V +

α2

24M3
‖∂̂w‖2V ′ .

Letting m = 0 in (4.19), we obtain

k

2
‖w(m′)‖2H + k‖∂̂w‖V ′‖w‖V ≥ k

2
‖w(0)‖2H for m′ = 0, . . . , N.

Summing the preceding equation on m′ = 0, . . . , N − 1 and multiplying by 2, we get

k

N−1∑

m′=0

‖w(m′)‖2H + 2T‖∂̂w‖V ′‖w‖V ≥ T‖w(0)‖2H .
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We now remark that

‖w‖2H =

N−1∑

m=0

k‖θw(m+1) + (1− θ)w(m)‖2H

≥ (1− 2θ)2
N−1∑

m=0

k‖w(m)‖2H + θ(1− 2θ)k(‖w(0)‖2H − ‖w(T )‖2H ).

The two preceding relations give

C2
H

(1− 2θ)2
‖w‖2V +

θ

1− 2θ
k(‖w(T )‖2H − ‖w(0)‖2H ) + T (‖∂̂w‖2V ′ + ‖w‖2V ) ≥ T‖w(0)‖2H .

Using (4.21) and k ≤ T , we deduce

C2
H

(1− 2θ)2
‖w‖2V +

θ

1− 2θ
T
(
2〈∂̂w,w〉V ′,V +

α2

12M3
‖∂̂w‖2V ′

)
+T (‖∂̂w‖2V ′+‖w‖2V ) ≥ T‖w(0)‖2H .

This leads to the existence of C1 > 0, only depending on T , CH , α, θ and M such that

α2

24M3
(‖∂̂w‖2V ′ + ‖w‖2V ) ≥ C1‖w(0)‖2H .

In addition to (4.21), we obtain

〈∂̂w,w〉V ′,V +
α2

12M3
(‖w‖2V + ‖∂̂w‖2V ′) ≥ 1

2
(‖w(T )‖2H − ‖w(0)‖2H ) + C1‖w(0)‖2H ,

for all w ∈Wn.

We then obtain (A.12) with ω = 1
2 and δ = min(12 , C1) (note that ω and δ only depend on α,

M , T , θ and CH). We can now apply Lemma A.3, letting X̂ = {(∂̂w,w,w(0), w(T )) : w ∈Wn},
since the quantities X̂i defined in the lemma satisfy X̂2 = Vn and X̂3 = Un. We get the existence

of β̂, only depending on α, M , T , θ and CH , such that

sup
y∈Yn

‖y‖Y =1

b((∂̂w,w), y) ≥ β̂
(
‖∂̂w‖2V ′ + ‖w‖2V + ‖w(0)‖2H + ‖w(T )‖2H

)1/2
for all w ∈Wn.

Using (4.20) we obtain β (with the same dependencies) such that (4.18) holds. �

Lemma 4.4. Let θ = 1
2 . Then there exists β > 0 such that

(4.22) sup
y∈Yn

‖y‖Y =1

b(x, y) ≥ β‖x‖Z for all x ∈ Xn.

with the following dependencies.
Case ‖Φ‖ < 1.
Then β may be chosen only depending on T , α, M and ‖Φ‖.
Case ‖Φ‖ = 1.
Assuming that kµn ≤ C, for some given C > 0. Then β may be chosen only depending on α,
M , T and C.
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Proof. We have, for 0 ≤ m < m′ ≤ N ,

(4.23)

∫ m′k

mk
〈∂w(t), w(t)〉Hdt =

m′−1∑

p=m

k〈w
(p+1) − w(p)

k
,
1

2
(w(p+1) + w(p))〉H

=
1

2
‖w(m′)‖2H − 1

2
‖w(m)‖2H .

Letting m = 0 in the previous equation yields

1

2
‖w(m′)‖2H ≤ ‖∂̂w‖V ′‖w‖V +

1

2
‖w(0)‖2H for m′ = 0, . . . , N.

Using the Young inequality and ‖1
2(a+b)‖ ≤ max(‖a‖, ‖b‖), and recalling that w(t) = 1

2(w
(m′)+

w(m′+1)) for some m′ ∈ {0, · · · , N}, we find

(4.24) sup
t∈[0,T ]

‖w(t)‖H ≤
(
‖∂̂w‖2V ′ + ‖w‖2V + ‖w(0)‖2H

)1/2
for all w ∈Wn.

From (4.23), we get, letting m = 0 and m′ = N ,

(4.25)
1

2
(‖w(T )‖2H − ‖w(0)‖2H ) = 〈∂̂w,w〉V ′,V .

Case ‖Φ‖ < 1.
We deduce from (4.25) that

〈∂̂w,w〉V ′,V +
α2

12M3
(‖w‖2V + ‖∂̂w‖2V ′) ≥ 1

2
‖w(T )‖2H − 1

2
‖w(0)‖2H , for all w ∈Wn.

We then obtain (A.12) with ω = 1
2 and δ = 1

2(1 − ‖Φ‖2) (note that ω and δ only depend on

‖Φ‖). We can now apply Lemma A.3, letting X̂ = {(∂̂w,w,w(0), w(T )) : w ∈ Wn}, since the

quantities X̂i defined in the lemma satisfy X̂2 = Vn and X̂3 = Un. We get the existence of β̂,
only depending on α, M and ‖Φ‖, such that

sup
y∈Yn

‖y‖Y =1

b((∂̂w,w), y) ≥ β̂
(
‖∂̂w‖2V ′ + ‖w‖2V + ‖w(0)‖2H + ‖w(T )‖2H

)1/2
for all w ∈Wn.

Using (4.24) we obtain β > 0 only depending on T , α, M and ‖Φ‖ such that (4.22) holds.
Case ‖Φ‖ = 1.
Letting m′ = N in (4.23), we obtain

k

2
‖w(T )‖2H ≤ k‖∂̂w‖V ′‖w‖V +

k

2
‖w(m)‖2H for m = 0, . . . , N.

Summing the preceding equation on m = 1, . . . , N and multiplying by 2, we get

T‖w(T )‖2H ≤ T‖∂̂w‖2V ′ + T‖w‖2V + k
N∑

m=1

‖w(m)‖2H .

We now remark that, using w(m+1) = 1
2(w

(m+1) + w(m)) + 1
2 (w

(m+1) − w(m)),

k

N∑

m=1

‖w(m)‖2H ≤ 2‖w‖2H +
k

2

N−1∑

m=0

‖w(m+1) − w(m)‖2H .
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We obtain, applying (4.15) in Lemma 4.2,

k

N∑

m=1

‖w(m)‖2H ≤ 2‖w‖2H +
1

2
k2µ2n‖∂̂w‖2V ′ .

We thus obtain

T‖w(T )‖2H ≤ (T +
1

2
k2µ2n)‖∂̂w‖2V ′ + T‖w‖2V .

Using kµn ≤ C, we get

T‖w(T )‖2H ≤ (T +
1

2
C2)‖∂̂w‖2V ′ + T‖w‖2V .

This leads to the existence of C2 > 0, only depending on T , α, C and M such that

α2

12M3
(‖∂̂w‖2V ′ + ‖w‖2V ) ≥ C2‖w(T )‖2H .

In addition to (4.25), we obtain

〈∂̂w,w〉V ′,V +
α2

12M3
(‖w‖2V + ‖∂̂w‖2V ′) ≥ (

1

2
+ C2)‖w(T )‖2H − 1

2
‖w(0)‖2H , for all w ∈Wn.

We then obtain (A.12) with ω = 1
2 +C2 and δ = C2 (note that ω and δ only depend on α, M , T ,

C and CH). We can now apply Lemma A.3, letting X̂ = {(∂̂w,w,w(0), w(T )) : w ∈Wn}, since
the quantities X̂i defined in the lemma satisfy X̂2 = Vn and X̂3 = Un. We get the existence of

β̂, only depending on α, M and T such that

sup
y∈Yn

‖y‖Y =1

b((∂̂w,w), y) ≥ β̂
(
‖∂̂w‖2V ′ + ‖w‖2V + ‖w(0)‖2H + ‖w(T )‖2H

)1/2
for all w ∈Wn.

Using (4.24) we obtain β (with the same dependencies) such that (4.22) holds.
�

Remark 4.5. We cannot expect a BNB condition if θ = 1
2 and ‖Φ‖ = 1 without further

assumptions. In fact, if θ = 1
2 and ‖Φ‖ = 1, a BNB condition implies a CFL condition. Indeed,

let Φ = Id, T = 1, N 6= 0 an even integer. Let u ∈ Un and let w(m) = (−1)mku. Define w ∈Wn

by (4.5). Since Φw(T ) = w(0) and w(t) = 0 for a.e. t, we seek (y, z) ∈ Yn with ‖(y, z)‖Y = 1

providing the maximum value for b((∂̂w,w), (y, z). We have

b((∂̂w,w), (y, z)) =
N−1∑

m=0

k〈(−1)m+12u, y(m)〉H .

The maximum value is obtained for y(m) = (−1)m+1αu and z = 0 where α = 1/‖u‖U . Then

b((∂̂w,w), (y, z)) =

N−1∑

m=0

k〈(−1)m+12u, y(m)〉H = 2
‖u‖2H
‖u‖U

.

The inequality

β sup
t∈[0,T ]

‖w(t)‖H = βk‖u‖H ≤ 2
‖u‖2H
‖u‖U
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implies

βk‖u‖H ≤ 2
‖u‖2H
‖u‖U

.

Then we deduce that

kµn ≤ 2

β
.

Thus, the condition considered in Lemma 4.4 in the case ‖Φ‖ = 1 is fulfilled for C = 2
β .

Lemma 4.6. Let θ ∈ (12 , 1]. There exists a constant β > 0, only depending on α, M , T , θ and
CH , such that

(4.26) sup
y∈Yn

‖y‖Y =1

b(x, y) ≥ β‖x‖Z for all x ∈ Xn.

Proof. We have, for 0 ≤ m < m′ ≤ N ,

(4.27)

∫ m′k

mk
〈∂w(t), w(t)〉Hdt =

m′−1∑

p=m

k〈w
(p+1) − w(p)

k
, θw(p+1) + (1− θ)w(p)〉H

=
1

2
‖w(m′)‖2H + (θ − 1

2
)

m′−1∑

p=m

‖w(p+1) −w(p)‖2H − 1

2
‖w(m)‖2H .

Letting m = 0 in the previous equation provides, since θ ≥ 1
2 ,

1

2
‖w(m′)‖2H ≤ ‖∂̂w‖V ′‖w‖V +

1

2
‖w(0)‖2H for m′ = 0, . . . , N.

Using the Young and the triangle inequalities, this gives

(4.28) sup
t∈[0,T ]

‖w(t)‖H ≤
(
‖∂̂w‖2V ′ + ‖w‖2V + ‖w(0)‖2H

)1/2
for all w ∈Wn.

From (4.27), we get, letting m = 0 and m′ = N ,

(4.29)
1

2
(‖w(T )‖2H − ‖w(0)‖2H ) ≤ 〈∂̂w,w〉V ′,V .

We notice that, in the case ‖Φ‖ < 1 we could conclude as in the proof of Lemma 4.4. But our
aim is to handle the general case ‖Φ‖ ≤ 1.
Letting m′ = N in (4.27), we obtain

k

2
‖w(T )‖2H ≤ k‖∂̂w‖V ′‖w‖V +

k

2
‖w(m)‖2H for m = 0, . . . , N.

Summing the preceding equation on m = 1, . . . , N and multiplying by 2, we get

T‖w(T )‖2H ≤ 2T‖∂̂w‖V ′‖w‖V + k

N∑

m=1

‖w(m)‖2H .
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We again remark that

‖w‖2H =

N−1∑

m=0

k‖θw(m+1) + (1− θ)w(m)‖2H

≥ (2θ − 1)2
N∑

m=1

k‖w(m)‖2H + (1− θ)(2θ − 1)k(‖w(T )‖2H − ‖w(0)‖2H ).

The two preceding relations give

C2
H

(2θ − 1)2
‖w‖2V + T (‖∂̂w‖2V ′ + ‖w‖2V ) ≥ (T +

1− θ

2θ − 1
k)‖w(T )‖2H − 1− θ

2θ − 1
k‖w(0)‖2H .

This leads to the existence of C3 > 0, only depending on T , CH , α and M such that

α2

12M3
(‖∂̂w‖2V ′ + ‖w‖2V ) ≥ C3

(
(1 +

1− θ

2θ − 1

k

T
)‖w(T )‖2H − 1− θ

2θ − 1

k

T
‖w(0)‖2H

)
.

In addition to (4.21), we obtain

〈∂̂w,w〉V ′,V +
α2

12M3
(‖w‖2V + ‖∂̂w‖2V ′) ≥ µ‖w(T )‖2H − ν‖w(0)‖2H , for all w ∈Wn,

with

µ =
1

2
+ C3(1 +

1− θ

2θ − 1

k

T
) and ν =

1

2
+ C3

1− θ

2θ − 1

k

T
.

We then obtain (A.12) with ω = 1
2+C3(1+

1−θ
2θ−1 ) and δ = C3 (note that ω and δ only depend on α,

M , T , θ and CH). We can now apply Lemma A.3, letting X̂ = {(∂̂w,w,w(0), w(T )) : w ∈Wn},
since the quantities X̂i defined in the lemma satisfy Yn = X̂2 × X̂3. We get the existence of β̂,
only depending on α, M , T , θ and CH , such that

sup
y∈Yn

‖y‖Y =1

b((∂̂w,w), y) ≥ β̂
(
‖∂̂w‖2V ′ + ‖w‖2V + ‖w(0)‖2H + ‖w(T )‖2H

)1/2
for all w ∈Wn.

Using (4.28) we obtain the constant β (with the same dependencies) such that (4.26) holds.
�

Remark 4.7.

(a) Note that β does not depend on N or on Un. This will be important when we discuss
convergence.

(b) Of course in the three previous lemmas establishing the BNB-condition, there exists an
optimal β > 0. Since the continuity constant of b is 2M , an upper limit of β is 2M .

4.3. Conclusion: optimal error estimate. We now obtain the following error estimate for a
solution u of Problem (3.6). Only later we will deduce from our estimates that a unique solution
of (3.6) exists.

Theorem 4.8. Let θ ∈ [0,+∞) be given. Let Un ⊂ U be a finite dimensional subspace of U and
let N ∈ N. In the case where θ ∈ [0, 12) assume that N is so large that the CFL-condition (4.17)
is satisfied.
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Then for each f ∈ V ′ and ξ0 ∈ H, the θ−scheme (4.4) has a unique solution to which we
associate the step-function wn ∈Wn via (4.5). Moreover, there exists β > 0 such that

(4.30)
(
‖u′ − ∂̂wn‖2V ′ + ‖u− wn‖2V + sup

t∈[0,T ]
‖u(t)− wn(t)‖2H

)1/2
≤

(1 +
2M

β
) inf{

(
‖u′ − ∂̂w‖2V ′ + ‖u− w‖2V + sup

t∈[0,T ]
‖u(t)− w(t)‖2H

)1/2
: w ∈Wn},

where u is a solution of (3.6). The constant β > 0 may be chosen depending only on

a) θ, M , α, T and CH if 0 ≤ θ < 1
2 ,

b) M , α, T and C if θ = 1
2 and ‖Φ‖ = 1 where C > 0 is a constant such that kµn ≤ C,

c) M , α, T and ‖Φ‖ if θ = 1
2 and ‖Φ‖ < 1,

d) θ, M , α, T and CH if 1
2 < θ ≤ 1.

Proof. Recall the definitions of Z and Y given in Section 3.2. Choose β > 0, as given by Lemma
4.3 in the case θ ∈ [0, 12), by Lemma 4.4 in the case θ = 1

2 and by Lemma 4.6 for θ ≥ 1
2 . Thus

b satisfies the BNB-condition (2.5). Since dimXn = dimYn < ∞, Problem (4.13) has a unique

solution wn ∈ Wn, where wn is given via (4.5) from (w(m))m=0,...,N ⊂ Un satisfying (4.1) and
(4.4), see Lemma 4.1. Recall from (3.11) that the continuity constant of b is 2M .
Recalling that

|(z1, z2)‖Z =
(
‖z1‖2V ′ + ‖z2‖2V + sup

t∈[0,T ]
‖z2(t)‖2H

)1/2
,

we see that Lemma 2.11 implies (4.30). �

4.4. Interpolation results. In this subsection we estimate the distance in Z of a given function
w ∈W from Wn (recall that Wn is not a subspace of W ).
Let θ ∈ [0, 1] be given.
For any w ∈ H1(0, T ;U), we define an interpolation of w in Wn by

(4.31) wn ∈Wn defined by (4.5) using the sequence (PUn w(mk))m=0,...,N ,

where we recall that we denote by PUn : U → Un the orthogonal projection on Un in U . Let
δn : V → [0,+∞) be defined by

(4.32) δn(v) := ‖v − PUn ◦ v‖V =

(∫ T

0
‖v(t)− PUn v(t)‖2Udt

)1/2

for all v ∈ V.

We start by a simple lemma whose proof can be omitted.

Lemma 4.9. Let RU : U ′ → U (resp. RV : V ′ → V ) be the Riesz isomorphism, given by
〈r, u〉U ′,U = 〈RUr, u〉U for all (r, u) ∈ U ′×U (resp. 〈f, v〉V ′,V = 〈RV f, v〉V for all (f, v) ∈ V ′×V ).
Then

〈RV f, v〉V =

∫ T

0
〈RUf(t), v(t)〉Udt.

Using the Gelfand triple embeddings, we have

〈RV w, v〉V = 〈w, v〉H for all v,w ∈ V.

In the case where w ∈ H1(0, T ;U), we have RV w ∈ H1(0, T ;U) with (RV w)′ = RV (w′).

We then have the following lemma.
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Lemma 4.10. Let w ∈ H1(0, T ;U) and let wn ∈Wn be defined by (4.31). Then

‖w − P Vn w‖V ≤ ‖w − wn‖V ≤ δn(w) + k‖w′‖V
Proof. We can write

‖w − wn‖V ≤ ‖w − PUn ◦ w‖V + ‖PUn ◦ w −wn‖V .
We have, for all m = 0, . . . , N − 1 and for a.e. t ∈ (mk, (m+ 1)k),

‖PUn w(t)− wn(t)‖U = ‖PUn w(t) − (1− θ)PUn w(mk) − θPUn w((m+ 1)k)‖U
≤ (1− θ)‖w(t)− w(mk)‖U + θ‖w(t)− w((m+ 1)k)‖U

= (1− θ)‖
∫ t

mk
w′(s)ds‖U + θ‖

∫ (m+1)k

t
w′(s)ds‖U ≤

∫ (m+1)k

mk
‖w′(s)‖Uds.

Note that PUn w(t) − wn(t) = 0 for t = mk and t = (m + 1)k. This yields, owing to the
Cauchy-Schwarz inequality,

‖PUn w(t)− wn(t)‖2U ≤ k

∫ (m+1)k

mk
‖w′(s)‖2Uds,

and therefore ∫ (m+1)k

mk
‖PUn w(t)− wn(t)‖2Udt ≤ k2

∫ (m+1)k

mk
‖w′(s)‖2Uds,

which concludes the proof of the lemma. �

Lemma 4.11. Let w ∈ H2(0, T ;U) and let wn ∈Wn be defined by (4.31). Then

(4.33) ‖w′ − ∂̂wn‖V ′ ≤ δn(R
V w′) + k‖RV w′′‖V +C2

H(δn(w
′) + k‖w′′‖V ).

Proof. Let ŵ′
n ∈ V ′ be defined by

(4.34) 〈ŵ′
n, v〉V ′,V = 〈w′, P Vn v〉V ′,V = 〈w′, P Vn v〉H for all v ∈ V.

We notice that

‖w′ − ∂̂wn‖V ′ ≤ ‖w′ − ŵ′
n‖V ′ + ‖ŵ′

n − ∂̂wn‖V ′ .

We have, for all v ∈ V ,

〈w′ − ŵ′
n, v〉V ′,V = 〈w′, v〉V ′,V − 〈w′, P Vn v〉V ′,V

= 〈RV w′, v〉V − 〈RV w′, P Vn v〉V = 〈RV w′ − P Vn R
V w′, v〉V .

This proves that

‖w′ − ŵ′
n‖V ′ = ‖RV w′ − P Vn R

V w′‖V .
Using Lemma 4.10 with RV w′ instead of w, we get the first two terms of the right-hand-side of
(4.33). We also have that

‖ŵ′
n − ∂̂wn‖V ′ = sup

v∈V,‖v‖V =1
〈ŵ′

n − ∂̂wn, v〉V ′,V

= sup
v∈V,‖v‖V =1

〈w′ − ∂wn, P
V
n v〉H ≤ CH‖w′ − ∂wn‖H.
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Using (4.8), we observe that, for a.e. t ∈ (mk, (m+ 1)k) and all m = 0, . . . , N − 1,

P Vn (w′)(t) =
1

k

∫ (m+1)k

mk
PUn (w′)(s)ds

=
1

k

∫ (m+1)k

mk
(PUn w)

′(s)ds =
PUn w((m+ 1)k) − PUn w(mk)

k
= ∂wn(t).

Therefore, P Vn (w′) = ∂wn, and we get

‖w′ − ∂wn‖H = ‖w′ − P Vn (w′)‖H ≤ CH‖w′ − P Vn (w′)‖V .
We then use Lemma 4.10 with w′ instead of w to conclude the proof. �

Lemma 4.12. Let w ∈ H2(0, T ;U) and let wn ∈Wn be defined by (4.31). Recalling that CT is
introduced in (3.5), we have

sup
t∈[0,T ]

‖wn(t)− w(t)‖H ≤ kCH(
1√
T
‖w′‖V +

√
T‖w′′‖V ) + CT (δn(w) + C2

Hδn(w
′)).

Proof. Let us first compute a preliminary inequality. We observe that, for s, t ∈ [0, T ],

w′(t) = w′(s) +

∫ t

s
w′′(τ)dτ,

which leads to

‖w′(t)‖U ≤ ‖w′(s)‖U +

∫ T

0
‖w′′(τ)‖Udτ.

Integrating with respect to s and using the Cauchy-Schwarz inequality, we obtain

(4.35) sup
t∈[0,T ]

‖w′(t)‖U ≤ 1√
T
‖w′‖V +

√
T‖w′′‖V .

For all t ∈ [0, T ], we have

‖wn(t)− w(t)‖H ≤ ‖wn(t)− PUn w(t)‖H + ‖PUn w(t)− w(t)‖H
≤ CH‖wn(t)− PUn w(t)‖U + ‖PUn w(t)− w(t)‖H .

In the proof of Lemma 4.10, we show that for all m = 0, . . . , N − 1 and all t ∈ [mk, (m + 1)k],
we have

‖PUn w(t)− wn(t)‖U ≤
∫ (m+1)k

mk
‖w′(s)‖Uds.

Using (4.35), we obtain

‖PUn w(t)− wn(t)‖U ≤ k(
1√
T
‖w′‖V +

√
T‖w′′‖V ).

Now, we write, owing to (3.5),

‖PUn w(t)−w(t)‖H ≤ CT (‖PUn ◦w−w‖2V+‖PUn ◦w′−w′‖2V ′)1/2 ≤ CT (‖PUn ◦w−w‖V +‖PUn ◦w′−w′‖V ′).
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We now write

‖PUn ◦ w′ −w′‖V ′ = sup
v∈V,‖v‖V =1

〈PUn ◦ w′ − w′, v〉V ′,V

= sup
v∈V,‖v‖V =1

〈PUn ◦ w′ − w′, v〉H ≤ CH‖PUn ◦ w′ − w′‖H.

We then get that

‖PUn ◦ w′ − w′‖H ≤ CH‖PUn ◦ w′ − w′‖V = CHδn(w
′).

This concludes the proof of the lemma. �

4.5. The convergence result. Using the results of Section 4.4, we first show that we can
approximate each function of W by elements of Wn. For this we now consider a sequence of
finite-dimensional subspaces (Un)n∈N of U such that

lim
n→∞

Un = U.

This is equivalent to saying

lim
n→∞

‖u− PUn u‖U = 0 for all u ∈W,

where PUn denotes the orthogonal projection of U to Un.
For each n ∈ N we let µn be the best constant such that ‖u‖U ≤ µn‖u‖H for all u ∈ Un.
Let Nn ∈ N such that lim

n→∞
Nn = ∞. For each n ∈ N, let kn = T

Nn
be the time step and let

Vn = {v : (0, T ) → Un : v is constant on (mkn, (m+ 1)kn) for m = 0, . . . , Nn − 1}.
The defintion of Wn is given in (4.5).
Recall that W = H1(0, T ;U ′) ∩ V and that the spaces Z, Y , X and Xn are defined by

Z = V ′ ×G and Y = V ×H,

X = {(w′, w) : w ∈W}, Xn = {(∂̂w,w) : w ∈Wn} and

Yn = Vn ×H.

Thus, Xn and X are subspaces of Z and Yn is a subspace of Y . Note that

Xn ∩X = {(0, ξ) : ξ ∈ Un}
is a very small space. Nonetheless we will show that, under the CFL-condition, one has
lim
n→∞

Xn = X . We first prove one inclusion without any further condition.

Theorem 4.13. Let (Nn)n∈N be a sequence of elements of N which tends to infinity. Let w ∈W .
Then there exist wn ∈Wn for all n ∈ N such that

(4.36) ‖w′ − ∂̂wn‖2V ′ + ‖w −wn‖2V + sup
t∈[0,T ]

‖w(t)− wn(t)‖2H → 0 as n→ ∞.

This implies in particular that X ⊂ lim
n→∞

Xn.
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Proof. We use the preceding results, letting θ = 0. Let us first observe that the property

lim
h→0

‖u− PUn u‖U = 0 for all u ∈ U

implies, by Lebesgue’s convergence theorem, that

lim
h→0

δn(v) = lim
h→0

‖v − PUn ◦ v‖V = 0 for all v ∈ V.

Let w ∈ W and let ε > 0. By the proof of [18, III. Proposition 1.2, p. 106] there exists
v ∈ H2(0, T ;U) such that

‖w′ − v′‖V ′ + ‖w − v‖V ≤ ε.

By (3.5) this implies that supt∈[0,T ] ‖w(t) − v(t)‖H ≤ CHε. Let vn ∈ Wn be given from v

via (4.31), which means that vn(t) = PUn v(mkn) on [mkn, (m + 1)kn) for m = 0, . . . , Nn − 1
and vn(T ) = PUn v(T ). Then, by Lemma 4.10, ‖vn − v‖V → 0 as n → ∞. By Lemma 4.11,

lim
n→∞

‖v′ − ∂̂vn‖V ′ = 0 and, by Lemma 4.12, lim
n→∞

sup
t∈[0,T ]

‖v(t)− vn(t)‖H = 0.

Since ε > 0 is arbitrary, the proof is complete.
The preceding proof shows that X ⊂ lim

n→∞
Xn. �

Next we show that the discrete solutions converge to the solution of the continuous problem.
We know that a unique solution of Problem (3.6) exists (see Theorem 3.3 and the comments
after it). But our estimates give also a new proof of this result which we incorporate into the
formulation and the proof of the following theorem. Recall that Φ ∈ L(H) and ‖Φ‖ ≤ 1.

Theorem 4.14. Let f ∈ V ′ and ξ0 ∈ H. Then Problem (3.6) has a unique solution u ∈W .
Let (Nn)n∈N be a sequence of elements of N which tends to infinity such that the following holds.

Case θ ∈ [0, 12). We assume that Condition (4.17) is fulfilled.

Case θ = 1
2 and ‖Φ‖ = 1. We assume that supn∈N

µn
Nn

<∞.

Case θ = 1
2 and ‖Φ‖ < 1. No additional condition is required.

Case θ ∈ (12 , 1]. No additional condition is required.

Then the Euler Scheme (4.1)-(4.4) has a unique solution to which we associate the step function
wn ∈Wn via (4.5). These discrete solutions wn converges to u in the following sense:

(4.37) lim
n→∞

(
‖u′ − ∂̂wn‖V ′ + ‖u− wn‖V + sup

t∈[0,T ]
‖u(t) −wn(t)‖H

)
= 0

Proof. We apply Theorem 2.12 in our situation. There are three hypotheses to be verified.
Lemma 4.3, Lemma 4.4 and Lemma 4.6 give the BNB-estimate (4.18). Lemma 3.7 shows
the dual uniqueness condition (2.14) for X. Finally, Theorem 4.13 shows that X ⊂ lim

n→∞
Xn.

Now Theorem 2.12 asserts that Problem (3.13) has a unique solution, and this is equivalent to
Problem (3.6) having a unique solution. Theorem 2.12 also gives the required convergence of
the Euler scheme. This finishes the proof of the theorem. �

Remark 4.15. In the proof we used Theorem 2.12 which also implies that Y = w-lim
n→∞

Yn. But

in this case, Lemma 4.10 also shows that Y = lim
n→∞

Yn.

Remark 4.16. In the case θ = 1
2 , Φ = Id and T = 1, the conclusion of Theorem 4.14 is false if

sup
n∈N

µn
Nn

= ∞. In fact, let L ∈ Y ′. Using (4.22), for each n ∈ N we find a unique xn ∈ Xn such
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that b(xn, y) = 〈L, y〉Y ′,Y for all y ∈ Yn. Then, for each n ∈ N, there exists wn ∈ Wn such that

xn = (∂̂wn, wn). If the conclusion of Theorem 4.14 is true, it follows in particular that (xn)n∈N
converges in Z. Then Theorem 2.15 yields β > 0 such that

sup
‖y‖Y ≤1,y∈Yn

b(x, y) ≥ β‖x‖Z

for all x ∈ Xn and all n ∈ N. Then Remark 4.5 implies that knµn ≤ 2
β , where kn = 1

Nn
. Thus

µn
Nn

≤ 2
β for all n ∈ N.

Since the estimate (4.30) holds, the speed of convergence in (4.37) is optimal. Theorem 4.14 also
makes more precise the interpolation result, Theorem 4.13. It says that we can approximate
each w ∈W by discrete functions wn in the sense of (4.37). We now show that also the converse
is true: the functions in W are exactly those functions which can be approximated by discrete
elements in the sense of (4.37). In other words, the following surprising corollary holds.

Corollary 4.17. Under the assumptions of Theorem 4.14 one has

X = lim
n→∞

Xn.

This means the following. Let

Wn = {w : [0, T ] → Un : w(t) = (1− θ)w(mk) + θw((m+ 1)k) on (mkn, (m+ 1)kn)

for all m = 0, . . . , Nn − 1}.
Then for (ṽ, v) ∈ V ′ ×G, the following assertions are equivalent.

(i) There exists wn ∈Wn such that

‖ṽ − ∂̂wn‖2V ′ + ‖v − wn‖2G → 0 as n→ ∞;

(ii) v ∈W , ṽ = v′.

Proof. We have seen in Theorem 4.13 that X ⊂ lim
n→∞

Xn. The reverse inclusion follows from

Theorem 2.12. Moreover, Condition (i) means that x := (ṽ, v) ∈ lim
n→∞

Xn, and x ∈ X exactly

means (ii).
�

5. Discontinuous Galerkin scheme

We focus in this section on the time discontinuous Galerkin scheme. We again keep the frame-
work of Section 3.

5.1. Description of the scheme. As in Section 4, let Un be a finite dimensional subspace of
U , PUn be the orthogonal projection on Un for the scalar product of U , N ∈ N

⋆, and define
k = T

N . Let q ∈ N. For any vector space E we denote by Pq(R;E) the set of all functions
P : R → E such that there exists p0, . . . , pq ∈ E with

P (t) =

q∑

i=0

tipi for all t ∈ R.
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Let Wn ⊂ G be the set of all functions w : [0, T ] → Un verifying the following property: for all
m = 1, . . . , N , the restriction of w to ((m − 1)k,mk] is an element of Pq(R;Un), which means

that there exist q + 1 elements of Un, denoted by w
(m)
0 , . . . , w

(m)
q such that

w(t) =

q∑

i=0

(t− (m− 1)k

k

)i
w

(m)
i for all t ∈ ((m− 1)k,mk].

We then define the “broken derivative” ∂bw ∈ V , for any w ∈Wn, as the function equal to w′(t)
for a.e. t ∈ ((m− 1)k,mk) (we have ∂bw = 0 if q = 0).
The time discontinuous Galerkin scheme [10, 16] amounts to finding w ∈Wn such that

(5.1) 〈w(0) − Φw(T ), v〉H = 〈ξ0, v〉H for all v ∈ Un

and

(5.2)

∫ mk

(m−1)k
〈∂bw(t), v(t)〉Hdt+ 〈w(m)

0 − w((m− 1)k), v((m − 1)k)〉H

+

∫ mk

(m−1)k
a(t, w(t), v(t))dt =

∫ mk

(m−1)k
〈f(t), v(t)〉dt

for all m = 1, . . . , N and v ∈ Pq(R;Un).

Remark 5.1. Note that, letting q = 0, since w(mk) = w
(m)
0 , Scheme (5.2) is reduced to

(5.3) 〈w(mk) − w((m− 1)k), v〉H +

∫ mk

(m−1)k
a(t, w(mk), v)dt =

∫ mk

(m−1)k
〈f(t), v〉dt

for all m = 1, . . . , N and v ∈ Un,

which is the same expression as the one given for θ = 1 for the Euler implicit scheme in Section
4.

We now observe that the space Wn is isomorphic to U
m(q+1)+1
n . As in Section 4, we have that

each element of Wn defines a unique element of V , but this identification is again not injective,
because of the initial value (it was the final value in Section 4), and we again do not distinguish
the notation for the everywhere defined w ∈ Wn and the element of Vn it defines, where Vn is
the subspace of V defined by

(5.4) Vn = {v ∈ V : v|((m−1)k,mk) ∈ Pq(R;Un) for all m = 1, . . . , N}.
In order to put this setting into the framework of Sections 2 and 3, we define the discrete
derivative of an element of w ∈Wn by modifying the broken derivative ∂b. For any i = 0, . . . , q,
let ψi ∈ Pq(R;R) be the polynomial such that

(5.5)

∫ 1

0
ψi(s)s

ids = 1 and

∫ 1

0
ψi(s)s

jds = 0 for all j ∈ {0, . . . , q} \ {i}.

In the case q = 0, we set ψ0(s) = 1 for all s ∈ [0, 1]. Note that, for i = 0, . . . , q, the q + 1
coefficients of the polynomials ψi with degree q are the coefficients of the i-th line or column of

the inverse of the Gram matrix whose coefficients are equal to
∫ 1
0 s

i+jds = 1
i+j+1 for j = 0, . . . , q,
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and are elements of Z \ {0} (see Appendix B). For all w ∈Wn, we then have the relation

(5.6)
1

k

∫ mk

(m−1)k
ψ0

(t− (m− 1)k

k

)
w(t)dt = w

(m)
0 = lim

t→(m−1)k
t>(m−1)k

w(t) for all m = 1, . . . , N − 1.

We then define ∂ : Wn → Vn, by

(5.7) ∂w(t) = ∂bw(t) +
1

k
ψ0

( t− (m− 1)k

k

)
(w

(m)
0 −w((m − 1)k)),

for a.e. t ∈ ((m− 1)k,mk), for all m = 1, . . . , N, for all w ∈Wn.

Then ∂̂w ∈ V ′ is again defined by (4.9), where P Vn , the orthogonal projection on Vn in V . It is
explicitely given by

(5.8) P Vn w(t) =

q∑

i=0

(
1

k

∫ mk

(m−1)k

(s− (m− 1)k

k

)i
PUn w(s)ds

)
ψi

(t− (m− 1)k

k

)
,

for a.e. t ∈ ((m− 1)k,mk), for all m = 1, . . . , N and for all w ∈Wn.

Similarly to what has been done in Section 4, we define Xn by

(5.9) Xn = {(∂̂w,w) : w ∈Wn},
and the mapping Wn → Xn, w 7→ (∂̂w,w) is again bijective. We now define the space Yn ⊂
Y := V ×H by

(5.10) Yn = Vn × Un.

The linear mapping Wn → Yn, w 7→ (w,w(0)) is bijective as well. Keeping the definitions (3.11)
for b and (3.12) for L, we now have the following result.

Lemma 5.2. Let w ∈Wn. Let x = (∂̂w,w) ∈ Xn. The following assertions are equivalent:

(i) The element w satisfies (5.1)-(5.2).
(ii) The element x is solution of the following problem:

(5.11) x ∈ Xn, b(x, y) = L(y), for all y ∈ Yn.

Proof. This property holds by (5.7) and (5.6).
�

Let us now prove that the conditions allowing to use the results of Sections 2 and 3 are fulfilled.

5.2. BNB estimates. In order to prove the BNB estimate using Lemma A.3, we need some
preliminary lemmas.

For any w ∈Wn, we define ∂̂bw ∈ V ′ by

(5.12) 〈∂̂bw, v〉V ′,V = 〈∂bw,P Vn v〉H for all w ∈Wn and v ∈ V.

Note that, as in the definition of ∂̂w, ∂̂bw is different from ∂bw seen as an element of V ′ by the
standard embedding of H in V ′, but that we have

〈∂̂bw, v〉V ′,V = 〈∂bw, v〉H for all w, v ∈Wn,
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as well as

(5.13) ‖∂̂bw‖V ′ = sup
v∈V,‖v‖V =1

〈∂bw,P Vn v〉H = sup
v∈Wn,‖v‖V =1

〈∂bw, v〉H for all w ∈Wn.

Lemma 5.3. There exists C4 > 0 only depending on q such that

1

C4

N∑

m=1

k

q∑

j=0

‖v(m)
j ‖2U ≤ ‖v‖2V ≤ C4

N∑

m=1

k

q∑

j=0

‖v(m)
j ‖2U for all v ∈Wn.

Proof. We have

‖v‖2V =

N∑

m=1

k

q∑

i=0

q∑

j=0

1

i+ j + 1
〈v(m)
i , v

(m)
j 〉U ,

and the result holds from the fact that the Gram matrix A of Appendix B is symmetric definite
positive. �

Lemma 5.4. There exists C5 > 0 only depending on q such that

(5.14) ‖∂̂bw‖V ′ ≤ C5‖∂̂w‖V ′ for all w ∈Wn,

and

(5.15)
N∑

m=1

‖w(m)
0 − w((m− 1)k)‖2H ≤ C5‖∂̂w‖V ′‖w‖V for all w ∈Wn.

Proof. We first observe that, for any m = 1, . . . , q, we have

∫ mk

(m−1)k
∂w(t)ψq

(t− (m− 1)k

k

)
dt =

∫ mk

(m−1)k
∂bw(t)ψq

(t− (m− 1)k

k

)
dt

+
1

k

∫ mk

(m−1)k
ψ0

(t− (m− 1)k

k

)
ψq

(t− (m− 1)k

k

)
dt (w

(m)
0 − w((m− 1)k)),

where the polynomial ψq is defined by (5.5). Since ∂b(w)(t) ∈ Pq−1(R;Un)
for a.e. t ∈ ((m− 1)k,mk), the first term on the right-hand-side of the above equation vanishes.
Moreover, we have

1

k

∫ mk

(m−1)k
ψ0

( t− (m− 1)k

k

)
ψq

( t− (m− 1)k

k

)
dt =

∫ 1

0
ψ0(s)ψq(s)ds = ψq,0 6= 0,

by the results of Appendix B. This leads to

w
(m)
0 − w((m− 1)k) =

1

ψq,0

∫ mk

(m−1)k
∂w(t)ψq

(t− (m− 1)k

k

)
dt.

Let v ∈Wn. We have

〈∂bw, v〉H = 〈∂w, v〉H − 〈∂w, ṽ〉H,
where ṽ ∈Wn is such that, for a.e. t ∈ ((m− 1)k,mk), for any m = 1, . . . , q,

ṽ(t) =
1

ψq,0
ψq

(t− (m− 1)k

k

)
v
(m)
0 .

Since ‖ṽ‖V ≤ C6‖v‖V by Lemma 5.3, we conclude (5.14).
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Moreover, we have
N∑

m=1

‖w(m)
0 − w((m− 1)k)‖2H = 〈∂w, w̃〉H,

with, for a.e. t ∈ ((m− 1)k,mk), for any m = 1, . . . , q,

w̃(t) = (w
(m)
0 − w((m − 1)k))

1

ψq,0
ψq

( t− (m− 1)k

k

)
,

which implies (5.15) again using Lemma 5.3.
�

Lemma 5.5. There exists C7 > 0, only depending on q, T and on CH (see (3.1)), such that

(5.16) sup
t∈(0,T ]

‖w(t)‖2H ≤ C7(‖∂̂w‖2V ′ + ‖w‖2V ) for all w ∈Wn.

Therefore there exists ρ > 0, only depending on q, T and CH , such that

(5.17) sup
t∈[0,T ]

‖w(t)‖H ≤ ρ
(
‖∂̂w‖2V ′ + ‖w‖2V + ‖w(0)‖2H + ‖w(T )‖2H

)1/2
for all w ∈Wn.

Proof. We notice that, in the case where (m− 1)k < s ≤ t ≤ mk,

‖w(t)‖2H − ‖w(s)‖2H = 2

∫ t

s
〈∂bw(τ), w(τ)〉Hdτ ≤ 2‖∂̂bw‖V ′‖w‖V ≤ (C5‖∂̂w‖2V ′ + ‖w‖2V ).

We have, in the case where s < mk ≤ (m′ − 1)k ≤ t ≤ m′k with m < m′, that

‖w(t)‖2H − ‖w(m′k)‖2H = −2

∫ m′k

t
〈∂bw(τ), w(τ)〉Hdτ,

‖w(m′k)‖2H +

m′∑

p=m+1

‖w(p)
0 −w((p − 1)k)‖2H − ‖w(mk)‖2H = 2

∫ m′k

mk
〈∂w(τ), w(τ)〉Hdτ,

‖w(mk)‖2H − ‖w(s)‖2H = 2

∫ mk

s
〈∂bw(τ), w(τ)〉Hdτ.

Adding the three above equalities, this yields

(5.18) ‖w(t)‖2H − ‖w(s)‖2H = −2

∫ m′k

t
〈∂bw(τ), w(τ)〉Hdτ + 2

∫ m′k

mk
〈∂w(τ), w(τ)〉Hdτ

+ 2

∫ mk

s
〈∂bw(τ), w(τ)〉Hdτ −

m′∑

p=m+1

‖w(p)
0 − w((p − 1)k)‖2H .

This implies, using Lemma 5.4, that for any s, t ∈ (0, T ],

|‖w(t)‖2H − ‖w(s)‖2H | ≤ C8‖∂̂w‖V ′‖w‖V .
This implies

‖w(t)‖2H ≤ ‖w(s)‖2H + C8‖∂̂w‖V ′‖w‖V .
Integrating the preceding relation on s ∈ (0, T ) concludes the proof of (5.16). Then (5.17)
follows from the presence of the term ‖w(0)‖H in the right hand side. �
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Lemma 5.6. The spaces Xn and Yn defined by (5.9) and (5.10) satisfy Hypothesis (2.5) of
Theorem 2.12 (without any CFL condition), with β > 0 only depending on q, T , CH , α and M .

Proof. We remark that

〈∂̂w,w〉V ′,V =

N∑

m=1

(∫ mk

(m−1)k
〈w′(t), w(t)〉Hdt+ 〈w(m)

0 − w((m− 1)k), w
(m)
0 〉H

)
.

Since we have ∫ mk

(m−1)k
〈w′(t), w(t)〉Hdt =

1

2
‖w(mk)‖2H − 1

2
‖w(m)

0 ‖2H ,

we get

2〈∂̂w,w〉V ′,V = ‖w(T )‖2H +
N∑

m=1

‖w(m)
0 − w((m − 1)k)‖2H − ‖w(0)‖2H ,

which yields

〈∂̂w,w〉V ′,V ≥ 1

2
‖w(T )‖2H − 1

2
‖w(0)‖2H .

We also notice that (5.16) implies

α2

12M3
(‖w‖2V + ‖∂̂w‖2V ′) ≥ α2

12M3C7
‖w(T )‖2H .

Adding the two previous inequalities yields (A.12) with ω = 1
2 +

α2

12M3C7
and δ = α2

12M3C7
(hence

no CFL condition will be required for satisfying the BNB estimate). We can now apply Lemma

A.3, letting X̂ = {(∂̂w,w,w(0), w(T )) : w ∈ Wn}, since the quantities X̂i defined in the lemma

satisfy X̂2 = Vn and X̂3 = Un. We get the existence of β̂, only depending on α, M , T and CH ,
such that

sup
y∈Yn

‖y‖Y =1

b((∂̂w,w), y) ≥ β̂
(
‖∂̂w‖2V ′ + ‖w‖2V + ‖w(0)‖2H + ‖w(T )‖2H

)1/2
for all w ∈Wn.

Using Lemma 5.5 concludes the existence of β (with the same dependencies) such that (2.5)
holds.

�

We can now give an error estimate for the discrete solution.

Theorem 5.7. Let β > 0 be given by Lemma 5.6. Let Un ⊂ U be a finite dimensional subspace
of U and let N ∈ N be given. Then the following holds.
For each f ∈ V ′ and ξ0 ∈ H, the time discontinuous Galerkin Scheme (5.1)-(5.2) has a unique
solution wn ∈Wn. Moreover

(5.19)
(
‖u′ − ∂̂wn‖2V ′ + ‖u− wn‖2V + sup

t∈[0,T ]
‖u(t)− wn(t)‖2H

)1/2
≤

(1 +
2M

β
) inf{

(
‖u′ − ∂̂w‖2V ′ + ‖u− w‖2V + sup

t∈[0,T ]
‖u(t)− w(t)‖2H

)1/2
: w ∈Wn},

where u is the unique solution of Problem (3.6).
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Proof. Recalling the definitions of Z and Y from Section 3.2, we observe that β, given by Lemma
5.6, satisfies (2.5). Therefore, we apply Lemma 2.11, which provides (5.19). �

5.3. Interpolation results. In the same way as above for the explicit Euler scheme, we now
estimate the distance in Z of a given function w ∈ W from Wn (recall that, again, Wn is not a
subspace of W ).
For a given w ∈ Hq+1(0, T ;U), we define the interpolation wn ∈Wn by

(5.20) w
(0)
n,0 = PUn w(0) and w

(m)
n,i =

ki

i!
PUn w

[i]((m− 1)k) for all m = 1, . . . , N and i = 0, . . . , q,

where we denote by w[i](t) the ith time derivative of w for i = 0, . . . , q + 1. Then

wn(0) = w
(0)
n,0 and wn(t) =

q∑

i=0

(t− (m− 1)k

k

)i
w

(m)
n,i for all m = 1, . . . , N and t ∈ ((m−1)k,mk].

Recall that the following Taylor expansion formula holds:

(5.21) w(t) =

q∑

i=0

(t− (m− 1)k)i

i!
w[i]((m− 1)k) +

∫ t

(m−1)k

(s− (m− 1)k)q

q!
w[q+1](s)ds

for all t ∈ ((m− 1)k,mk].

This provides, for any m = 1, . . . , N and t ∈ ((m− 1)k,mk],

(5.22) PUn ◦ w = wn + T (m)
n w with T (m)

n w(t) =

∫ t

(m−1)k

(s− (m− 1)k)q

q!
PUn w

[q+1](s)ds.

We then have the following lemma.

Lemma 5.8. Let w ∈ Hq+1(0, T ;U) and let wn ∈Wn be defined by (5.20). Then

‖w − P Vn w‖V ≤ ‖w − wn‖V ≤ δn(w) +
kq+1

q!
‖w[q+1]‖V .

Proof. Owing to (5.22), we have, for any m = 1, . . . , N and t ∈ ((m− 1)k,mk],

w(t) −wn(t) = w(t) − PUn w(t) +

∫ t

(m−1)k

(s − (m− 1)k)q

q!
PUn w

[q+1](s)ds.

We notice that, owing to the Cauchy-Schwarz inequality, we have

‖
∫ t

(m−1)k

(s− (m− 1)k)q

q!
PUn w

[q+1](s)ds‖2U ≤ k2q+1

(q!)2

∫ mk

(m−1)k
‖w[q+1](s)‖2Uds.

Another application of the Cauchy-Schwarz inequality concludes the proof of the lemma. �

Lemma 5.9. We define RV : V ′ → V as in Lemma 4.9. Let w ∈ Hq+2(0, T ;U) and let
wn ∈Wn be defined by (5.20). Then, for q = 0, we have

(5.23) ‖w′ − ∂̂wn‖V ′ ≤ δn(R
V w′) + k‖w′′‖V ′ + C2

H(δn(w
′) + k‖w′′‖V ).

and, for any q ≥ 1, there exists C9 only depending on q such that

(5.24) ‖w′ − ∂̂wn‖V ′ ≤ δn(R
V w′)+

kq+1

q!
‖w[q+2]‖V ′ +C9(δn(w

′)+ kq(‖w[q+2]‖V ′ + ‖w[q+1]‖V )).
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Proof. Let ŵ′
n ∈ V ′ be defined, for a.e. t ∈ (0, T ), by

(5.25) 〈ŵ′
n, v〉V ′,V = 〈w′, P Vn v〉V ′,V for all v ∈ V.

We notice that
‖w′ − ∂̂wn‖V ′ ≤ ‖w′ − ŵ′

n‖V ′ + ‖ŵ′
n − ∂̂wn‖V ′ .

We have, for any v ∈ V ,

〈w′ − ŵ′
n, v〉V ′,V = 〈w′, v〉V ′,V − 〈w′, P Vn v〉V ′,V

= 〈RV w′, v〉V − 〈RV w′, P Vn v〉V = 〈RV w′ − P Vn R
V w′, v〉V .

This proves that

‖w′ − ŵ′
n‖V ′ = ‖RV w′ − P Vn R

V w′‖V .
We then apply Lemma 5.8, and we get

‖w′ − ŵ′
n‖V ′ ≤ δn(R

V w′) +
kq+1

q!
‖RV w[q+2]‖V = δn(R

V w′) +
kq+1

q!
‖w[q+2]‖V ′ .

This yields the first two terms of the right-hand-side of (5.24). We also have that, for any v ∈ V ,

〈w′ − ∂wn, P
V
n v〉H ≤ ‖w′ − ∂wn‖H‖P Vn v‖H

≤ CH‖w′ − ∂wn‖H‖P Vn v‖V ≤ CH‖w′ − ∂wn‖H‖v‖V .
We then get

‖ŵ′
n − ∂̂wn‖V ′ = sup

v∈V,‖v‖V =1
〈w′ − ∂̂wn, P

V
n v〉V ′,V ≤ CH‖w′ − ∂wn‖H.

We then apply

‖w′ − ∂wn‖H ≤ ‖w′ − PUn w
′‖H + ‖PUn w′ − ∂wn‖H

≤ CH(‖w′ − PUn w
′‖V + ‖PUn w′ − ∂wn‖V ).

We can write, for a.e. t ∈ ((m− 1)k,mk) and all m = 1, . . . , N , that

PUn w
′(t) =

q∑

i=1

(t− (m− 1)k)i−1

(i− 1)!
PUn w

[i]((m− 1)k)+

∫ t

(m−1)k

(s− (m− 1)k)q−1

(q − 1)!
PUn w

[q+1](s)ds

= ∂bwn(t) +

∫ t

(m−1)k

(s− (m− 1)k)q−1

(q − 1)!
PUn w

[q+1](s)ds.

Let us first consider the case q > 0. We write

‖PUn w′ − ∂wn‖V ≤ ‖PUn w′ − ∂bwn‖V + ‖∂wn − ∂bwn‖V .
This yields

‖PUn w′ − ∂bwn‖V ≤ kq

(q − 1)!
‖w[q+1]‖V .

On the other hand, we have, using

wn((m− 1)k) =

q∑

i=0

ki

i!
PUn w

[i]((m− 2)k)
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and v
(m)
0 = PUn w((m− 1)k)

‖∂wn − ∂bwn‖2V ≤ Cψ

N∑

m=1

1

k
‖v(m)

0 −wn((m− 1)k)‖2U

= Cψ

N∑

m=1

1

k
‖
∫ (m−1)k

(m−2)k

(s− (m− 2)k)q

q!
w[q+1](s)ds‖2U ≤ Cψ

k2q

(q!)2
‖w[q+1]‖2V .

Gathering these results provides (5.24).

Let us now consider the case q = 0. The reasoning of Lemma 4.11 applies to this case, and we
again get ∫ (m+1)k

mk
‖PUn w′(t)− ∂wn(t)‖2Udt ≤ k2

∫ (m+1)k

mk
‖w′′(τ)‖Udτ.

�

Lemma 5.10. Let w ∈ Hq+2(0, T ;U) and let wn ∈Wn be defined by (5.20). Then

sup
t∈[0,T ]

‖wn(t)− w(t)‖H ≤ C10(k
q+1(‖w[q+1]‖V + ‖w[q+2]‖V ) + δn(w) + δn(w

′)).

Proof. For m = 1, . . . , N and all t ∈ ((m− 1)k,mk], we have

‖wn(t)− w(t)‖H ≤ ‖wn(t)− PUn w(t)‖H + ‖PUn w(t)− w(t)‖H
≤ CH‖wn(t)− PUn w(t)‖U + CT (δn(w) + CHδn(w

′)).

Using (5.22), we have

‖wn(t)− PUn w(t)‖U ≤
∫ t

(m−1)k

(s− (m− 1)k)q

q!
‖w[q+1](s)‖Uds.

Applying (4.35) to w[q+1](s) instead of w′, we obtain

‖wn(t)− PUn w(t)‖U ≤ kq+1

(q + 1)!
(

1√
T
‖w[q+1]‖V +

√
T‖w[q+2]‖V ).

This concludes the proof of the lemma. �

Putting together the results of this section, we now show that we can approximate each function
of W by elements of Wn. For this we now consider a sequence of finite-dimensional subspaces
(Un)n∈N of U such that

lim
n→∞

Un = U.

This is equivalent to saying

lim
n→∞

‖u− PUn u‖U = 0 for all u ∈W,

where PUn denotes the orthogonal projection of U to Un.
Let Nn ∈ N such that lim

n→∞
Nn = ∞. For each n ∈ N, let kn = T

Nn
be the time step and let

Wn = {w : [0, T ] → Un : w|((m−1)k,mk] ∈ Pq(R;Un) for m = 0, . . . , Nn − 1}.
Recall that W = H1(0, T ;U ′) ∩ V . We have the following approximation results.
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Theorem 5.11. Let w ∈W . Then there exists wn ∈Wn such that

‖w′ − ∂̂wn‖2V ′ + ‖w − wn‖2V + sup
t∈[0,T ]

‖w(t) − wn(t)‖2H → 0 as n→ ∞.

This proves that X ⊂ lim
n→∞

Xn, letting X be defined by (3.10) and Xn be defined by (5.9).

Proof. Let w ∈W and let ε > 0. There exists v ∈ Hq+2(0, T ;U) such that

‖w′ − v′‖V ′ + ‖w − v‖V ≤ ε.

By (3.5) this implies that supt∈[0,T ] ‖w(t) − v(t)‖H ≤ CHε. Let vn ∈ Wn be given from v via

(5.20). Then, by Lemma 5.8, ‖vn − v‖V → 0 as n → ∞. By Lemma 5.9, lim
n→∞

‖v′ − ∂̂vn‖V ′ = 0

and, by Lemma 5.10, lim
n→∞

sup
t∈[0,T ]

‖v(t) − vn(t)‖H = 0.

Since ε > 0 is arbitrary, the proof is complete. �

5.4. Conclusion: optimal convergence. Let (Un)n∈N be a sequence of finite dimensional
subspaces of U such that

U = lim
n→∞

Un.

Let (Nn)n∈N be a sequence of integers which tends to infinity. Recall that Wn is the space of
piecewise polynomial functions defined in Subsection 5.1.

Theorem 5.12. For given f ∈ V ′ and ξ0 ∈ H, let u be the unique solution of Problem (3.6).
Then we have

(5.26) X = lim
n→∞

Xn and Y = lim
n→∞

Yn,

where X, Y and Z are defined in Section 3.2 and Xn and Yn are defined by (5.9) and (5.10)
from Wn and Vn defined in Section 5.1. Moreover, letting wn ∈ Wn be the unique solution of
the time discontinuous Galerkin Scheme (5.1)-(5.2) for each n ∈ N, we have

lim
n→∞

(
‖u′ − ∂̂wn‖V ′ + ‖u− wn‖V + sup

t∈[0,T ]
‖u(t)− wn(t)‖H

)
= 0.

Proof. Relations (5.26) are immediate consequences of Theorem 5.7. Since, in addition, Theorem
3.3 implies that Condition (2.14) is fulfilled, we can apply Theorem 2.12, which concludes the
proof of the theorem. �

Appendix A. Technical lemmas in Hilbert spaces

We present some technical lemmas involving operators on Hilbert spaces.

Lemma A.1. Let V be a Hilbert space and let A : V → V be a M -continuous and α-coercive
operator for M ≥ 1 and α > 0, which means that

(A.1) ‖Av‖V ≤M‖v‖V for all v ∈ V,

and

(A.2) 〈Av, v〉V ≥ α‖v‖2V for all v ∈ V.

Then

(A.3) ‖w +Av‖2V ≥ 2α〈w, v〉V +
1

3
(
α

M
)3(‖w‖2V + ‖v‖2V ) for all v,w ∈ V.
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Proof. Consider A+ := A+A∗

2 and A- :=
A−A∗

2 . Then, for any v ∈ V ,

〈A+v, v〉V =
1

2
〈Av, v〉V +

1

2
〈A∗v, v〉V = 〈Av, v〉V , v ∈ V,

and thus 〈A+v, v〉 ≥ α‖v‖2V , v ∈ V . It follows that the selfadjoint operator A+ is positive and
invertible. Let S be the (invertible and positive) square root of A+. Since ‖Sv‖2V = 〈A+v, v〉V ,
we get

(A.4) ‖Sv‖V ≥ √
α‖v‖V , v ∈ V.

Since ‖Sv‖ ≤ ‖A+‖1/2‖v‖ ≤
√
M‖v‖, we also get

(A.5) ‖S−1v‖ ≥ 1√
M

‖v‖, v ∈ V.

In addition, note that

〈A-v, v〉V = 〈v,A∗
-
v〉V = −〈v,A-v〉V , v ∈ V,

and therefore

(A.6) 〈A-v, v〉V = 0, v ∈ V.

Using (A.4) we first get, for all v ∈W ,

‖w +Av‖2 ≥ α(‖S−1w + S−1A+v + S−1A-v‖2V )
= α(‖S−1w‖2V + ‖S−1A+v‖2V + ‖S−1A-v‖2V )

+2α〈S−1w,S−1A+v〉V + 2α〈S−1A+v, S
−1A-v〉V

+2α〈S−1w,S−1A-v〉V .
Note that

〈S−1A+v, S
−1A-v〉V = 〈S−2A+v,A-v〉V = 〈v,A-v〉V = 0 by (A.6).

Moreover
〈S−1w,S−1A+v〉V = 〈w,S−2A+v〉V = 〈w, v〉V .

In addition,
‖S−1A+v‖2V = 〈S−1A+v, S

−1A+v〉V = 〈A+v, v〉V = ‖Sv‖2V .
It follows that

‖w +Av‖2 ≥ 2α〈w, v〉V + α(‖S−1w‖2V + ‖Sv‖2V + ‖S−1A-v‖2V )
+2α〈S−1w,S−1A-v〉V .

Now we use the celebrated Peter–Paul inequality combined with the Cauchy-Schwarz inequality
to estimate, for all γ > 0,

2
∣∣〈S−1w,S−1A-v〉V

∣∣ ≤ 2‖S−1w‖V ‖S−1A-v‖V
≤ γ‖S−1w‖2V +

1

γ
‖S−1A-v‖2V .

We then get, choosing γ < 1,

‖w +Av‖2 ≥ 2α〈w, v〉V + α(1− γ)‖S−1w‖2V + α(1 − 1/γ)‖S−1A-v‖2V + α‖Sv‖2V .
We have

‖S−1A-v‖V ≤ M√
α
‖v‖V ,
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which gives

‖w +Av‖2 ≥ 2α〈w, v〉V + α(1− γ)‖S−1w‖2V +M2(1− 1/γ)‖v‖2V + α‖Sv‖2V .
Let γ = 1

1+s where s > 0 will be fixed later. Then 1 − γ = s
1+s and 1 − 1/γ = −s. Then, by

(A.4) and (A.5), it follows that

‖w +Av‖2 ≥ 2α〈w, v〉V +
s

1 + s

α

M
‖w‖2V + α2‖v‖2V − sM2‖v‖2V .

Then we choose s = α2

2M2 and we obtain

‖w +Av‖2 ≥ 2α〈w, v〉V + β(‖w‖2V + ‖v‖2V ),
where, using α ≤M and 1 ≤M ,

β = min

{
α2

2
,

α2

α2 + 2M2

α

M

}
=

α2

α2 + 2M2

α

M
≥ 1

3

( α
M

)3
.

�

Lemma A.2. Let H be a Hilbert space, and let Φ : H → H be a contraction (which means that
‖Φ‖ ≤ 1). Let a > 0 and b ∈ [0, a] be given reals such that γ := a − b‖Φ‖2 > 0. The following
estimate holds

(A.7) a‖w‖2H − b‖v‖2H +
9a2

γ
‖v − Φw‖2H ≥ γ

3
(‖w‖2H + ‖v‖2H) for all v,w ∈ H.

Proof. Let v,w ∈ H be given. By the Peter-Paul inequality, we have for any µ > 0,

−2〈v,Φw〉H ≥ −µ‖Φw‖2H − 1

µ
‖v‖2H .

Choosing µ > 1 and using that Φ is a contraction, this implies that

‖v −Φw‖2H ≥ ‖v‖2H(1−
1

µ
)− ‖Φw‖2H(µ − 1) ≥ ‖v‖2H(1−

1

µ
)− ‖w‖2H‖Φ‖2(µ− 1).

Let β := b‖Φ‖2 ∈ [0, a) and µ := β+2a
2β+a ∈ (1,+∞). Let θ > 0 and α > 0 be such that

θ(1− 1

µ
) = b+ α

and

θ(µ− 1)‖Φ‖2 = a− α.

Using ‖Φ‖2 ≤ 1, this system is satisfied for

α =
(a− β)(a+ β)

2β + a+ ‖Φ‖2(2a+ β)
∈ [

γ

3
, 2a].

Using the preceding equation and b ≤ a, we get

θ =
2a+ β

a− β
(b+ α) ≤ 9a2

γ
.
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We then obtain

a‖w‖2H − b‖v‖2H +
9a2

γ
‖v −Φw‖2H ≥ a‖w‖2H − b‖v‖2H + θ‖v − Φw‖2H

≥ (a− θ(µ− 1)‖Φ‖2)‖w‖2H + (θ(1− 1

µ
)− b)‖v‖2H = α(‖w‖2H + ‖v‖2H ) ≥ γ

3
(‖w‖2H + ‖v‖2H).

The above inequality gives (A.7). �

We now give a sufficient condition for proving the BNB condition for the different schemes
studied here.

Lemma A.3. Let V and H be Hilbert spaces. Let Ẑ and Y be the Hilbert spaces defined by

Ẑ = V ′ × V × H × H and Y = V × H. Let A : V → V ′ be a continuous and coercive linear
operator in the sense that there exist 0 < α ≤M such that

(A.8) ‖Av‖V ′ ≤M‖v‖V for all v ∈ V,

and

(A.9) α‖v‖2V ≤ 〈Av, v〉V ′,V for all v ∈ V.

Let Φ : H → H be a linear operator such that ‖Φ‖ ≤ 1. We define b̂ : Ẑ × Y → R by

(A.10) b̂((z1, z2, z3, z4), (y1, y2)) = 〈z1 +Az2, y1〉V ′,V + 〈z3 − Φz4, y2〉H ,
for all (z1, z2, z3, z4) ∈ Ẑ and for all (y1, y2) ∈ Y .

Let X̂ ⊂ Ẑ be a subspace of Ẑ. We define the spaces X̂i for i = 1, 2, 3, 4 by

X̂i = {xi : x ∈ X̂}, where xi is the i-th component of x ∈ Ẑ.

Then X̂1 ⊂ V ′, X̂2 ⊂ V , X̂3 ⊂ H and X̂4 ⊂ H are Hilbert spaces. We assume that

(A.11) 〈x1, v〉V ′,V = 〈x1, P V2 v〉V ′,V for all x1 ∈ X̂1 and v ∈ V,

where we denote by P V2 the orthogonal projection on X̂2 in V . Assume that there exist ω > 0
and δ > 0 such that

(A.12) 〈x1, x2〉V ′,V +
α2

12M3
(‖x2‖2V + ‖x1‖2V ′) ≥ µ‖x4‖2H − ν‖x3‖2H for all x ∈ X̂,

for some µ ∈ (0, ω], ν ∈ [0, µ] with µ− ν‖Φ‖2 ≥ δ. Then, there exists β̂ > 0, only depending on
α, M , ω and δ (and not on µ, ν and ‖Φ‖) such that

(A.13) sup
y∈X̂2×X̂3,‖y‖Y =1

b̂(x, y) ≥ β̂‖x‖Ẑ for all x ∈ X̂.

Proof. By the Riesz representation theorem, there exists an operator R : X̂1 → X̂2

(A.14) 〈x1, y2〉V ′,V = 〈Rx1, y2〉V for all x1 ∈ X̂1 and y2 ∈ X̂2.

We then have, in view of (A.11),

(A.15) ‖x1‖V ′ = ‖Rx1‖V for all x1 ∈ X̂1.

We also define the operator A : X̂2 → X̂2 by

(A.16) 〈Ax2, y2〉V := 〈Ax2, y2〉V ′,V for all x2 ∈ X̂2 and y2 ∈ X̂2.
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Then A is α-coercive and ‖A‖ ≤ M . Let PH3 : H → X̂3 ⊂ H be the orthogonal projection on

X̂3. Then

(A.17) N (x)2 = ‖Rx1 +Ax2‖2V + ‖PH3 (x3 − Φx4)‖2H for all x ∈ X̂,

where

N (x) = sup
y∈X̂2×X̂3,‖y‖Y =1

b̂(x, y) for all x ∈ X̂.

We then obtain, for θ > 0 to be chosen later

(A.18) N (x)2 ≥ 1

max(1, θ)
‖Rx1 +Ax2‖2V +

θ

max(1, θ)
‖PH3 (x3 − Φx4)‖2H for all x ∈ X̂.

We apply Lemma A.1 to V = X̂2 with the scalar product of V and obtain, by (A.14),

‖Rx1 +Ax2‖2V ≥ 2α〈Rx1, x2〉V +
1

3
(
α

M
)3(‖x2‖2V + ‖Rx1‖2V ).

Now (A.12) implies that

‖Rx1 +Ax2‖2V ≥ 2α(µ‖x4‖2H − ν‖x3‖2H) + (
1

3
(
α

M
)3 − 2α

α2

12M3
)(‖x2‖2V + ‖x1‖2V ′).

Together with (A.18), this yields

max(1, θ)N (x)2 ≥ 2α(µ‖x4‖2H − ν‖x3‖2H) +
α3

6M3
(‖x2‖2V + ‖x1‖2V ′) + θ‖PH3 (x3 − Φx4)‖2H .

Noting that PH3 (x3 − Φx4) = x3 − PH3 Φx4 and that ‖PH3 ◦ Φ‖ ≤ ‖Φ‖ ≤ 1, we now use Lemma
A.2, in which we define a = 2αµ, b = 2αν. In this way we obtain γ ≥ 2α(µ − ν‖Φ‖2) ≥ 2αδ. If

we set θ = 9a2

γ ≤ 18αµ2

µ−ν‖Φ‖2
≤ 18αω2

δ , we get

2α(µ‖x4‖2H − ν‖x3‖2H) + θ‖PH3 (x3 − Φx4)‖2H ≥ γ

3
(‖x3‖2H + ‖x4‖2H).

This in turn gives

max(1,
18αω2

δ
)N (x)2 ≥ α3

6M3
(‖x1‖2V ′ + ‖x2‖2V ) +

2αδ

3
(‖x3‖2H + ‖x4‖2H),

which leads to (A.13). �

Appendix B. Inverse of the Gram matrix

The following lemma is used in Section 5.

Lemma B.1. Let q ∈ N. We consider the scalar product 〈f, g〉 =
∫ 1
0 f(x)g(x)dx on the space

Pq(R;R) with its natural basis. Let A be the resulting square Gram matrix with side q + 1

defined by Aij =
∫ 1
0 x

i+jdx, therefore equal to A = ( 1
i+j+1)i,j=0,...,q. Then A is symmetric

positive definite and the coefficients of the inverse of A are the nonzero integers given by

(B.1) (A−1)ij = (−1)i+j
q∑

k=max(i,j)

(2k + 1)C(k, i)C(k + i, i)C(k, j)C(k + j, j)

for all i, j = 0, . . . , q,
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where we denote the binomial coefficients by

C(k, j) = k!

j!(k − j)!
for all k ∈ N and j = 0, . . . , k.

Proof. We consider the Legendre polynomials defined by

Pk(x) =
dk

dxk

(√2k + 1

k!
(x(1− x))k

)
for all x ∈ R and k = 0, . . . , q, .

Denoting these polynomials by Pk(x) =
∑k

i=0 Pikx
i, one defines the upper triangular matrix P

with side q + 1 such that Pik is the coefficient of P at the column k = 0, . . . , q and at the line
i = 0, . . . , k. Since we can check, integrating by parts, that

∫ 1

0
xiPk(x)dx = 0 for all k = 1, . . . , q and i = 0, . . . , k − 1

and ∫ 1

0
(Pk(x))

2dx = 1,

we get that the family of polynomials (Pk)k=0,...,q is an orthonormal basis of Pq(R;R) (it is
the basis issued from the Gram-Schmidt method applied to the basis (xi)i=0,...,q). The rela-
tion (〈Pk, Pℓ〉)k=0,...,q

ℓ=0,...,q
= P tAP = Id implies A = (P t)−1P−1 and therefore A−1 = PP t. The

expression

Pik = (−1)k−i
√
2k + 1C(k, i)C(k + i, i) for all k = 0, . . . , q and i = 0, . . . , k

concludes the proof of the lemma. �
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