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 Abstract.  A new non-Archimedean approach to interacted quantum fields is presented. In proposed approach, a field operator 
���, �� no longer a standard tempered operator-valued distribution, but a non-classical operator-valued function. We prove using 
this novel approach that the quantum field theory with Hamiltonian 	���
 exists and that the corresponding �∗- algebra of 
bounded observables satisfies all the Haag-Kastler axioms except Lorentz covariance. We prove that the ���
�
 quantum field 
theory model is Lorentz covariant.   
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                                                     § 1. INTRODUCTION  

Extending the real numbers ℝ to include infinite and infinitesimal quantities originally enabled D. Laugwitz [1] to 
view the delta distribution .��� as a nonstandard point function. Independently A. Robinson [2] demonstrated that 
distributions could be viewed as generalized polynomials. Luxemburg [3] and Sloan [4] presented an alternate re-
presentative of distributions as internal functions within the context of canonical Robinson's theory of nonstandard 
analysis. For further information on nonstandard real analysis, we refer to [5]-[6]. 

Abbreviation 1.1.1In this paper we adopt the following notations. For a standard set / we often write /01. For a set 
/01 let /01 

2  be a set/01 = 4 � ∗ |� ∈ /017 
2 . We identify 8 with 8 2  i.e., 8 ≡ 8 2  for all 8 ∈ ℂ. Hence, /�: = /01 

2  if / ⊆ ℂ, 
e.g., ℂ 2 = ℂ, ℝ 2 = ℝ, 	 2 = 	, <=↑ 2 = <=↑ , etc. Let ℝ ∗ ≈ , ℝ ∗ ≈= , ℝ ∗ @AB , ℝ ∗ C, and ℕ ∗ C denote the sets of infinitesimal 
hyper-real numbers, positive infinitesimal hyper-real numbers, finite hyper-real numbers, infinite hyper-real 
numbers and infinite hyper natural numbers, respectively. Note that ℝ ∗ @AB = ℝ ∗ \ ℝ ∗ C ,  ℂ = ∗ ℝ ∗ + i ℝ ∗ , ℂ ∗ @AB =
ℝ ∗ @AB + i ℝ ∗ @AB .                                                                                                                                                         

Definition 1.1Let 4H, I7 be a standard topological space and let H ∗  be the nonstandard extension of H. Let IJ de-
note the set of open neighbourhoods of point � ∈ H. The monad KLMN��� of � is the subset of  H ∗  defined by 



KLMN��� =∩ 4 I ∗ |I ⊂ IJ7.The set of near standard points of H ∗  is the subset of  H ∗  defined by MQ� � H ∗ � =∪
4KLMN���|� ∈ H7. It is shown that 4H, I7 is Hausdorff space if and only if � ≠  T implies KLMN��� ∩ KLMN�T� =
∅. Thus for any Hausdorff space4H, I7, we can define the equivalence relation ≈N on MQ� � H ∗ � so that � ≈N T if and 
only if � ∈ KLMN�8� and T ∈ KLMN�8� for some 8 ∈ H.                                                                                       
Definition 1.2 The standard Schwartz space of rapidly decreasing test functions on ℝV, M ∈ ℕ is the standard 

function space is defined by   W�ℝV, ℂ� = XY ∈ �C�ℝV, ℂ�|∀[, \ ∈ ℕV]‖Y‖_,` < ∞cd, where             

 ‖Y‖_,` = supJ∈ℝh i�_ jk`Y���li. 

Remark 1.1 If Y is a rapidly decreasing function, then for all [ ∈ ℕV the integral of m�_k`Y���m exists       

                                                                         n m�_k`Y���moV� < ∞ 
ℝh . 

Definition 1.3 The internal Schwartz space of rapidly decreasing test functions on ℝV , M ∈ ℕ ∗ 
∗  is the function space 

defined by  W ∗ � ℝ ∗ V , ℂ ∗ � = X Y ∗ ∈ � C ∗ 
∗ � ℝ ∗ V, ℂ ∗ �|∀[, \ ∈ ℕ ∗ V] ‖ Y ∗ ‖_,` 

∗ < ∞ ∗ cd, where        

 ‖ Y ∗ ‖_,` 
∗ = sup p�_ jk`Y���l |� ∈ ℝ  Vq

 

∗
. 

Remark 1.2 If Y is a rapidly decreasing function, Y ∈ W�ℝV, ℂ�, then for all [, \ ∈ ℕ ∗ V the internal integral of 

m � ∗ _k` Y ∗ ���m exists  

                                                                    n m � ∗ _k` Y ∗ ���m 
ℝ ∗ h 

∗ oV� < ∞ ∗ . 

Here k` Y ∗ ��� = jk` Y  ���l
 

∗
. 

Definition 1.4 The Schwartz space of essentially rapidly decreasing test functions on ℝV, M ∈ ℕ ∗ ∗  is the function 
space defined by 

                                                                             W@AB 
∗ � ℝ ∗ V, ℂ ∗ � = 

          p Y ∗ ∈ � C ∗ ∗ � ℝ ∗ V , ℂ ∗ �|∀�[, \��[, \ ∈ ℕ ∗ V�∃s_`ts_` ∈ ℝ ∗ @AB u∀��� ∈ ℝ ∗ V� vi�_ j k ∗ ` Y ∗ ���li < s_`wq. 

Remark 1.3 If Y ∗ ∈ W@AB 
∗ � ℝ ∗ V, ℂ ∗ �, then for all [ ∈ ℕ ∗ V the internal integral of m � ∗ _k` Y ∗ ���m exists and finitely 

bounded above 

                                                     n m � ∗ _k` Y ∗ ���m 
ℝ ∗ h 

∗ oV� < o_` , o_` ∈ ℝ ∗ @AB . 

Abbreviation 1.2 The standard Schwartz space of rapidly decreasing test functions on ℝV we will be denote by 
W�ℝV�. Let W� ℝV

 
∗ � 

∗ , M ∈ ℕ ∗  denote the space of ℂ- 
∗ valued rapidly decreasing internal test functions on ℝV

 
∗ , M ∈ ℕ ∗  

and let W@AB� ℝV
 

∗ � 
∗ , M ∈ ℕ  

∗ denote the set of ℂ ∗ @AB -valued essentially rapidly decreasing test functions on ℝV
 

∗ , M ∈ ℕ ∗ . 
If ℎ�y, ��: ℝ × ℝV and Y: ℝV → ℂ are Lebesgue measurable on  ℝ
V we shall write 〈 ℎ ∗ , Y ∗ 〉 for internal Lebesgue 

integral n ℎ ∗ Y ∗ oV� 
ℝ ∗ h 

∗
 with Y ∈ W@AB� ℝV

 
∗ �. 

∗
 

∗  Certain internal functions ℎ ∗ �y, ��: ℝ ∗ × ℝ ∗ V → ℂ ∗  define classical 

distribution }�Y� by the rule [3][4]:                                                                                                                                                          

                                                                     }�Y� = st�〈 ℎ ∗ , Y ∗ 〉�.                                                                              (1.1)  



Here st��� is the standard part of � and st�〈 ℎ ∗ , Y ∗ 〉� exists [5].                                                                                                 
Definition 1.5 We shall say that ℎ ∗ �y, �� with y = � ∈ ℝ ∗ C  is an internal representative to distribution }�Y� and 
we will write symbolically  }���, … , �V� ≈ ℎ ∗ �y, ��, … , �V� if the equation (1) holds.                                                
Definition 1.6 [6] We shall say that certain internal functions ℎ ∗ �y, ��: ℝ ∗ × ℝ ∗ V → ℂ ∗   is a finite tempered 
distribution if  Y ∗ ∈ W@AB� ℝV

 
∗ � 

∗  implies | ℎ ∗ , Y ∗ | ∈ ℝ 2 = ℝ. A functions ℎ ∗ (y, �): ℝ ∗ × ℝ ∗ V → ℂ ∗   is called 
infinitesimal tempered distribution if  Y ∗ ∈ W@AB( ℝV ∗ ) ∗  implies | ℎ ∗ , Y ∗ | ∈ ℝ ∗ ≈ .The space of infinitesimal tempered 
distribution is denoted bT W≈( ℝV ∗ ) ∗ .                                                                                                                                                
Definition 1.7 We shall say that certain internal functions ℎ ∗ (y, �): ℝ ∗ × ℝ ∗ 
V → ℂ ∗   is a Lorentz ≈ -invariant 

tempered distribution if  Y ∗ ∈ W@AB( ℝV ∗ ) ∗  and Λ ∈ <=↑ 2 implies 〈 ℎ ∗ , Y(Λ��, … , Λ�V) ∗ 〉 ≈ 〈 ℎ ∗ , Y(��, … , �V) ∗ 〉.                                                                                                                             
Example 1.1 Let us consider Lorentz invariant distribution                                                                                   

                                              k(�) = �
(��)� n ���� 0AB ��

� o�� = 
ℝ�

�
�� .(�� − ��)sign(�).                                           (1.2)                                               

Here   y = |�| = ���� + ��� + ��� and  � = (��, ��, ��), � = ���� + ��� + ���. It easily verify that distribution k(�) 
has the following internal representative                                                                                                                                                                 

                                                             k(�, ϖ) = �
(��)� n ���� 0AB ��

� o��. 
|�|�� 

∗
                                                         (1.3)  

Here � ∈ ℝ ∗ C. By integrating in (1.3) over angle variables we get                                                                                                          

                                k(�, ϖ) = �
���� n X���(���) + ����(���) − ���(�=�) − ����(�=�)d�

� 
∗ oy.                                   (1.4) 

From (1.4) by canonical calculation finally we get 

                              k(�, ϖ) ≈ �

��� v0AB �(���)

��� − 0AB �(�=�)
�=� w ≈ �(���)��(�=�)


��� = �
�� .(�� − ��)sign(�).                           (1.5) 

Example 1.2 We consider now the following Lorentz invariant distribution:                                                                                    

                                                         k�(�) = �
(��)� n ���� ��0 ��

� o�� = 
ℝ�

�
���

�
J�.                                                                    (1.6)   

It easily verify that distribution k(�) has the following internal representative                                                                                                         

                                                    k�(�, ϖ) = �
(��)� n ���� ��0 ��

� o��. 
|�|�� 

∗
                                                                (1.7)  

Here � ∈ ℝ ∗ C. By integrating in (1.7) over angle variables we get                                                                                                          

                                 k�(�, ϖ) ≈ − �
���� n X���(���) − ����(���) + ���(�=�) − ����(�=�)d�

� 
∗ oy.                                    (1.8) 

From (1.8) finally we get 

                             k�(�, ϖ) ≈ − �
���� v ��

�(���) + ��
�(�=�) + ���0 �(���)

�(���) + � ��0 �(�=�)
�(�=�) w ≈ �

���
�

J�.                                             (1.9)  

Example 3.We consider now the following Lorentz invariant distribution     

                                 Δ (�)  = �
�(��)� n ��(���¡(�)|�|) 

ℝ�
¢�£
¡(�) = − ¤

��
¥¦(�)j��¤�|J�|l

¤�|J�|  .                                                   (1.10) 



Here −�� < 0, ¨(�) = �|��| + K�  and ©�(�) is a Hankel function of the second kind. It easily verify that 
distribution Δ (�) has the following internal representative                                                                                                                                                                               

                                           Δ (�, �) = �
�(��)� n ��(���¡(�)|�|) 

|�|�� 
∗ ¢�£

¡(�)                                                                   (1.11) 

From (1.10)-(1.11) it follows  Δ ∗  (�) = Δ (�, �) + Δª (�) where     

                                               Δª (�) = �
�(��)� n ��(���¡(�)|�|) 

|�|«� 
∗ ¢�£

¡(�) .                                                                  (1.12)                                          

Note that for all Λ ∈ <=↑ 2 ,   Δª (Λ�) ∈ W≈( ℝV ∗ ) ∗  and therefore for all Λ ∈ <=↑ , 2  Δ (Λ�, �) ≈ Δ (�, �), i.e., Δ (�, �)        
is a Lorentz ≈ -invariant tempered distribution, see definition 4. Thus we can set � = 0 in (1.11). By integrating in 
(1.11) over angle variables and using substitution of variables |�| = K sinh() we get   

                                                Δ (�, �) ≈ ¤
����� n expt°K�sinh()uo.±B�

�±B� 
∗

                                                                   (1.13)                                          

Note that  

                                   ©�(�)(�) = ∗ �
� n expt°K�sinh()uoC ∗� C ∗ =Δ (�, �) + ²(�, �),                                                    (1.14)                                          

                        Ξ(�, �) = �
� n expt°K�sinh()uo + n expt°K�sinh()uoℝ ∗±B�

�±B�
� ℝ ∗ .                                          (1.15)   

From (1.13)-(1.15) finally we obtain  Δ (�, �) ≈ ©�(�)(�) , since ²(�, �) ∈ W≈( ℝV ∗ ) ∗ .                                           
Example 1.4 Let us consider Lorentz invariant distribution 

                     Δ(� − T) = n4exp´−°µ(� − T)¶ − exp´°µ(� − T)¶7 .(µ� − K�)·(µ�)o
µ.                                         (1.16) 

From (1.16) one obtains Δ(� − T) = Ξ�(� − T) − Ξ�(� − T), where                                             

                               Ξ�(� − T) = nXexp4´°¸(� − ¹)¶ − °y(¸)(�� − T�)7d ¢�º
�¸»=¤�,                                                      (1.17) 

                               Ξ�(� − T) = nXexp4´−°¸(� − ¹)¶ + °y(¸)(�� − T�)7d ¢�º
�¸»=¤� ,                                                 (1.18)     

y(¸) = �¸» + K�. It easily verify that distribution (1.17) and (1.18) has the following internal representatives   

                  Ξ�(� − T, �) = n Xexp4´°¸(� − ¹)¶ − °y(¸)(�� − T�)7d 
|�|�� 

∗ ¢�º
�¸»=¤�.                                             (1.19)   

                    Ξ�(� − T, �) = n X−exp]´°¸(� − ¹)¶ + °y(¸)(�� − T�)cd 
|�|�� 

∗ ¢�º
�¸»=¤� .                                        (1.20)     

Note that   Δ(� − T) ∗ = ´Ξ�(� − T, �) + Ξ�(� − T, �)¶ + ]Ξ¼�(� − T, �) + Ξ¼�(� − T, �)c, where  

                         Ξ¼�(� − T, �) = n Xexp4´°¸(� − ¹)¶ − °y(¸)(�� − T�)7d 
|�|«� 

∗ ¢�º
�¸»=¤�,                                      (1.21)     

                        Ξ¼�(� − T, �) = n X−exp]´°¸(� − ¹)¶ + °y(¸)(�� − T�)cd 
|�|«� 

∗ ¢�º
�¸»=¤� .                                   (1.22)                  



Note that for all Λ ∈ <=↑ 2 ,  Ξ¼�(Λ(� − T), �) + Ξ¼�(Λ(� − T), �) ∈ W≈( ℝV ∗ ) ∗  and therefore for all 

Λ ∈ <=↑ , 2 ΔtΛ(� − T)u ∗ ≈ Δ(Λ(� − T), �) = Ξ�(Λ(� − T), �) + Ξ�(Λ(� − T), �), i.e., Δ(� − T, �) is a Lorentz 

≈-invariant tempered distribution, see definition 1.4. From (1.20) by replacement ¸ → −¸ we obtain   

                           Ξ�(� − T, �) = − n Xexp4´°¸(� − ¹)¶ + °y(¸)(�� − T�)7d 
|�|�� 

∗ ¢�º
�¸»=¤� .                                (1.23)     

From (1.19) and (1.23) we get 

       Δ(� − T, �) = Ξ�(� − T, �) + Ξ�(� − T, �) = n sin´y(¸)(�� − T�)¶exp´°¸(� − ¹)¶ 
|�|�� 

∗ ¢�º
�¸»=¤�.         (1.24)   

Thus for any points � and T separated by space-like interval from (1.24) we obtain that 

                                                                  Δ(� − T, �) ≈ 0,                                                                                   (1.25) 

since Δ(� − T, �) is a Lorentz ≈-invariant tempered distribution. From (1.25) for any points � and T separated by 

spacelike interval we obtain that: sttΔ(� − T, �)u ≡ 0.                                                                                     

Definition 1.8 [8] Let for each K > 0: ©¤ = 4µ ∈ ℝ
|µ ∙ µ¿ = K�, K >, µ� > 07, where µÀ = (µ�, −µ�, −µ�, −µ�). 

Here the sets ©¤ which are standard mass hyperboloids, are invariant under <=↑ 2 . Let Á¤  be the homeomorphism of  
©¤ onto ℝ� given by  Á¤: (µ�, µ�, µ�, µ�) → (µ�, µ�, µ�) = ¸.  Define a measure Ω¤(/) on ©¤ by                

                                                                    Ω¤(/) = n ¢�¸
�|¸|�=¤�

 
ÃÄ(Å)  .                                                                                                                                                        

The measure Ω¤(/) is <=↑ 2 -invariant [8].                                                                                                                    

Theorem 1.1[8] Let Æ is a polynomially bounded measure with support in ÇÈ=. If Æ  is <=↑ 2 = <=↑ - invariant, there 
exists a polynomially bounded measure É  on ́ 0,∞ )  and a constant s so that for any Y ∈ W( ℝ 
  ) 

                                 n Y 
ℝ   Ê o Æ = sY(0) + n o É (K) Ën Ìj�|¸|�=¤�,º¦,º�,º�l¢�¸

�|¸|�=¤�
 
ℝ   � Í .C  �                                           (1.26) 

 Theorem 1.2 Let Æ is a polynomially bounded <=↑ - invariant measure with support in ÇÈ=. Let ℱ(Y) be a linear   

∗-continuous functional ℱ: W@AB ∗    ( ℝ 
 ∗ ) → ℝ@AB  ∗  defined by n Y ∗ 
ℝ ∗  Ê 

∗ o Æ and there exists a polynomially bounded 

measure É  on ́ 0,∞ ) such that n o É  ∗ (K) ∈ ℝ@AB  ∗C ∗�  and a constant s ∈ ℝ@AB  ∗ . Then for any Y ∈ W   ∗ @AB ( ℝ 
 ∗ ) and for 

any Ï ∈ ℝC  ∗  the following property holds 

                              ℱ( Y ∗ ) ≈ s Y ∗ (0) + n o É  ∗ (K) Ë n Ì ∗ j�|¸|�=¤� ,º¦,º�,º�l¢#�¸
�|¸|�=¤�

 
|º|�& 

∗
ÍC ∗� 

∗
                                       (1.27) 

Definition 1.9 Let Ð(Ï, ¸) be a function such that:  Ð(Ï, ¸) ≡ 1 if |¸| ≤ Ï, Ð(Ï, ¸) ≡ 0 if |¸| > Ï, Ï ∈ ℝC  ∗ .Define 

internal measure Ω¤,&  on © ∗ ¤  by 

                                                          Ω¤,& (/) = n Ó(&,¸)¢�¸
�|¸|�=¤�

 
¥ ∗ Ä  

∗
.                                                                            (1.28) 

Theorem 1.3 [8] Let Ô�(��, ��) be the two-point function of a field theory satisfying the Wightman axioms and the 
additional condition that (Õ�, �(Y)Õ�) = 0 for all Y ∈ W(ℝ
). Then there exists a polynomially bounded positive 
measure É(K) on ⟦0,∞) so that for all for all Y ∈ W(ℝ
) 

           Ô�(Y) = tÕ�, �tY̅u�(Y)Õ�u = n Y̅(��)Y(��) Ô�(�� − ��)o
�o
T = n jn YØoΩ¤ 
¥Ä lC

� oÉ(K).            (1.29)                           



Theorem 1.4 Let Ô�(��, ��) be the two-point function of a field theory mentioned in Theorem 1.3. Then for all 
Y ∈ W@AB( ℝ 
 ∗ ) and for any Ï ∈ ℝC  ∗  the following property holds  

                                                       Ô ∗ �(Y) ≈ n j n YØoΩ¤,& 
¥Ä ∗ 

∗ lC ∗� 
∗ o É ∗ (K).                                                               (1.30)                                                                             

Definition 1.10 (1) Let <(©) be algebra of the all densely defined linear operators in standard Hilbert space  ©. 
Operator-valued distribution on ℝ  V, that is a map  �: W( ℝ  V) → <(©) such that there exists a dense subspace 
k ⊂ ©  satisfying: 
1. for each Y ∈ W( ℝ  V)  the domain of  � contains k, 
2. the induced map:  W →  /Mo(k),  Y →  � (Y) , is linear, 
3. for each ℎ� ∈ k and ℎ� ∈ © the assignment  Y → 〈ℎ�, �(Y)ℎ�〉 is a tempered distribution.                                            

(2) Certain operator-valued internal function � ( Y ∗ , �): W ∗ t ℝ ∗  Vu → < ∗ ( © ∗ ) is an internal representative for standard 
operator valued distribution � (Y) if for each near standard vectors  ℎÙ� ∈ k ∗  and ℎÙ� ∈ © ∗  the equality holds 

                                                         〈ℎ�, �(Y)ℎ�〉 = stt 〈ℎÙ�, �( Y ∗ , �)ℎÙ�〉 ∗ u,                                                          (1.31) 

where ℎ� ≈ ℎÙ� and ℎ� ≈ ℎÙ�.                                                                                                                                   
Definition 1.11[9] Let © be a Hilbert space and denote by ©V the M-fold tensor product ©V = ©⨂ ©⨂ ⋅⋅⋅ ⨂©. Set 
©�  =  ℂ and define ℱ(©) = ©V.  ℱ(©) is called the Fock space over Hilbert space ©. Notice ℱ(©) will be 
separable if © is. We set now © =  <₂(ℝ³) then an element Õ ∈  ℱ(©) is a sequence of ℂ    -valued functions 
Õ = 4Õ�, Õ�(��), Õ�(��, ��), Õ�(��, ��, ��), … , ÕV(��, … , �V)7, M ∈ ℕ   and such that the following condition holds 

                                                  |Õ�|� + ∑ (n|ÕV(��, … , �V)|�o�V�) < ∞  V∈ ℕ  . 

Definition 1.12 [8] Let us define now external operator �(µ) on ℱá with domain kâ by                              

                                                 (�(µ)Õ)(V) = √M + 1 Õ(V=�)(µ, ��, … �V).                                                                   (1.32) 

The formal adjoint of the operator �(µ) reads   

                            (�ä(µ)Õ)(V) = �
√V ∑ .(�)(µ − �å)Õ(V��)(��, … , �å��, �å=�, … , �V)Våæ�                                        (1.33)  

Definition 1.13 [8] Let Õ@AB be a vector Õ@AB = XÕ(V)dVæ�
C

 for which Õ(V)  = 0 for all except finitely many M is 

called a finite particle vector. We will denote the set of finite particle vectors by ç�. The vector  Ω� = 〈1,0,0, … 〉  is 
called the vacuum.                                                                                                                                                                 

Definition 1.14 We let now k â ∗   ∗ = X Õ ∗ | Õ ∗ ∈ ç� ∗ , Õ(V) ∗ ∈ W ∗  ( ℝ ∗ �V), M ∈ ℕ ∗ d and for each µ ∈ ℝ ∗ �V  we define an 

internal operator �(µ) ∗  on ℱ ∗ á with domain k â ∗   ∗  by 

                                            ( �(µ)Õ ∗ )(V) = √M + 1 Õ(V=�) ∗ (µ, ��, … �V).                                                              (1.34) 

The formal ∗-adjoint of the operator � ∗   reads   

                     ( � ∗ ä(µ)Õ)(V) = �
√V ∑ .(�) ∗ (µ − �å) Õ(V��) ∗ (��, … , �å��, �å=�, … , �V).Våæ�                                          (1.35) 

We express the free internal scalar field and the time zero fields with hyperfinite momentum cut-off  Ï ∈ ℝ ∗ C in 

terms of � ∗ ä(µ) and �(µ) ∗  as quadratic forms on k â ∗   ∗  by  

                                                                           Φ ∗ ¤,& (�, �) = 



            (2ê)��/� n Xtexp(Æ(µ)� − °µ�)u � ∗ ä(µ) + texp(Æ(µ)� + °µ�)u �  ∗ (µ)d 
|º|�& 

∗ ¢�º
��ì(º) ,                               (1.36)  

             φ ∗ ¤,& (�, �) = (2ê)��/� n Xtexp(−°µ�)u � ∗ ä(µ) + texp(°µ�)u �  ∗ (µ)d 
|º|�& 

∗ ¢�º
��ì(º) ,                                (1.37) 

             π ∗ ¤,& (�, �) = (2ê)��/� n Xtexp(−°µ�)u � ∗ ä(µ) + texp(°µ�)u �  ∗  (µ)d 
|º|�& 

∗ ¢�º
�ì(º)/� .                               (1.38)  

Theorem 1.5 LetΦ  ¤ (�, �) and φ  ¤ (�, �), π  ¤ (�, �) be the free standard scalar field and the time zero fields 
respectively. Then for any Ï ∈ ℝ ∗ C the operator valued internal functions (1.35)-(1.37) gives internal 
representatives for standard operator valued distributions Φ  ¤ (�, �) and φ  ¤ (�, �), π  ¤ (�, �) respectively.                                                                                                                             
Definition 1.15 Let 4H, ‖∙‖7  be a standard Banach space. For � ∈ H ∗  and ̈ > 0, ¨ ≈ 0 we define the open ≈-ball 
about � of radius ̈  to be the set ï¡(�) = 4T ∈ H ∗ | ‖� − T‖ ∗ < ¨7.                                                                               
Definition 1.16 Let {4H, ‖∙‖7 be a standard Banach space, ð ⊂ H, thus ð ∗ ⊂ H ∗  and let � ∈ H ∗ .Then � is an ∗-

accumu-lotion point of ð ∗  if for any ¨ ∈ ℝ ∗ ≈= there is a hyper infinite sequence 4�V7Væ�C ∗ in ð ∗  such that  4�V7Væ�C ∗ ∩
(ï¡(�)\4�7 ≠ ∅).                                                                                                                                                            
Definition 1.17 Let {4H, ‖∙‖7 be a standard Banach space, letð ∗ ⊆ H ∗ , ð ∗  is ∗ -closed if any ∗-accumulation point of 
ð ∗  is an element of ð ∗ .                                                                                                                                             

Definition 1.18 Let {4H, ‖∙‖7 be a standard Banach space. We shall say that internal hyper infinite sequence 

4�V7Væ�C ∗ in H ∗   is ∗ -converges to � ∈ H ∗  as M → ∞ ∗  if for any ̈ ∈ ℝ ∗ ≈= there is ñ ∈ ℕ ∗  such that for any M >
ñ: ‖� − T‖ ∗ < ¨.                                                                                                                                                      
Definition 1.19 Let {4H, ‖∙‖ò7, {4ð, ‖∙‖ó7 be a standard Banach spaces. A linear internal operator ô: k(ô) ⊆ H ∗ →
ð ∗     is ∗ -closed if for every internal hyper infinite sequence 4�V7Væ� C ∗ in k(ô) ∗ -converging to � ∈ H ∗  such that 

ô�V → T ∈ ð ∗  as M → ∞ ∗  one has � ∈ k(ô) and ô� = T. Equivalently , ô is ∗-closed if its graph is ∗ -closed in the 
direct sum H ∗ ⊕ ð ∗ .                                                                                                                                                               
Definition 1.20 Let © be a standard external Hilbert space. The graph of the internal linear transformation ö: © ∗ →
© ∗  is the set of pairs 4〈�, ö�〉|� ∈ k(ö)7. The graph of ö, denoted by Γ(Т), is thus a subset of © ∗ × © ∗  which is 

internal Hilbert space with inner product (〈��, Õ�〉, 〈��, Õ�〉) = (��, ��) + (Õ�, Õ�).The operator ö is called a 
∗-closed operator if  Γ(Т) is a ∗ -closed subset of Cartesian product ©  ∗ × © ∗ .                                                                  
Definition 1.21 Let © be a standard Hilbert space. Let ö� and ö be internal operators on internal Hilbert space © ∗ . 
Note that if Γ(ö₁) ⊃ Γ(ö), then ö� is said to be an extension of ö and we write ö� ⊃ ö. Equivalently, ö� ⊃ ö if and 
only if k(ö�) ⊃ k(ö) and ö�� = ö� for all � ∈ k(ö).                                                                                               
Definition 1.22 Any internal operator ö on © ∗  is ∗-closable if it has a ∗-closed extension. Every ∗-closable internal 
operator ö has a smallest ∗-closed extension, called its ∗-closure, which we denote by ∗-öÈ.                                       
Definition 1.23 Let © be a standard Hilbert space. Let ö be a ∗-densely defined internal linear operator on internal 
Hilbert space © ∗ . Let k(ö∗) be the set of � ∈ © ∗  for which there is a vector û ∈ © ∗  with (öÕ, �) = (�, û) for all 
Õ ∈ k(ö), then for each � ∈ k(ö∗),  we define ö∗� = û. ö∗ is called the ∗-adjoint of ö. Note that W ⊂ ö implies 
ö∗ ⊂ W∗.                                                                                                                                                             

Definition 1.24 Let © is a standard Hilbert space. A ∗-densely defined internal linear operator ö on internal Hilbert 
space © ∗  is called symmetric (or Hermitian) if ö ⊂ ö∗. Equivalently, T is symmetric if and only if  (ö�, Õ) =
(�, öÕ) for all �, Õ ∈ k(ö).                                                                                                                              
Definition 1.25 Let © be a standard Hilbert space. A symmetric internal linear operator ö on internal Hilbert space 
© ∗  is called essentially self- ∗-adjoint if its ∗-closure ∗-öÈ is self- ∗-adjoint. If ö is ∗-closed, a subset k ⊂ k(ö) is 

called a ∗-core for ö if   ∗- tö ↾ kÈÈÈÈÈÈÈu  = ö. If ö is essentially self- ∗-adjoint, then it has one and only one                    

self -∗-adjoint extension.                                                                                                                                      

Theorem 1.6 Let M�, M� ∈ ℕ   and suppose that Ôt��, … �V¦ , µ�, … , µV�u ∈ <� ∗ t ℝ ∗ �(V¦=V�)u where 

Ôt��, … �V¦ , µ�, … , µV�u is a ℂ ∗  -valued internal function on ℝ ∗ �(V¦=V�). Then there is a unique operator öý on 



ℱ ∗ ( < ∗ ₂( ℝ³ ∗ )) so that k â ∗  ⊂ k(öý) ∗  is a ∗ - core for öý and                                                                                                      

(1) as ℂ ∗ -valued quadratic forms on k ∗ â ∗  × k ∗ â ∗           

 öý = n Ôt��, … �V¦ , µ�, … , µV�u 
ℝ ∗ �(h¦þh�) 

∗ t∏ � ∗ ä(��)V¦�æ� ut∏ �(µ�) ∗V��æ� uoV¦�oV�µ            

(2) As ℂ ∗ -valued quadratic forms on k â ∗  × k â ∗                                                                 

öý∗ = n Ôt��, … �V¦ , µ�, … , µV�u 
ℝ ∗ �(h¦þh�) 

∗ t∏ � ∗ ä(��)V¦�æ� ut∏ �(µ�) ∗V��æ� uoV¦�oV�µ     

(3) On vectors in ç� ∗  the operators  öý and  öý∗  are given by the explicit formulas   

                                                                      töý( Õ ∗ )u(å�V�=V¦) =  

�(�, M�, M�) � ∗ � n … n Ôt��, … �V¦ , µ�, … , µV�u Õ(å) ∗ tµ�, … , µV� , ��, … �V¦uo�V� 
mºh�m�� µ 

∗ 
|º¦|�� 

∗ �,                            (1.39)  

töý∗ ( Õ ∗ )uV = 0 if M < M� − M�, 
                                                                     töý∗ ( Õ ∗ )u(å�V¦=V�) = 

�(�, M�, M�) � ∗ � n … n Ôt��, … �V¦ , µ�, … , µV�u Õ(å) ∗ tµ�, … , µV� , ��, … �V¦uo�V¦ 
mºh�m�� � 

∗ 
|º¦|�� 

∗ �                         (1.40) 

töý∗ ( Õ ∗ )uV = 0, if M < M� − M�. 

Here � is the symmetrization operator defined in [9] and �(�, M�, M�) = vå!(å=V¦�V�)!
(å�V�)� w�/�

, M�, M� ∈ ℕ  , � ∈ ℕ ∗  .          
Proof For vectors Õ ∗ ∈ k â ∗   we define öý( Õ ∗ ) by the formula (39). By the Schwarz inequality and the fact that � ∗  is 

a projection we get 

                                           � 	töý( Õ ∗ )u(å�V�=V¦)	 
∗ 
 

 
 � ≤ �(�, M�, M�) �t Õ(å) ∗ u� 

∗ � ‖Ô‖� ∗ .                                          (1.41) 

Let us now define the operator öý∗ ( Õ ∗ ) on k â ∗   by the formula (39), then for all�  ∗ , Õ ∈ ∗ k â ∗  , then one obtains 

directly ( �  ∗ , öý Õ ∗ ) = ∗ (öý∗ �  ∗ , Õ ∗ ) ∗ . Thus, öý is ∗ -closable and öý∗  is the restriction of the ∗ -adjoint of  öý on 

k â ∗  . We will use öý to denote ∗ -öÈý and öý∗  to denote the ∗ -adjoint of öý. By the definition of  öý , k â ∗  is a ∗ -core 

and further, since  öý is bounded on the �-particle vectors in k â ∗  we get ç� ∗ ⊂ k(öý). Since the right-hand side of 

(39) is also bounded on the �-particle vectors, equation (38) represents öý on all �-particle vectors. The proof of the 
statement (2) about öý∗  is the same.                                                                                                                    
Definition 1.26 [8] Define standard � -space by � =×£æ�C ℝ. Let  be the -algebra generated by infinite products 

of measurable sets in ℝ and set Æ = ⨂£æ�C Æ£ with oÆ£ = ê��/�exp(−�£�/2). Denote the points of � by � =
〈��, ��, … 〉. Then 〈�, Æ〉 is a measure space and the set of the all functions of the form 	V(�) = 	(��, ��, … , �V), 
where 	V(�) is a polynomial and M ∈ ℕ is arbitrary, is dense in <�(�, oÆ). Remind that there exists a unitary map 
W: ℱá(©) → <�(�, oÆ) of Fock space ℱá(©) onto <�(�, oÆ) so that S�(Y£)S�� = �£ and SΩ� = 1. Here 4Y£7£æ�C  is 
an orthonormal basis for ©. Then by transfer one obtains internal measure space 〈�, Æ〉 ∗ = 〈 � ∗ , Æ ∗ 〉 and internal 

unitary map S ∗ : ℱá(©) → <� ∗ ( � ∗ , o Æ ∗ ) so that S ∗ �(Y�) S ∗ �� = �� , � ∈ ℕ ∗   and S ∗ Ω� = 1. Here 4Y�7�æ�C ∗  is an 

orthonormal basis for © ∗ .                                                                                                                                           
Theorem 1.7 Let �& ∗ (�, �)  be internal free scalar boson field of mass K at time � =  0 with hyperfinite momentum 



cutoff ϰ in four-dimensional space-time. Let �(�) be a real-valued internal function in<�( ℝ ∗ �) ∩ <�( ℝ ∗ �) ∗ ∗ . Then 
the operator 

                                                ©�,& ∗ (�) = �(Ï) n �(�) 
ℝ ∗ � 

∗ : �  ∗ &
 (�): o��                                                              (1.42) 

is a well-defined internal symmetric operator on k â ∗ ��� ∗ . Here : �  ∗ &
 (�) ≔ �  ∗ &
 (�) + o�(Ï) j �  ∗ &� (�)l + o�(Ï). 
where the coefficients o�(Ï) and o�(Ï) are independent of �. Let S denote the unitary map of ℱá(©) onto <�(�, oÆ) 

considered in [8]. Then Ç = S ©�,& ∗ (�) ∗ S ∗ �� is multiplication by internal function Ç�,&(�) which satisfies:                     

(a) Ç�,&(�) ∈ <º( � ∗ , o Æ ∗ ) ∗  for all µ ∈ ℕ ∗ , (b) exp j−�Ç�,&(�)l ∈ <�( � ∗ , o Æ ∗ ) ∗  for all � ∈ ´0, ∞ ∗ ).                                         
Proof Note that for each � ∈ ℝ ∗ �, the operator S ∗ ( �&(�) ∗ ) S ∗ �� is just the operator on internal measurable space 

<�( Q, o Æ ∗ ∗ ) ∗  on which this operator acts by multiplying by the function   ∑ s£(�, Ï)�£C ∗£æ� , where s£(�, Ï) =
(2ê)�/� �Y£, tÆ(µ)u�/�exp(°µ�)
. Furthermore, ∑ |s£(�, Ï)|�C ∗£æ� = (2ê)�/� �Æ(µ)�/�� 

∗
�
�
 so S ∗ j �  ∗ &
 (�)l S ∗ ��and 

S ∗ j �  ∗ &� (�)l S ∗ �� are in <�( Q, o Æ ∗ ∗ )  ∗ and the corresponding <�( Q, o Æ ∗ ∗ )- ∗ norms are uniformly bounded in �. 

Therefore, since � ∈ <�( ℝ ∗ �) ∗  the operator S ∗ j © ∗ �,&(�)l S ∗ �� is just the operator on internal measurable space 

<�( Ω, o Æ ∗ ∗ ) ∗  on which this operator acts by multiplying by the <�( Q, o Æ ∗ ∗ )- ∗ function which we denote by Ç&,�(�). 
Let us consider now the expression for ©�,& ∗ (�) Ω ∗ , obviously this is a vector (0,0,0,0, Õ
, 0, … ) with  

                              Õ
(µ�, µ�, µ�, µ
) = n �(&)'(J)∏ ´Ó(&,º�)¶ Ê��¦ ���j��J ∑ º���Ê��¦ l¢�J
(��)�/� ∏ ´�ì(º�)¶¦/�Ê��¦

 
ℝ ∗ � 

∗
.                                              (1.43) 

Here Ð(Ï, µ) ≡ 1 if |µ| ≤ Ï, Ð(Ï, µ) ≡ 0 if  |µ| > Ï, Ï ∈ ℝ ∗ C. We choose now the parameter � = �(Ï) ≈ 0 such 

that ‖Õ
‖ ∗ �� ∈ ℝ and therefore we obtain � © ∗ �,&,�(&)(�)Ω�� 
∗

�
� ∈ ℝ, since  � © ∗ �,&,�(&)(�)��� 

∗
�
� = ‖Õ
‖ ∗ ��. But, 

since S ∗  ∗Ω� = 1, we get the equalities  

                  � © ∗ �,&,�(&)(�)��� 
∗

�
 = � S   ∗ ©�,&,�(&)(�) S ∗  ��� ��( �,¢ ì ∗ ∗ ) ∗

 = �Ç�,&,�(&)(�)� 
∗

��( �,¢ ì ∗ ∗ ) ∗
 

.                         (1.44) 

From (1.43) we get that �Ç�,&,�(&)(�)� 
∗

��( �,¢ ì ∗ ∗ ) ∗
 ∈ ℝ and it is easily verify, that each polynomial 	(��, ��, … , �V), 

is M ∈ ℕ ∗  in the domain of the operator  Ç�,&,�(&)(�) and S   ∗ ©�,&,�(&) ∗ (�) S �� ∗ ≡ Ç�,&,�(&)(�) on that domain. Since 

Ω� ∗  is in the domain of ©º ∗ �,&,�(&)(�), µ ∈ ℕ ∗ , 1 is in the domain of the operator Çº�,&,�(&)(�) for all µ ∈ ℕ ∗ . Thus, 

for all µ ∈ ℕ ∗   Ç�,&,�(&)(�) ∈ <�º( �, o Æ ∗ ∗ ) ∗ , since Æ ∗  ( � ∗  ) is finite, we conclude that Ç�,&,�(&)(�) ∈ <º( �, o Æ ∗ ∗ ) ∗  for 

all µ ∈ ℕ ∗ .                                                                                                                                                                            

(b) Remind Wick's theorem asserts that  : � ∗ ¤,&Ã (�) ≔ ∑ (−1)�´Ã/�¶�æ�
Ã!

(Ã���)!�! s&� � ∗ ¤,&(Ã���)(�) with 

s& = � � ∗ ¤,& (�) Ω� ∗ � 
∗

�
�. For Á = 4 we get −I(s&�) ≤:  � ∗ ¤,&
 (�): and therefore    − j n �(�) 

ℝ ∗  � 
∗ o��l I(s&�) ≤

© ∗ �,&,�(&)(�). Finally we obtain n exp Ë−� j: n �(�) 
ℝ ∗  � 

∗  � ∗ ¤,&
 (�)o��: lÍ  � ∗  
 

∗
o Æ ∗  ≤ exptI(s&�)u and this inequality 

finalized the proof.                                                                                                                                                                      
Theorem 1.8 [8] Let 〈!, Æ〉 be a -measure standard space with Æ(!) = 1and let ©� be the generator of a hyper- 
contractive semigroup on <�(!, oÆ). Let Ç be a ℝ-valued measurable function on 〈!, Æ〉 such that Ç ∈ <º(!, oÆ) 

for all µ ∈ ⟦1, ∞)  and exp(−�Ç) ∈ <�(!, oÆ) for all � > 0. Then ©� + Ç is essentially self-adjoint on  �C(©� ) ∩
k(Ç) and is bounded below. Here  �C(©� ) = ⋂ kt©�ºuº∈ℕ .                                                                                 

Theorem 1.9 Let 〈!, Æ〉 be a -measure space with Æ(!) = 1and let ©� be the generator of a hypercontractive 
semi-group on <�(!, oÆ). LetÇ be a ℝ ∗ -valued internal measurable function on 〈 ! ∗ , Æ ∗ 〉 such that Ç ∈ < ∗ º( ! ∗ , o Æ ∗ ) 



for all µ ∈ ´1, ∞ ∗ ) and exp ∗ (−�Ç) ∈ < ∗ �( ! ∗ , o Æ ∗ ) for all � > 0.  Assume that a set � C ∗ ( © ∗ � ) ∩ k(Ç) is internal. 

Then operator © ∗ � + Ç is essentially self-∗ -adjoint internal operator on  � C ∗ ( © ∗ � ) ∩ k(Ç) and it is hyper finitely 

bounded below. Here  � C ∗ ( © ∗ � ) = ⋂ kt © ∗ �ºuº∈ ℕ ∗ .                                                                                                                   

Proof. It follows immediately by transfer from theorem 8.                                                                                                                           
Remark 1.4 Let Ç�,&,� be operator on internal measurable space <�( Ω, o Æ ∗ ∗ ) ∗  on which this operator acts by 

multiplying by the <�( Q, o Æ ∗ ∗ )- ∗ functionÇ�,&,� , see proof to Theorem 1.7. Note that for this operator a set 

� C ∗ ( © ∗ � ) ∩ ktÇ�,&,�u is not internal and therefore Theorem9 no longer holds. But without this theorem we cannot 

conclude that operator © ∗ � + Ç�,&,� is essentially self-∗ -adjoint internal operator on  � C ∗ ( © ∗ � ) ∩ ktÇ�,&,�u. Thus 

Robinson’s transfer is of no help in the case corresponding to operator Ç�,&,�  considered above. In order to resolve 

this issue, we will use non conservative extension of the model theoretical nonstandard analysis, see [10]-[14].           

           §2. NON CONSERVATIVE EXTENSION OF THE MODEL THEORETICAL   

                                                NONSTANDARD ANALYSIS 

Remind that Robinson nonstandard analysis (RNA) many developed using set theoretical objects called super-
structures [2]-[7]. A superstructure V(S) over a set S is defined in the following way: V�(S) = S, VV=�(S) = VV(S) ∪PtVV(S)u, V(S) = ⋃ VV=�(S)V∈ℕ . Making S = ℝ will suffice for virtually any construction necessary in analysis. 

Bounded formulas are formulas where all quantifiers occur in the form:  ∀� (� ∈ T → ⋯  ), ∃� (� ∈ T → ⋯  ). A 
nonstandard embedding is a mapping  ∗∶ V(H) → V(ð) from a superstructure  V(H)  called the standard universe, 
into another superstructure V(ð) called nonstandard universe, satisfying the following postulates:                                                                           
1. ð = H ∗                                                                                                                                                                                            

2. Transfer Principle For every bounded formula Φ(��, … , �V)  and elements ��, … , �V ∈ Ç(H) the property 
Φ(��, … , �V)  is true for  ��, … , �V  in the standard universe if and only if it is true for �� , … , ∗ �V ∗  in the 

nonstandard universe Ç(H)╞ Φ(��, … , �V) ↔ Ç(ð)╞Φ( �� , … , ∗ �V ∗ ).                                                                                          

3. Non-triviality For every infinite set  ô  in the standard universe, the set  4 �|� ∈ ô ∗ 7  is a proper subset of ô ∗ .                                                                                                                
Definition 2.1 A set � is internal if and only if � is an element of  ô ∗  for some ô ∈ V(ℝ). Let  H  be a set and 
ô = 4ô�7�∈� a family of subsets of  H .Then the collection  ô has the infinite intersection property, if any infinite sub 
collection ) ⊂ * has non-empty intersection. Nonstandard universe is   -saturated if whenever 4ô�7�∈�  is a 
collection of internal sets with the infinite intersection property and the cardinality of  * is less than or equal to .                                                                                                                               
Remark 2.1 For each standard universe  + = Ç(H) there exists canonical language <, and for each nonstandard 
universe Ô = Ç(ð)  there exists corresponding canonical nonstandard language  < = <ý ∗  [5],[7]                                    
4.The restricted rules of conclusion If Let ô and ï well formed, closed formulas so that ô, ï ∈ < ∗ . If Ô ⊨ ô, then ¬ô ⊬012 ï. Thus, if a statement ô holds in nonstandard universe, we cannot obtain from formula  ¬ô any formula 
ï whatsoever.                                                                                                                                                                                 
Definition 2.2 [10]-[14] A set W ⊂ ℕ ∗  is a hyper inductive if the following statement holds in Ç(ð):  

                                                                  ⋀ ([ ∈ W → [= ∈ W)._∈ ℕ ∗                                                                                                         

Here [= = [ + 1.Obviously a set ℕ ∗  is a hyper inductive.                                                                                                      

5. Axiom of hyper infinite induction  

                                          ∀W(W ⊂ ℕ ∗ )X∀\(\ ⊂ ℕ ∗ )]⋀ ([ ∈ W → [= ∈ W)��_4` c → W = ℕ ∗ d.      

Example 2.1 Remind the proof of the following statement: structure (ℕ, <, =) is a well-ordered set.                      
Proof. Let H be a nonempty subset of  ℕ. Suppose X does not have a <-least element. Then consider the set ℕ\H. 
Case1. ℕ\H = ∅. Then H = ℕ and so 0 is a < -least element but this is a contradiction.                                            



Case2. ℕ\H ≠ ∅.  Then 1 ∈ ℕ\H otherwise 1 is a < -least element but this is a contradiction. Assume now that 
there exists some M ∈ ℕ\H such that M ≠ 1, but since we have supposed that H does not have a < -least element, 
thus M + 1 ∉ H. Thus we see that for all M the statement M ∈ ℕ\H implies that M + 1 ∈ ℕ\H. We can conclude by 
axiom of induction that M ∈ ℕ\H for all M ∈ ℕ. Thus ℕ\H =  ℕ implies H = ∅. This is a contradiction to H being a 
non-empty subset of ℕ. Remind that structure ( ℕ ∗ , <, =) is not a well-ordered set [5]-[7]. We set now H� = ℕ ∗ \ℕ 
and thusℕ\H� ∗ = ℕ. In contrast with a set H mentioned above the assumption M ∈ ℕ\H� ∗  implies that M + 1 ∈
ℕ\H� ∗   if and only if M is finite, since for any infinite M ∈ ℕ\ ∗ ℕ the assumption M ∈ ℕ\H� ∗   contradicts with a true 

statement Ç(ð) ⊧ M ∉ ℕ\H� ∗ =ℕ and therefore in accordance with postulate 4 we cannot obtain from M ∈ ℕ\H� ∗  any 
closed formula ï whatsoever.                                                                                                                                   
Theorem 2.1[14] (Generalized Recursion Theorem) Let W be a set, s ∈ W and �: W × ℕ ∗ → W is any function with 
dom(�) = W × ℕ ∗  and range(�) ⊆ W, then there exists a function ℱ: ℕ → W ∗  such that: 1) dom(ℱ) = ℕ ∗  and range(ℱ) ⊆ W; 2) ℱ(1) = s; 3) for all � ∈ ℕ ∗ , ℱ(M + 1) = �(ℱ(M), M).                                                                     
Definition 2.3 [12]-[14] (1) Suppose that W is a standard set on which a binary operations (∙ + ∙) and (∙×∙) is defined 
and under which W is closed. Let 4�£7£∈ ℕ ∗  be any hyper infinite sequence of terms of W ∗ . For every hyper natural 

M ∈ ℕ ∗  we denote by /��- ∑ �£V£æ�  the element of W ∗  uniquely determined by the following canonical conditions:  

(a) /��- ∑ �£�£æ� = ��;  (b) /��- ∑ �£V=�£æ� = /��- ∑ �£V£æ� + �V=� for all M ∈ ℕ. ∗                                                            
(2) For every hyper natural M ∈ ℕC ∗  we denote by /��-∏ �£V£æ�  the element of W ∗  uniquely determined by the 

following canonical conditions: (a) /��- ∏ �£�£æ� = ��;  (b) /��- ∏ �£V=�£æ� = (/��- ∏ �£V£æ� ) × �V=� for all M ∈ ℕ. ∗  
Theorem 2.2. [14] (1) suppose that W is a standard set on which a binary operation (∙ + ∙) is defined and under 
which W is closed and that (∙ + ∙) is associative on S. Let 4�£7£∈ ℕ ∗  be any hyper infinite sequence of terms of W ∗ . 

Then for any M, K ∈ ℕ ∗  we have: /��- ∑ �£V=¤£æ� = /��- ∑ �£V£æ� + /��-∑ �£¤£æ� ;                                                                              
(2) suppose that W is a standard set on which a binary operation (∙×∙) is defined and under which W is closed and that 
(∙×∙) is associative on S. Let 4�£7£∈ ℕ ∗  be any hyper infinite sequence of terms of W ∗ . Then for any M, K ∈ ℕ ∗  we 

have: /��- ∏ �£V=¤£æ� = (/��- ∏ �£V£æ� ) × (/��- ∏ �£¤£æ� ); (3) for any 8 ∈ W ∗  and for any M ∈ ℕC ∗  we have:                          
8 × (/��- ∑ �£V£æ� ) = /��- ∑ 8 × �£V£æ� .                                                              

         §2.1. External non-Archimedean Field ℝ�# ∗  by Cauchy Completion of the Internal             

                                              Non -Archimedean Field ℝ.   ∗  

Definition 2.4 A hyper infinite sequence of hyperreal numbers from ℝ ∗  is a function �: ℕ → ℝ ∗ 
∗   from the hyper- 

natural numbers ℕ ∗  into the hyperreal numbers ℝ ∗ .We usually denote such a function by  M ↦ �V , so the terms in 

the sequence are written as  4��, ��, … , �V, … 7.To refer to the whole hyper infinite sequence, we will write 4�V7Væ�
C ∗  

or 4�V7V∈ ℕ ∗ .                                                                                                                                                                           

Abbreviation 2.1 For a standard set / we often write /01, let /01 = 4 � ∗ |� ∈ /017 
2 .We identify 8 with 8 2  i.e., 8 ≡ 8 2  

for all 8 ∈ ℂ. Hence, /01 = /01 
2  if / ⊆ ℂ, e.g., ℂ 2 = ℂ, ℝ 2 = ℝ, etc.Let ℝ 

#, 
∗  ℝ ,≈

#
 

∗
 , ℝ ,≈=

#
 

∗
 , ℝ ,@AB

#
 

∗
 , ℝ ,C

#
 

∗
 , ℕ ∗ C de-

note the sets of Cauchy hyper-real numbers, Cauchy infinitesimal hyper-real numbers, Cauchy positive infinitesimal 
hyperreal numbers, Cauchy finite hyper-real numbers, Cauchy infinite hyper-real numbers and infinite hypernatural 

numbers, respectively. Note that ℝ ,@AB
#

 ∗ = ℝ # ∗ \ ℝ ,C# ∗ .                                                                                                                                  

Definition 2.5 Let 4�V7Væ�
C ∗   be a hyper infinite ℝ ∗ - valued sequence mentioned above. We shall say that  4�V7Væ�

C ∗    

#-tends to 0 if, given any ̈ ∈ ℝ ∗ ≈= , there is a hyper natural number ñ ∈ ℕ ∗  such that for all  M > ñ, |�V| ≤ ¨. We 
denote this symbolically by �V →# 0.                                                                                                                

Definition 2.6 Let 4�V7Væ�
C ∗   be a hyper infinite ℝ ∗ -valued sequence mentioned above. We shall say that  4�V7Væ�

C ∗   

#-tends to � ∈ ℝ ∗  if, given any ̈ ∈ ℝ ∗ ≈= , there is a hyper natural number ñ ∈ ℕ ∗  such that for all M > ñ,         
|�V − �| ≤ ¨ and we denote this symbolically by �V →# � or by  #- limV→ C ∗ �V = �.                                                                                                        

Definition 2.7 Let 4�V7Væ�
C ∗   be a hyper infinite ℝ ∗ -valued sequence mentioned above. We shall say that sequence  



4�V7Væ�C ∗  is bounded if there is a hyperreal ! ∈ ℝ ∗  such that for any  M ∈ ℕ, ∗  |�V| ≤ !.                                                

Definition 2.8 Let 4�V7Væ�C ∗   be a hyper infinite ℝ ∗ -valued sequence mentioned above. We shall say that  4�V7Væ�C ∗   is 

a Cauchy hyper infinite ℝ ∗ -valued sequence if , given any ¨ ∈ ℝ ∗ ≈= , there is a hyper natural number ñ(¨) ∈ ℕ ∗  
such that for any K, M > ñ, |�V − �¤| < ¨.                                                                                                                      

Theorem 2.3 If 4�V7Væ�C ∗  is a #-convergent hyper infinite ℝ ∗ -valued sequence, i.e., that is, �V →# � for some hyper-

real number  �, � ∈ ℝ ∗  then  4�V7Væ�C ∗  is a Cauchy hyper infinite ℝ ∗ -valued sequence.                                            

Theorem 2.4 If 4�V7Væ�C ∗  is a Cauchy hyper infinite ℝ ∗ -valued sequence, then it is finitely bounded or hyper finitely 

bounded; that is, there is some finite or hyperfinite ! ∈ ℝ ∗ = such that |�V| ≤ ! for all M ∈ ℕ. ∗                       
Definition 2.8 Let W be a set, with an equivalence relation  (⋅ ~ ⋅) on pairs of elements. ForQ ∈ W, denote by s�´Q¶ 
the set of all elements in W that are related to Q. Then for any Q, � ∈ W, either s�´Q¶ = s�´�¶  or s�´Q¶ and s�´�¶ are dis-
joint.                                                                                                                                                                       
Remark 2.2 The hyperreal numbers ℝ ∗ "# will be constructed as equivalence classes of Cauchy hyper infinite ℝ ∗ - 
valued sequences. Let ℱ4 ℝ ∗ 7 denote the set of all Cauchy hyper infinite ℝ ∗ -valued sequences of hyperreal numbers. 
We define the equivalence relation on a set ℱ4 ℝ ∗ 7.                                                                                                 

Definition 2.9 Let 4�V7Væ�C ∗  and 4>V7Væ�C ∗  be in ℱ4 ℝ ∗ 7. Say they are #-equivalent if  �V − >V →# 0 i.e., if and only if 

the hyper infinite ℝ ∗ -valued sequence 4�V − >V7Væ�C ∗  #-tends to 0.                                                                      

Theorem 2.5 [14] Definition above yields an equivalence relation on a set ℱ4 ℝ ∗ 7.                                                            
Definition 2.10 The external hyperreal numbers ℝ ∗ �# are the equivalence classes s�´4�V7¶ of Cauchy hyper infinite 
ℝ ∗ -valued sequences of hyperreal numbers, as per definition above. That is, each such equivalence class is an 

external hyperreal number.                                                                                                                                        
Definition 2.11 Given any hyperreal number � ∈ ℝ ∗ , define a hyperreal number �#to be the equivalence class of the 

hyper infinite ℝ ∗ -valued sequence 4�V = �7Væ�C ∗ consisting entirely of � ∈ ℝ ∗ . So we view ℝ ∗  as being inside ℝ ∗ "# by 

thinking of each hyperreal number � ∈ ℝ ∗  as its associated equivalence class �#. It is standard to abuse this notation, 
and simply refer to the equivalence class as q as well.                                                                                        

Definition 2.12 Let Q, � ∈ ℝ ∗  #, so there are Cauchy hyper infinite ℝ ∗ -valued sequences 4�V7Væ�C ∗ , 4>V7Væ�C ∗  of hyper-

real numbers with Q = s�´4�V7¶ and � =  s�´4>V7¶.                                                                                                                        

(a) Define Q + � to be the equivalence class of the hyper infinite sequence 4�V + >V7Væ�C ∗ .                                                      

(b) Define Q × � to be the equivalence class of the hyper infinite sequence 4�V + >V7Væ�C ∗ .                                      

Theorem 2.6 [14] The operations +,× in definition above by the requirements (a) and (b) are well-defined.               
Theorem 2.7 Given any hyperreal number Q ∈ ℝ ∗  #, Q ≠ 0 there is a hyperreal number � ∈ ℝ ∗  # such that Q × � = 1. 
Theorem 2.8 If  4�V7Væ�C ∗  is a Cauchy hyper infinite sequence which does not #-tend to 0, then there is some ñ ∈ ℕ ∗  

such that, for all M > ñ, �V  ≠ 0.                                                                                                                          
Definition 2.13 Let Q ∈ ℝ ∗  #. Say that Q is positive if Q ≠ 0, and if Q =  s�´4�V7¶ for some Cauchy hyper infinite 

sequence of hyperreal numbers such that for some ñ ∈ ℕ, �V > 0 ∗  for all M > ñ. Then for a given two hyperreal 

numbers Q, �, say that Q > � if Q − � is positive.                                                                                                                                                 

Theorem 2.9 Let Q, � ∈ ℝ ∗  # be hyperreal numbers such that Q > �, and let  � ∈ ℝ ∗  #, then Q + � > � + �.           
Theorem 2.10 Let Q, � ∈ ℝ ∗  # be hyperreal numbers such that Q, � > 0. Then there is K ∈ ℕ ∗  such that K × Q > �. 
Theorem 2.11 Given any hyperreal number � ∈ ℝ ∗  #, and any hyperreal number ¨ > 0, ¨ ≈ 0, there is a hyperreal 
number � ∈ ℝ ∗  # such that |� − �| < ¨.                                                                                                                
Definition 2.14 Let W ⊊ ℝ ∗  # be a nonempty set of hyperreal numbers. A hyperreal number � ∈ ℝ ∗  # is called an 
upper bound for W if � ≥ Q for all Q ∈ W. A hyperreal number � is the least upper bound (or supremum: supW) for W if 
� is an upper bound for W and � ≤ T for every upper bound T of W.                                                                                  
Remark 2.3 The order ≤ given by definition above obviously is ≤-incomplete.                                                 
Definition 2.15 Let W ⊊ ℝ ∗  # be a nonempty set of hyperreal numbers. We will say that:                                                       



(1) W is ≤ -admissible above if the following conditions are satisfied:                                                                                   
(a) W is finitely bounded or hyper finitely bounded above;                                                                                                         
(b) let ô(W) be a set such that ∀�´� ∈ ô(W) ⇔ � ≥ W¶ then for any ̈ > 0, ¨ ≈ 0 there are [ ∈ W and \ ∈ ô(W) such 

that \ − [ ≤ ¨ ≈ 0. (2) W is ≤ -admissible belov if the following conditions are satisfied:                                                          

(a) W is finitely bounded or hyper finitely bounded below;                                                                                                   
(b) let <(W) be a set such that ∀�´� ∈ <(W) ⇔ � ≤ W¶ then for any ̈ > 0, ¨ ≈ 0 there are [ ∈ W and \ ∈ <(W) such 
that [ − \ ≤ ¨ ≈ 0.                                                                                                                                                       
Theorem 2.12 [14] (a) Any ≤-admissible above subset W ⊂ ℝ ∗  # has the least upper bound property.                            
(b) Any ≤-admissible above subset W ⊂ ℝ ∗  # has the greatest lower bound property.                                                      

Theorem 2.13 [14] (Generalized Nested Intervals Theorem) Let 4*V7Væ�C ∗ =  4´�V , >V¶7Væ�∞ 
∗ , ´�V , >V¶ ⊂ ℝ ∗  

# be a hyper 

infinite sequence of #-closed intervals satisfying each of the following conditions: (a) *� ⊇ *� ⊇ *� ⊇ ⋯ ⊇ *V ⊇ ⋯      

(b) >V − �V →# 0 as M → ∞ ∗ , Then ⋂ *VC ∗Væ� consists of exactly one hyperreal number � ∈ ℝ ∗  #.                          
Theorem 2.14 [14] (Generalized Squeeze Theorem) Let  4�V7Væ�C ∗ ,  4sV7Væ�C ∗  be two hyper infinite sequences #-con-

verging to <, and  4>V7Væ�C ∗  a hyper infinite sequence. If ∀M > �, � ∈ ℕ  ∗ we have �V ≤ >V ≤ sV, then >V also #-con-

verges to <.                                                                                                                                                                  
Theorem 2.15 [14] If #-limV→ C ∗ ,| �V| = 0, then #-limV→ C ∗  , �V = 0.                                                                          

Theorem 2.16 [14] (Generalized Bolzano -Weierstrass Theorem) Any finitely or hyper finitely bounded hyper 
infinite ℝ ∗  # -valued sequence has #-convergent hyper infinite subsequence.                                                                  

Definition 2.16 Let  4�V7Væ�C ∗  be ℝ ∗  #-valued sequence. Say that a sequence  4�V7Væ�C ∗  #-tends to 0 if, given any 

¨ > 0, ¨ ≈ 0, there is a hyper natural number ñ ∈ ℕ ∗ C, ñ = ñ(¨) such that, for all M > ñ, |�V| ≤ ¨.            
Definition 2.17 Let  4�V7Væ�C ∗  be ℝ ∗  #-valued hyper infinite sequence. We call  4�V7Væ�C ∗  a Cauchy hyper infinite 

sequence if given any hyperreal number ¨ ∈ ℝ ,≈=# ∗ , there is a hypernatural number ñ = ñ(¨) such that for any 

K, M > ñ, |�V − �¤| < ¨.                                                                                                                                                   

Theorem 2.17 If 4�V7Væ�C ∗ is a #-convergent hyper infinite sequence i.e., �V →# > for some hyperreal number > ∈
ℝ ∗  #, then 4�V7Væ�C ∗  is a Cauchy hyper infinite sequence.                                                                                               

Theorem 2.18 If  4�V7Væ�C ∗  is a Cauchy hyper infinite sequence, then it is bounded; that is, there is some ! ∈ ℝ ∗  #  
such that |�V| ≤ ! for all M ∈ ℕ ∗ .                                                                                                                                

Theorem 2.19 [14] Any Cauchy hyper infinite sequence 4�V7Væ�C ∗  has a #-limit in  ℝ ∗  #; that is, there exists > ∈ ℝ ∗  # 

such that �V →# >.                                                                                                                                                       
Remark 2.4 Note that there exists canonical natural embedding  ℝ ∗ ↪ ℝ ∗  #.                                                           
Remark 2.5 A nonempty set S of Cauchy hyperreal numbers ℝ ∗ �# is unbounded above if it has no hyperfinite upper 
bound, or unbounded below if it has no hyperfinite lower bound. It is convenient to adjoin to Cauchy hyperreal 
number system ℝ ∗ �# two points, +∞# = ( +∞ ∗ )#    (which we also write more simply as ∞# ) and −∞#, and to 
define the order relationships between them and any Cauchy hyperreal number � ∈ ℝ ∗  # by −∞# < � < ∞#.         
Definition 2.18 We will call −∞# and ∞# are points at hyper infinity. If W ⊂ ℝ ∗  # is a nonempty set of Cauchy 
hyperreals, we write sup(W) = ∞# to indicate that W is unbounded above, and inf(W) = −∞# to indicate that W is un-
bounded below.                                                                                                                                                       
Definition 2.19 That is (¨, .) definition of the #-limit of a function Y: k → ℝ ∗  # is as follows: let Y(�) is a 
ℝ ∗  #- valued function defined on a subset k ⊂ ℝ ∗  # of the Cauchy hyperreal numbers. Let s be a #-limit point of k 

and let < ∈ ℝ ∗  # be Cauchy hyperreal number. We say that  #- limJ→#  Y(�) = <     if for every ¨ ≈ 0, ¨ > 0 there 
exists a . ≈ 0, . > 0 such that, for all � ∈ k, if 0 < |� − s| < ., then |Y(�) − <| < ¨.                                                       
Definition 2.20 [13] The function Y: ℝ ∗  # → ℝ ∗  # is a #-continuous (or micro continuous) at some point s of its 
domain if the #-limit of  Y(�), as � #-approaches s through the domain of Y, exists and is equal to 
Y(s): #-limJ→#  Y(�) = Y(s).                                                                                                                                                                       



Theorem 2.20 [14] Let 4�V7Væ�C ∗  and  4>V7Væ�C ∗  be ℝ ∗  #- valued hyper infinite sequences. Then the following equalities 

hold for any M, �, �, Á, K ∈ ℕ ∗  :                                                                                                                                                                        

                                                    > × (/��- ∑ ��V�æ� ) = /��- ∑ > × ��V�æ�                                                                  (2.1) 

                                             /��- ∑ ��V�æ� ± /��- ∑ >� =V�æ� /��- ∑ (�� ± >�)V�æ�                                                       (2.2) 

                                        /��- ∑ j/��- ∑ ��Ãå¦ÃæåJ l£¦�æ£J = /��- ∑ j/��- ∑ ��Ã£¦�æ£J lå¦ÃæåJ                                               (2.3) 

                                 (/��- ∑ ��V�æ� ) × t/��- ∑ >ÃVÃæ� u = /��- ∑ t/��- ∑ �� × >ÃVÃæ� uV�æ�                                           (2.4) 

                                        (/��- ∏ ��V�æ� ) × (/��- ∏ >�V�æ� ) = /��- ∏ ��V�æ� × >�                                                      (2.5) 

                                                     (/��- ∏ ��V�æ� )¤ =  /��- ∏ ��¤. V�æ�                                                                       (2.6) 

Theorem 2.21 [14] Let 4�V7�æ�V  and  4>V7�æ�V  be ℝ ∗  #- valued monotonically non-decreasing hyperfinite sequences. 
Suppose that �� ≤ >� , 1 ≤ ° ≤ M, then the following equalities hold for any M ∈ ℕ ∗  :   
                                                           /��- ∏ ��V�æ� ≤ /��- ∏ >�V�æ� .                                                                         (2.7) 

Theorem 2.22 [14] Let 4�V7�æ�V  and  4>V7�æ�V  be ℝ ∗  #- valued hyperfinite sequences. Then the following inequalities 
hold for any M ∈ ℕ ∗  :                                                                                                                                                  

                                   (/��- ∏ ��V�æ� × >�)� ≤ (/��- ∏ ���V�æ� ) × (/��- ∏ >��V�æ� ).                                                    (2.8)                                                          

Definition 2.21 [13] Assume that 4�V7Væ�C ∗  is a ℝ ∗  #- valued hyper infinite sequence, the symbol /��- ∑ �VC ∗Væ�  is a 

hyper infinite series, and �V is the n-th term of the hyper infinite series.                                                                                 

Definition 2.22 [13] We shall say that a series /��- ∑ �VC ∗Væ�  #-converges to the sum ô ∈ ℝ ∗  #, and write 

/��- ∑ �VC ∗Væ� = ô if the hyper infinite sequence  4ôV7Væ�C ∗  defined by ô¤ = /��- ∑ �V¤Væ�  #-converges to the sum ô. 

The hyperfinite sum ô¤ is the M-th partial sum of /��- ∑ �VC ∗Væ� . If #-limô¤¤→ C ∗ , = ∞# or −∞#, we shall say that 

/��- ∑ �VC ∗Væ� #-diverges to ∞# or to −∞#.                                                                                                                                                             

Theorem 2.23 [13] The hyper infinite sum /��- ∑ �VC ∗Væ�   of a #-convergent hyper infinite series is unique.                                                              

                    §2.2.Hyper infinite sequences and series of ℝ ∗ �#- valued functions 

Definition 2.23 [13] If Y�, Y�, … , Y£, Y£=�, … , YV, … M ∈ ℕ ∗   are ℝ ∗  
#- valued functions on a subset k ⊂ ℝ ∗  

# we say 

that 4YV7Væ�
C ∗  is a hyper infinite sequence of  ℝ ∗  #- valued functions on k.                                                                                                           

Definition 2.24 [13] Suppose that 4YV7Væ�
C ∗  is a hyper infinite sequence of ℝ ∗  

#- valued functions on k ⊂ ℝ ∗  
# and the 

hyper infinite sequence of values 4YV���7Væ�
C ∗  #-converges for each � in some subset W of k. Then we say that 

4YV���7Væ�
C ∗  #-converges pointwise on W to the #-limit function Y, defined by Y��� = limV→ C ∗ YV���.              

Definition 2.25 [13] If 4YV���7Væ�
C ∗  is a hyper infinite sequence of ℝ ∗  #- valued functions on k ⊂ ℝ ∗  #, then  

                                                                       /��- ∑ YV���C ∗
Væ�                                                                                 (2.9) 

is a hyper infinite series of functions on k. The partial sums of (1), are defined by çV��� = /��- ∑ YV���V
£æ� . If hyper 

infinite sequence 4çV���7Væ�
C ∗ #-converges pointwise to the #-limit function ç��� on a subset W ⊂ k, we say that 



4çV(�)7Væ�C ∗ #-converges pointwise to the sum ç(�) on W, and write ç(�) = /��- ∑ YV(�)∞ ∗Væ� .                            
Definition 2.26  [13] A hyper infinite series of the form /��- ∑ (� − ��)VC ∗Væ� , M ∈ ℕ ∗   is called a hyper infinite 

power series in � − ��.                                                                                                                                                                                 

       §2.3.The #-Derivatives and Riemann #-Integral of ℝ ∗ �#-Valued Functions �: � → ℝ ∗ �#� 

Definition 2.27 [13] A function Y: k → ℝ ∗ �
#  #-differentiable at an #-interior point � ∈ k of its domain k ⊂ ℝ ∗ �

# if 
the difference quotient Y��� − Y���� � − ��⁄  has a #-limit:  #- limJ→#JJ�Y��� − Y���� � − ��⁄ �. In this case the 

#-limit is called the #-derivative of Y at interior point ��, and is denoted by Y#-���� or by o#Y  ���� o#�.⁄                                     
Definition 2.28 If Y is defined on an #-open set W ⊂ ℝ ∗ �

#, we say that f is #-differentiable on W if Y is 
#-differentiable at every point of W. If Y is #-differentiable on W, then Y#-��� is a function on W.We say that Y is 

#-continuously #-differentiable on W if Y#-��� is #-continuous on W.  

Definition 2.29 If Y is #-differentiable on a #-neighbourhood of  ��, it is reasonable to ask if Y#-��� is 

#-differentiable at ��. If so, we denote the #-derivative of Y#-��� at �� by Y#--���� or by Y#������� and this is the 

second #-derivative of Y at ��. Continuing inductively by hyper infinite induction, if Y#�V������ is defined on a 

#-neighbourhood of  ��, then the M-th #-derivative of Y at �� denoted by Y#�V����� or by o#�V�Y  ���� o#�V⁄ , where 
M ∈ ℕ. 

∗                                                                                                                                                                       
Theorem 2.24 [13] If Y is #-differentiable at �� then Y is #-continuous at ��.                                                            
Theorem 2.25 [13] If  Y and � are #-differentiable at ��, then so are Y ± � and Y × � with:                                                
(a) �Y ± � �#-���� = Y#-���� ± �#-����, (b) �Y × � �#-���� = Y#-��������� + �#-����Y����.                                     
(c) The quotient Y �⁄  is #-differentiable at �� if ����� ≠ 0 with �Y �⁄ �#- = Ì#L�JJ�'�JJ��'#L�JJ�Ì�JJ�

'�JJ�� .                                        
(d) If M ∈ ℕ ∗  and Y� , 1 ≤ ° ≤ M are #-differentiable at ��, then so are /��- ∑ Y�

V
�æ�  with: 

                                                  �/��- ∑ Y�
V
�æ� �#-���� = /��- ∑ Y�

#-V
�æ� ����. 

(e) If M ∈ ℕ ∗  and  Y#�V�����, �#�V�����  exist, then so does �Y × � �#�V����� and  

                                           �Y × � �#�V����� = /��- ∑ tV
� uY 

#���V
�æ� ����� #

�V�������                                                                                                                             

Theorem 2.26 [13] (The Chain Rule) Suppose that � is #-differentiable at �� and Y is #-differentiable at �(��). 
Then the composite function ℎ = Y ∘ � defined by ℎ��� = Y������ is #-differentiable at  �� with ℎ#-���� =
Y#-t�����u�#-����.                                                                                                                                                  

Theorem 2.27 [13] (Generalized Taylor's Theorem) Suppose that Y#�V��� �, M ∈ ℕ ∗  exists on an #-open interval * about ��, and let � ∈ *. Let 	V��, ��� be the M-th Taylor hyper polynomial of Y about ��, 	V��, ��� =
/��- ∑ Ì#�N��JJ��J�JJ�N

�!V
�æ�    Then the remainder O��, ��� = Y��� − 	V��, ��� can be written as  

                                                             O��, ��� = Ì#�hþ¦�� ��J�JJ�h

�V=��! .                                                                       (2.10) 

Here s depends upon � and is between � and ��.                                                                                                             
Definition 2.30 [13] Let [�, >] ⊂ ℝ ∗ �

#. A hyperfinite partition of  [�, >] is a hyperfinite set of subintervals 
[��, ��],…,[�V��, �V], with M ∈ ℕ ∗ C, where � = �� < �� … < �V = >. A set of these points ��, ��, … , �V defines a 
hyperfinite partition 	 of [�, >], which we denote by 	 = 4��7�æ�

V . The points ��, ��, … , �V are the partition points of 
	.The largest of the lengths of the subintervals [����, ��], 0 ≤ ° ≤ M is the norm of 	 = 4��7�æ�

V  denoted by ‖	‖; 
thus, ‖	‖ = max����V ��� − �����.                                                                                                                                                                           
Definition 2.31 Let 	 and 	- are hyperfinite partitions of [�, >], then 	- is a refinement of 	 if every partition point 



of 	 is also a partition point of 	-; that is, if 	- is obtained by inserting additional points between those of 	.          
Definition 2.32 Let Y be ℝ ∗ �

#- valued function Y: [�, >] → ℝ ∗ �
#, then we say that external hyperfinite sum ÅJ� 

defined by 

                                                ÅJ� = /��- ∑ Y�s��V
�æ� ��� − �����, ���� ≤ s� ≤ ��,                                              (2.11) 

is a Riemann external hyperfinite sum of Y over the hyperfinite partition  	 = 4��7�æ�
V .                                                                    

Definition 2.33 [13] Let Y be ℝ ∗ �
#- valued function Y: [�, >] → ℝ ∗ �

#, then we say that Y is Riemann #-integrable on 
[�, >] if there is a number < ∈ ℝ ∗ �

# with the following property: for every ¨ ≈ 0, ¨ > 0, there is a . ≈ 0, . > 0 such 
that |< − ÅJ�| < . if ÅJ� is any Riemann external hyperfinite sum of Y over a partition 	 of ́ �, >¶ such that 
‖	‖ < .. In this case, we say that < is the Riemann #-integral of Y over ́ �, >¶, and we shall write 

                                                              < = /��- n Y(�)o#�PQ .                                                                               (2.12) 

Thus the Riemann #-integral of ℝ ∗ �#- valued function  Y: [�, >] → ℝ ∗ �# over [�, >] is defined as #-limit of the 
external hyperfinite sums (55) with respect to partitions of the interval [�, >]: 

                                   /��- n Y���o#�PQ = #-limV→ ∞ ∗ t/��- ∑ Y�s��V
�æ� ��� − �����u.                                            (2.13) 

Definition 2.34 A coordinate rectangle O in ℝ ∗ �
#�, M ∈ ℕ ∗   is the external finite or hyperfinite Cartesian product of M 

#-closed intervals; that is, O = /��- ×�æ�
V [�� , >�]. The content of O is Ç�O� = /��-∏ �>� − ���V

�æ� . The hyperreal 
numbers >� − ��, 1 ≤ ° ≤ M are the edge lengths of O. If they are equal, then O is finite or hyperfinite coordinate 
cube. If �å = >å for some �, then Ç�O� = 0 and we say that O is degenerate; otherwise, O is nondegenerate.                
Definition 2.35 If O = /��-×�æ�

V [�� , >�] and 	� = ��� < ��� <∙∙∙< ��¤N is an external hyperfinite partition of 

[�� , >�], 1 ≤ � ≤ M, then the set of all rectangles inℝ ∗ �#� that can be written as /��- ×�æ�
V ]��,Ã�R¦ , ��,Ã�c, 1 ≤ Á� ≤ K� , 

1 ≤ � ≤ M is a partition of O. We denote this partition by 	 = /��- ×�æ�
V 	� and define its norm to be the maximum 

of the norms of 	� , 1 ≤ ° ≤ M; thus, ‖	‖ = max�4	�|1 ≤ ° ≤ M7.                                                                    
Definition 2.36 If  	 = /��- ×�æ�V 	� and 	- = /��- ×�æ�V 	�-  are partitions of the same rectangle, then 	- is a 

refinement of 	 if 	�- is a refinement of 	� , 1 ≤ ° ≤ M as defined above.                                                                                                                            

Definition 2.37 Suppose that Y is a ℝ ∗ �
#- valued function defined on a rectangle O in ℝ ∗ �

#�, M ∈ ℕ ∗ , 	 = 4	�7�æ�
£ is a 

partition of O, and �� is an arbitrary point in O�, 1 ≤ Á ≤ �. Then a Riemann external hyperfinite sum ÅJ� of Y over 
the partition  	 is defined by  

                                                           ÅJ� = /��- ∑ Y����£
�æ� Ç�O��                                                                      (2.14) 

Definition 2.38 Let Y be a ℝ ∗ �#- valued function defined on a rectangle O in ℝ ∗ �#�, M ∈ ℕ ∗ . We say that Y is Riemann 
#-integrable on O if there is a number L with the following property: for every ̈ ≈ 0, ¨ > 0, there is a . ≈ 0, . > 0 
such that |< − ÅJ�| < . if ÅJ� is any Riemann external hyperfinite sum of Y over a partition 	 of O such that 
‖	‖ < .. In this case, we say that < is the Riemann #-integral of Y over O, and write 

                                                                   < = /��- n Y(�)o#V� 0 .                                                                         (2.15) 

Thus the Riemann #-integral of ℝ ∗ �#- valued function  Y defined on a rectangle O in ℝ ∗ �#� is defined as #-limit of the 
external hyperfinite sums (58) with respect to partitions of the rectangle O: 

                                              /��- n Y���o#V� = 0 #-lim
V→ C ∗

j/��- ∑ Y����£
�æ� Ç�O��l.                                               (2.16) 

 



                     §2.4.The ℝ ∗ �#-Valued #-Exponential Function ���-������ and                                                          

                 ℝ ∗ �#-Valued Trigonometric Functions ���-� !���, ���-"#���� 

We define the #-exponential function /��-exp��� as the solution of the #-differential equation 

                                                        Y#-�� � = Y���, Y�0� = 1.                                                                               (2.17)      

We solve it by setting  Y��� = /��- ∑ �VC ∗
Væ� , Y#-�� � = /��- ∑ M�VC ∗

Væ� . Therefore 

                                                         /��-exp��� = /��- ∑ Jh

V!C ∗
Væ� .                                                                          (2.18) 

From (1) we get t/��-exp���ut/��-exp�T�u = /��-exp�� + T� for any �, T ∈ ℝ ∗ �#. 

We define the #- trigonometric functions /��- sin � and /��- cos � by  

                          /��- sin � = /��- ∑ �−1�V J�hþ¦

��V=��!C ∗
Væ� , /��- cos � = /��- ∑ �−1�V J�h

��V�!C ∗
Væ�  .                              (2.19)   

It can be shown that the series (1) #-converges for all � ∈ ℝ ∗ �#  #-differentiating yields 

                                �/��- sin � �#- = /��- cos �, �/��- cos � �#- = −�/��- sin � �.                                             (2.20) 

                                      §2.5. ℝ ∗ "# -Valued Schwartz Distributions 

Definition 2.39 [13] Let + be an #- open subset of ℝ ∗ �
#� and Y: + → ℝ ∗ �

#.  The partial derivative of Y at the point 
� = ���, ��, … , �� , … , �V� with respect to the °-th variable �� is defined as  

                                                   
S#Ì
S#J� =  #- limT→#�

Ì�J¦,J�,…,J�=T,…,Jh��Ì�J¦ ,J�,…,J�,…,Jh�
T . 

Definition 2.38 A multi-index of size M ∈ ℕ ∗   is an element in ℕ ∗ V , the length of a multi-index [ = �[�, … , [V�  ∈
ℕ ∗ V is defined as Ext-∑ [�

V
�æ�  and denoted by |[|.    We introduce the following notations for a given multi-index 

[ = ([�, … , [V)  ∈ ℕ ∗ V:  �_ = /��- ∏ ��_�  ; V�æ� U#_ = /��- ∏ S#V�S#J�V�  
 V�æ� or symbolically U#_ = /��- S#V

S#J¦V¦…S#JhVh.. 

Definition 2.40 The Schwartz space of rapidly decreasing ℂ # ∗ - valued test functions on ℝ #V , M ∈ ℕ ∗ ∗  is the function 
space defined by 

          S#( ℝ #V ∗ , ℂ # ∗ ) = XY ∈ � C ∗ ( ℝ #V ∗ , ℂ # ∗ )|∀([, \)([, \ ∈ ℕ ∗ V)∀�(� ∈ ℝ #V ∗ )]m�_ k  #` Y  (�)m < ∞#cd. 

Remark 2.6 Note that if Y ∈ W#( ℝ #V ∗ , ℂ # ∗ ) the integral of �_m k  #` Y  (�)m exists  

                                                            /��- n m �_k  #` Y  (�)mo#V 
ℝW#h ∗ < ∞#. 

Definition 2.41 The Schwartz space of essentially rapidly decreasing ℂ # ∗ - valued test functions on ℝ #V , M ∈ ℕ ∗ ∗  is 
the function space defined by 

          S#( ℝ #V ∗ , ℂ # ∗ ) = XY ∈ � C ∗ ( ℝ #V ∗ , ℂ # ∗ )|∀[([ ∈ ℕ  V)∀\(\ ∈ ℕ ∗ V)∀�(� ∈ ℝ #V ∗ )]m�_ k  #` Y  (�)m < ∞ cd. 
Remark 2.7 Note that if Y ∈ W#( ℝ #V ∗ , ℂ # ∗ ) the integral of �_m k  #` Y  (�)m, [ ∈ ℕ  V, \ ∈ ℕ ∗ V exists and  



                                                            /��- n m �_k  #` Y  (�)mo#V 
ℝW#h ∗ < ∞ . 

Definition 2.42 The Schwartz space of rapidly decreasing ℂ # ∗ - valued test functions on ℝ ,@AB#V  , M ∈ ℕ ∗ ∗  is the 

function space defined by 

          SX#t ℝ ,@AB#V ∗ , ℂ # ∗ u = XY ∈ � C ∗ t ℝ ,@AB#V ∗ , ℂ # ∗ u|∀([, \)([, \ ∈ ℕ ∗ V)∀�t� ∈ ℝ ,@AB#V ∗ u]m�_ k  #` Y  (�)m < ∞#cd. 

Remark 2.8 Note that if Y ∈  SX#t ℝ ,@AB#V ∗ , ℂ # ∗ u the integral of �_m k  #` Y  (�)m, [ ∈ ℕ ∗ V, \ ∈ ℕ ∗ V exists and   

                                                             /��- n m �_k  #` Y  (�)mo#V 
ℝW,���#h ∗ < ∞# . 

Definition 28.43 The Schwartz space of essentially rapidly decreasing ℂ # ∗ - valued test functions on ℝ ,@AB#V  , M ∈ ℕ ∗ ∗  

is the function space defined by 

 SX@AB#  t ℝ ,@AB#V ∗ , ℂ # ∗ u = 

       pY ∈ � C ∗ t ℝ ,@AB#V ∗ , ℂ # ∗ u|∀([, \)([ ∈ ℕ  V, \ ∈ ℕ  V)∃s_`ts_` ∈ ℝ ,@AB# ∗ u∀�t� ∈ ℝ ,@AB#V ∗ u vi�_ j k  #` Y  (�)li <
s_`wq. 

Remark 2.9 Note that if Y ∈ W@AB# ( ℝ #V ∗ , ℂ # ∗ ) the integral of m k  JV #` Y  (�)m exists and finitely bounded above 

                                              /��- n m �_k  #` Y  (�)mo#V 
ℝW,���#h ∗ < o_` , o_` ∈ ℝ ,@AB# ∗ . 

Abbreviation 2.2 1) The Schwartz space of rapidly decreasing test functions on ℝ #V  ∗  we will be denoting by S#( ℝ #V ∗ ) and let S@AB# ( ℝ #V  ∗ )   denote the set of ℂ # ∗ -valued essentially rapidly decreasing test functions on ℝ #V  ∗ .    

2) The Schwartz space of rapidly decreasing ℂ # ∗ - valued test functions on ℝ ,@AB#V   ∗  we will be denoting by SX#t ℝ ,@AB#V   ∗ u and let SX@AB# t ℝ ,@AB#V   ∗ u   denote the set of ℂ # ∗ -valued essentially rapidly decreasing test functions on 

 ℝ ,@AB#V   ∗ .                                                                                                                                                                   

Definition 2.44 A linear functional : W#( ℝ #V ∗ ) → ℂ # ∗  is a #-continuous if there exist �, � ∈ ℕ ∗  and constants s_` 

such that |(�)| ≤ �t/��- ∑ s_` |_|�£,|`|�£ u. Here  ∀�(� ∈ ℝ #V ∗ ) vi�_ j k  #` �  (�)li < s_`w.                         
Definition 2.45 A linear functional : W#t ℝ ,@AB#V ∗ u → ℂ # ∗  is a strongly #-continuous if there exist �, � ∈ ℕ ∗  and 

constants s_` such that |(�)| ≤ �t/��- ∑ s_` |_|�£,|`|�£ u ∈ ℝ ,@AB# ∗ .                                                                           

Definition 2.46 A generalized function  ∈ W#-( ℝ #V ∗ ) is defined as a #-continuous linear functional on vector space 
W#( ℝ #V ∗ ), symbolically it written as : � → (, �). Thus space W#-( ℝ #V ∗ ) of generalized functions is the space dual 
to W#( ℝ #V ∗ ).                                                                                                                                                                         

Definition 2.47 A generalized function  ∈ W#-t ℝ ,@AB#V ∗ u is defined as a strongly #-continuous linear functional on 

vector space W#t ℝ ,@AB#V ∗ u, symbolically it written as : � → (, �). Thus space W#-t ℝ ,@AB#V ∗ u of generalized functions 

is the space dual to W#t ℝ ,@AB#V ∗ u.                                                                                                                                                                       

Definition 2.48 Convergence of a hyper infinite sequence 4V7Væ�C ∗  of generalized functions in W#-( ℝ #V ∗ ) is defined 

as weak #-convergence of the hyper infinite sequence of functionals in W#-( ℝ #V ∗ ) that is: V →# 0, as M → ∞ ∗ , in 
W#-( ℝ #V ∗ ) means that (V , �) →# 0,  as M → ∞ ∗ , for all � ∈ W#( ℝ #V ∗ ).                                                                                                    

Definition 2.49 Convergence of a hyper infinite sequence 4V7Væ�C ∗  of generalized functions in W#-t ℝ ,@AB#V ∗ u is 

defined as weak #-convergence of functionals in W#-t ℝ ,@AB#V ∗ u that is: V →# 0, as M → ∞ ∗ , in W#-t ℝ ,@AB#V ∗ u means 

that (V , �) →# 0, as M → ∞ ∗ , for all � ∈ W#t ℝ ,@AB#V ∗ u.                                                                                                



Definition 2.50 1) Let  ∈ W#L( ℝ #V ∗ ) and let � = ôT + > be a linear transformation of  ℝ #V ∗  onto ℝ #V ∗ . The 

generalized function (ôT + > ) ∈ W#L( ℝ #V ∗ )  is defined by 

                                                   ((ôT + > ), �) = j, Y]ZR¦(J�P)c
|[�1Z| l.                                                                     (2.21)  

Formula (1) enables one to define generalized functions that are translation invariant, spherically symmetric, 
centrally symmetric, homogeneous, periodic, Lorentz invariant, etc.                                                                                                      

2) Let the function [(�) ∈ �#�( ℝ # ∗ ) have only simple zeros �£ ∈ ℝ # ∗ ,� ∈ ℕ ∗ , the function .t[(�)u is defined by 

                                                         .t[(�)u = /��- ∑ �(J� J\)
m_#′( J\)m

∞ ∗£æ�  .                                                                      (2.22) 

3) Let  ∈ W#L( ℝ #V ∗ ), the generalized (weak) #-derivative U#_ of  of order [ is defined as 

                                                           (U#_, �) = (−1)|_|(, U#_�).                                                                   (2.23) 

4) Let  ∈ W#L( ℝ #V ∗ ) and �(�) ∈ �# C ∗ ( ℝ #V ∗ ), The product � = � is defined by  

                                                                   (�, �) = (, ��).                                                                               (2.24) 

5) Let � ∈ W#L( ℝ #V ∗ ) and � ∈ W#L( ℝ #¤ ∗ ) then their direct product is defined by the formula 

                              (� × �, �) = t�(�)(�(T), �)u,  �(�, T) ∈ W# ( ℝ #V × ∗ ℝ #¤ ∗ ).                                        (2.25) 

6)  The Fourier transform /��-ℱ´¶ of a generalized function  ∈ W#L( ℝ #V ∗ ), M ∈ ℕ ∗  is defined by the formula 

                                                               (/��-ℱ´¶, �) = (, /��-ℱ´�¶),                                                             (2.26) 

                                              /��-ℱ´�¶ = /��- n �(�)(/��-exp´°(û, �)¶)o#V� 
ℝW#h 

∗ .                                             (2.27) 

Since the operation �(�) → /��-ℱ´�¶(û) is an isomorphism of S#( ℝ #V ∗ ) onto S#( ℝ #V ∗ ), the operation  →
/��-ℱ´¶ is an isomorphism of  W#L( ℝ #V ∗ ) onto W#L( ℝ #V ∗ ) and the inverse of  /��-ℱ´¶ is given by: /��-ℱ��´¶ =
(2ê)�V/��-ℱ´(−û)¶. The following formulas hold for  ∈ W#L( ℝ #V ∗ ):  
(a) U#_  (/��-ℱ´¶) = /��-ℱ´(°�)_¶,     
(b) ℱ´ U#_¶ = (°û)_ℱ´¶, 
(c) If the generalized function � ∈ W#L( ℝ #V ∗ ) has #-compact support, then 

  /��-ℱ´� ∗ �¶ = (/��-ℱ´�¶)(/��-ℱ´�¶).                                                                                                                               

7) If the generalized function  is periodic with M-period ö = (ö�, … , öV), then  ∈ W#L( ℝ #V ∗ ), and it can be 
expanded in a hyper infinite  trigonometric series 

                           (�) = /��- ∑ s£()(/��-exp´°(�y, �)¶),C ∗|£|æ� |s£()| ≤ ô(1 + |�|)¤ .                                  (2.28) 

The series (1) #-converges to (�) in W#L( ℝ #V ∗ ), here y = j��
]¦ , … , ��

]h l and �y = j��£¦]¦ , … , ��£h]h l. 

8) Generalized Plancherel formula on the space <�#( ℝ #V ∗ ) reads 



                                  /��- n ]/��-YØ(^)c]/��-�_(^)ÈÈÈÈÈÈÈÈÈÈÈÈc 
ℝW#h ∗ o#Vû = /��- n Y(�)�(�) 

ℝW#h ∗ o#V�,                                 (2.29) 

where  o#Vû and o#V�  denote n- dimensional Lebesgue #-measure on ℝ #V ∗   and we denote  Fourier transform 

                                           /��-ℱ´¶(^) = /��- n (�)(/��-exp´°(^, �)¶)o#V� 
ℝW#h ∗  

by                               

                                                                         /��-_(^).                                                                                        (2.30) 

 

 

                   §3. A NON-ARCHIMEDEAN METRIC SPACES ENDOWED WITH                                                    

                                                     ℝ ∗ "# -VALUED METRIC 

Definition 3.1 A non-Archimedean metric space is an ordered pair (!, o#) where ! a set and o# is a #-metric on ! 
i.e., ℝ ∗ "=# - valued function o#: ! × ! → ℝ ∗ "=# such that for any triplet �, T, 8 ∈ !, the following holds:                    
1. o#(�, T) = 0 ⟹ � = T. 2. o#(�, T) = o#(T, �). 3. o#(�, 8) ≤ o#(�, T) + o#(T, 8).                                                     

Definition 3.2 A hyper infinite sequence 4�V7Væ�C ∗  of points in ! is called #-Cauchy in (!, o#) if for every hyperreal 

¨ ∈ ℝ ∗ �=
#  there exists some  ñ ∈ ℕ ∗  such that o#��V, �¤� < ¨ if M, K > ñ.                                                          

Definition 3.3 A point � of the non-Archimedean metric space �!, o#� is the #-limit of the hyper infinite sequence 

4�V7Væ�
C ∗  if for all ¨ ∈ ℝ ∗ �=

# , there exists some ñ ∈ ℕ ∗  such that o#��V, �� < ¨ if M > ñ.                                   
Definition 3.4 A non-Archimedean metric space is #-complete if any of the following equivalent conditions are 

satisfied: 1.Every hyper infinite #-Cauchy sequence 4�V7Væ�
C ∗  of points in ! has a #-limit that is also in !.                                           

2.Every hyper infinite #-Cauchy sequence in !, #-converges in ! that is, to some point of !.                                     
For any non-Archimedean metric space �!, o#� one can construct a #-complete non-Archimedean metric space                                                
�!-, o#� which is also denoted as �#-!a , o#� and which contains ! a #-dense subspace.                                                 
It has the following universal property: if � is any #-complete non-Archimedean metric space and Y: ! → � is any 
uniformly #-continuous function from ! to �, then there exists a unique uniformly #-continuous function Y-: !- →� that extends Y.The space #-!a is determined up to #-isometry by this property (among all #-complete metric 
spaces #- isometrically containing non-Archimedean metric space �#-!a , o#�, and is called the #-completion 
of �!, o#�.                                                                                                                                                                                       
The #-completion of ! can be constructed as a set of equivalence classes of Cauchy hyper infinite sequences in !. 

For any two hyper infinite Cauchy sequences 4�V7Væ�
C ∗   and 4TV7Væ�

C ∗  in !, we may define their distance as o#- = #- lim�→C# o#��V, TV�. This #-limit exists because the hyperreal numbers ℝ ∗ "
# are #-complete. This is only a pseudo 

metric, not yet a metric, since two different hyper infinite Cauchy sequences may have the distance 0. But having 
distance 0 is an equivalence relation on the set of all hyper infinite Cauchy sequences, and the set of equivalence 
classes is a metric space, the #-completion of M. The original space is embedded in this space via the identification 
of an element � of !-  with the equivalence class of hyper infinite sequences in !  #-converging to � i.e., the 
equivalence class containing a hyper infinite sequence with constant value �. This defines a #-isometry onto a        
#-dense subspace, as required.                                                                                                                                
Example 3.1 Both ℝ ∗  and ℂ ∗  are internal metric spaces when endowed with the distance function o��, T� = |� − T|.        
Definition 3.5 About any point � ∈ ! we define the #-open ball of radius � ∈ ℝ =# ∗    about � as the set ï�(�) =
4T ∈ !|o#(�, T) < �7. These #-open balls form the base for a topology on !.                                                                
Definition 3.6 A non-Archimedean metric space (!, o#) is called hyper finitely bounded if there exists some 



� ∈ ℝ ∗  ,@AB= such that o#(�, T) < � for all �, T ∈ !.                                                                                                                              

Definition 3.7 A non-Archimedean metric space (!, o#) is called finitely bounded if there exists some � ∈ ℝ ∗  ,C=  
such that o#(�, T) < � for all �, T ∈ !.                                                                                                                              
Definition 3.8 A non-Archimedean metric space (!, o#) is called hyper finitely bounded if there exists some 

� ∈ ℝ ∗  ,C= such that o#(�, T) < � for all �, T ∈ !.                                                                                                  

Definition 3.9 Let (!, o#)  be a non-Archimedean metric space. A set ô ⊂  H is called finitely bounded if there 
exists some � ∈ ℝ ∗  ,@AB= such that ô ⊂ ï�(�), a∈ H.                                                                                             

Definition 3.10 A non-Archimedean metric space (!, o#) is called #-compact if every hyper infinite sequence 

 4�V7Væ�C ∗    in ! has a hyper infinite subsequence that #-converges to a point in !.  This sort of compactness is 

known as hyper sequential compactness and, in a non-Archimedean metric spaces is equivalent to the topological 
notions of hyper countable #-compactness.                                                                                                                                      
Definition 3.11 A topological space H is called hyper countably #-compact if it satisfies any of the following 
equivalent conditions: (a) every hyper countable open cover + of H (i.e., s��o(+) = s��o( ℕ ∗ )) has a finite or 
hyperfinite sub-cover.                                                                                                                                                           
For a function Y: !� → !� with a non-Archimedean metric spaces (!�, o�#) and (!�, o�#) the following definitions 
of uniform #-continuity and (ordinary) #-continuity hold.                                                                                  
Definition 3.12 A function Y is called uniformly #-continuous if for every ̈∈ ℝ ≈=# ∗ there exists . ∈ ℝ ∗  ≈=  such 

that for every �, T ∈ !� with o�#(�, T) < . we get o�#tY(�), Y(T)u < ¨.                                                                      

Definition 3.13 A function Y is called #-continuous at  � ∈ !� if for every ̈ ∈ ℝ ≈=# ∗ there exists . ∈ ℝ ≈=# ∗  such 

that for every T ∈ !� with o�#(�, T) < . we get o�#tY(�), Y(T)u < ¨.         
                 §4. LEBESGUE #-INTEGRATION OF ℝ ∗ "# -VALUED FUNCTIONS 

Let ��#( ℝ ∗  #V) be the space of all ℝ ∗  #-valued #-compactly supported #-continuous functions of ℝ ∗  #V. Define a 

#-norm on ��#  by the Riemann #-integral [13]: 

                                                               ‖Y‖# = /��- n|Y(�)|o#V�,                                                                        (4.1) 

Note that the Riemann #-integral exists for any #-continuous function Y: ℝ ∗  #V → ℝ ∗  # , see [13]. Then ��#( ℝ ∗  #V) is a 
#-normed vector space and thus in particular, it is a non-Archimedean metric space. All non-Archimedean metric 

space, have a non-Archimedean #-completion (#-!a , o#). Let <�# be this #-completion. This space <�# is isomorphic 
to the space of Lebesgue #-integrable functions modulo the subspace of functions with #-integral zero. Furthermore, 
the Riemann integral (1) is a uniformly #-continuous linear functional with respect to the #-norm on ��#( ℝ ∗  #V) 

which is #-dense in <�#. Hence the Riemann #- integral /��- n Y(�)o#V�  has a unique extension to all of <�#. This 
integral is precisely the Lebesgue #-integral.                                                                                                                       

Definition 4.1 Suppose that 1 ≤  µ < ∞ ∗ , and ́�, >¶ is an interval in ℝ ∗  #. We denote by  <º# (´�, >¶) the set of the all 

functions  Y: ´�, >¶ → ℝ ∗  # such that /��- n |Y(�)|ºo#�PQ < ∞ ∗ .  We define the  <º#  -#-norm of Y by  

                                                           ‖Y‖#º = j/��- n |Y(�)|ºo#�PQ l�/º
.                                                                (4.2) 

More generally, if / is a subset ofℝ  ∗  #V, which could be equal to ℝ ∗  #V itself, then  <º# (/) is the set of Lebesgue 

#-measurable functions Y ∶  / → ℝ ∗  #    whose µ-th power is Lebesgue #-integrable, with the #-norm 

                                                          ‖Y‖#º = t/��- n |Y(�)|ºo#V� 
Å u�/º

.                                                                (4.3) 

Definition 4.2 A set H ⊂ ℝ ∗  #V is #-measurable if there exists /��- n 1ò o#V�, where 1ò is the indicator function.        

Definition 4.3 A ℝ ∗  # -valued function Y on ℝ ∗  #V is a #-measurable if a set 4�|Y(�) > �7 is a #-measurable set for 



all � ∈ ℝ ∗  #V.                                                                                                                                                             
Remark 4.1 To assign a value to the Lebesgue #-integral of the indicator function 1ò of a #-measurable set H 

consistent with the given #-measure Æ#, the only reasonable choice is to set: /��- n 1òo Æ# = Æ#(H).           
Definition 4.4 A hyperfinite linear combination of indicator functions Y = /��- ∑ [£V£æ� 1ò\ where the coefficients 

[£ ∈ ℝ ∗  #   and H£  are disjoint #-measurable sets, is called a #-measurable simple function.                             

Definition 4.5 When the coefficients [£ are positive, we set /��- n Yo Æ# = /��- ∑ [£V£æ� Æ#(H£  ). For a non-

negative #-measurable function Y, let 4YV(�)7Væ�C ∗ be a hyper infinite sequence of the simple functions YV(�) whose 

values is 
£

�h  whenever  
£

�h ≤ Y(�) < £=�
�h  for � a non-negative hyperinteger less than 4V. Then we set 

                                                 /��- n Yo Æ# = #- limV→ C ∗ (/��- n YVo Æ#).                                                            (4.4) 

Definition 4.6 If Y is a #-measurable function of the set E to the reals including ±∞#, then we can write Y = Y= −
Y�, where: 1) Y=(�) = Y(�) if Y(�) > 0 and Y=(�) = 0 if Y(�) ≤ 0; 2) Y�(�) = Y(�) if Y(�) < 0 and Y�(�) = 0 
if Y(�) ≥ 0. Note that both Y= and Y� are non-negative #-measurable functions and |Y| = Y= + Y�.          
Definition 4.7 We say that the Lebesgue #-integral of the #-measurable function Y exists, or is defined if at least 
one of /��- n Y=o Æ# and /��- n Y�o Æ# is finite or hyperfinite. In this case we define 

                                            /��- n Yo Æ# = (/��- n Y=o Æ#) + (/��- n Y�o Æ#).                                                  (4.5) 

Theorem 4.1 Assuming that Y is #-measurable and non-negative, the function Yb(�) = 4� ∈ /|Y(�) > �7 is 
monotonically non-increasing. The Lebesgue #-integral may then be defined as the improper Riemann #-integral of 

Yb(�): /��- n Yo 
Å Æ# = /��- n Yb(�)o#�.C ∗�                                                                                                                        

Definition 4.8 Let H be any set. We denote by 2ò the set of all subsets of H.A family ℱ ⊂ 2ò is called a #--algebra 
on H (or #-algebra on H) if: 1) ∅ ∈ ℱ. 2) A family ℱ is closed under complements, i.e. ô ∈ ℱ implies H\ô ∈  ℱ.     
3) A family ℱ is closed under hyper infinite unions, i.e. if 4ôV7V∈ ℕ ∗  is a hyper infinite sequence in ℱ then 

⋃ ôV ∈ ℱ. V∈ ℕ ∗                                                                                                                                                            

Theorem 4.2 If ℱ is a #--algebra on H then: (1) ℱ is closed under hyper infinite intersections, i.e., if 4ôV7V∈ ℕ ∗  is a 

hyper infinite sequence in ℱ then ⋂ ôV ∈ ℱ.V∈ ℕ ∗  (2) H ∈ ℱ.3) ℱ is closed under hyperfinite unions and hyperfinite 

intersections.(4) ℱ is closed under set differences. (5) ℱ is closed under symmetric differences.                             
Theorem 4.3 If 4ô_7_∈� is a collection of #-algebras on a set H, then ⋂ ô__∈�  , is also an  #-algebras on a set H. 
Theorem 4.4 If � ⊂ < then #(�) ⊂ #(<).                                                                                                            
Definition 4.9 (Borel #-algebra) Given a topological space H, the Borel #-algebra is the #-algebra generated by 
the #-open sets. It is denoted by ℬ#(H). We call sets in ℬ#(H) a Borel set. Specifically in the case H = ℝ ∗  #V we 
have that ℬ#( ℝ ∗  #V) = 4+|+ °Q #-open set7. Note that the Borel #-algebra also contains all #-closed sets and is the 
smallest #-algebra with this property.                                                                                                                                     
Definition 4.10 (#- Measures) A pair (H, ℱ) where ℱ is an #-algebra on H is call a #- measurable space. Elements 
of ℱ are called a #-measurable sets. Given a #-measurable space (H, ℱ), a function Æ#: ℱ → ´0, ∞ ∗ ¶ is called a 

#-mea-sure on (H, ℱ) if: 1)  Æ#(∅) = 0. 2) For all hyper infinite sequences 4ôV7V∈ ℕ ∗   of pairwise disjoint sets in ℱ 

                                                        Æ# j⋃ ôVC ∗Væ� l = /��- ∑  Æ#(ôV).C ∗Væ�                                                                 (4.6) 

 



                §5. A NON-ARCHIMEDEAN BANACH SPACES ENDOWED WITH                                                    

                                                  ℝ ∗ "# -VALUED NORM  

 A non-Archimedean normed space with ℝ ∗ �# -valued norm (#-norm) is a pair (H, ‖∙‖#) consisting of a vector space 

H over a non-Archimedean scalar field  ℝ ∗ �#  or complex  field  ℂ ∗ �# = ℝ ∗  # + i ℝ ∗  #  together with a norm  ‖∙‖#: H →
ℝ ∗  #.   Like any norms, this norm induces a translation invariant distance function, called the norm induced non-

Archimedean ℝ ∗ �# -valued metric o#(�, T) for all vectors �, T ∈ H, defined by o#(�, T) = ‖� − T‖# = ‖T − �‖#. 
Thus o#(�, T) makes H into a non-Archimedean metric space (H, o#).                                                                               

Definition 5.1 A hyper infinite sequence  4�V7Væ�C ∗  in H is called o# - Cauchy or Cauchy in (H, o#) or  ‖∙‖# -Cauchy 

if for every hyperreal  ̈∈ ℝ ∗  =#   there exists some  ñ ∈ ℕ ∗  such that o#(�V , T¤) = ‖�V − TV‖# < ¨ if  M, K > ñ. 
Definition 5.2 The metric o# is called a #-complete metric if the pair  (H, o#) is a #-complete metric space, which 

by definition means for every o#- Cauchy sequence 4�V7Væ�C ∗  in (H, o#), there exists some � ∈ H such that             

#- limV→ C ∗ ‖�V − �‖# = 0.  
                           §5.1.  Semigroups on non-Archimedean Banach spaces and their generators 

Definition 5.3 A family of bounded operators 4ö(�)|0 < � < ∞ ∗ 7 on external hyper infinite dimensional non- 
Archimedean Banach space H endowed with ℝ ∗ �# -valued #-norm ‖∙‖# is called a strongly #-continuous semigroup 

if: (a) ö(0) = *, (b) ö(Q)ö(�) = ö(Q + �) for all Q, � ∈ ℝ ∗  ,=# , (c) For each d ∈ H, � ↦ ö(�) is #-continuous map-

ping.                                                                                                                                                                          
Definition 5.4 A family 4ö(�)|0 < � < ∞ ∗ 7 of bounded or hyper bounded operators on external hyper infinite 
dimensional Banach space H is called a contraction semigroup if it is a strongly #-continuous semigroup and 
moreover ‖ö(�)‖# < 1 for all � ∈ ´0, ∞ ∗ ).                                                                                                         
Theorem 5.1 Let ö(�) is a strongly #-continuous semigroup on a non-Archimedean Banach space H, let ô� =
#- lim�→#� ô�� where ô� = ���t* − ö(�)u and let k(ô) = X�|∃t#- lim�→#� ô��ud, then the operator ô is #-closed 

and #-densely defined. Operator ô is called the infinitesimal generator of the semigroup ö(�).                          
Definition 5.5 We will also say that ô generates the semigroup ö(�) and write ö(�) = /��-exp(−�ô).                                      
Theorem 5.2 (Generalized Hille -Yosida theorem) A necessary and sufficient condition that #-closed linear operator 
ô on a non-Archimedean Banach space H generate a contraction semigroup is that: (a) (− ∞, 0 ∗ ) ⊂ É(ô),                  
(b)  ‖(� + ô)��‖# ≤ ��� for all � > 0.                                                                                                                   
Definition 5.6 Let H be a non-Archimedean Banach space, � ∈ H.An element � ∈ H∗ that satisfies ‖�‖# = ‖�‖# , 
and �(�) = ‖�‖#�  is called a normalized tangent functional to �. By the generalized Hahn-Banach theorem, each 
� ∈ H has at least one normalized tangent functional.                                                                                                     
Definition 5.7 A #-densely defined operator ô on a non-Archimedean Banach space H is called accretive if for 
each � ∈ k(ô), Re(�(ô�))  ≥ 0 for some normalized tangent functional to �. Operator ô is called maximal 
accretive if ô is accretive and ô has no proper accretive extension.                                                                                                   
Remark 5.1 We remark that any accretive operator is #-closable. The #-closure of an accretive operator is again 
accretive, so every accretive operator has a smallest #-closed accretive extension.                                                  
Theorem 5.3 A #-closed operator ô on a non-Archimedean Banach space H is the generator of a contraction 
semigroup if and only if ô is accretive and Ran(�� + ô) = H for some �� > 0.                                                                    
Theorem 5.4 Let ô be a #-closed operator on a non-Archimedean Banach space H. Then, if both ô and it adjoint ô∗ 
are accretive, ô generates a contraction semigroup.                                                                                                  
Theorem 5.5 Let A be the generator of a contraction semigroup on a non-Archimedean Banach space H. Let k be a 

#-dense set, k ⊂ k(ô), so that /��-exp(−�ô): k → k. Then k is a #-core for ô, i.e.,#-ô ↾ kÈÈÈÈÈÈÈ = ô. 
                                                                      §5.2. Hypercontractive semigroups  



In the previous section we discussed <#º -contractive semigroups. In this section we give a self #- adjointness theorem 

for the operators of the form ô + Ç, where Ç is a multiplication operator and ô generates a <#º -contractive semigroup 
that satisfies a strong additional property.                                                                                                                              
Definition 5.8 Let 〈!. Æ#〉 be a #-measure space with Æ#(!) = 1 and suppose that ôis a positive self-adjoint 

operator on <#� (!, o#Æ#). We say that /��-exp(−�ô) is a hyper contractive semigroup if: (a) /��-exp(−�ô) is          

<#º -contractive; (b) for some > > 2 and some constant �P, there is a ö > 0 so that ‖´/��-exp(−�ô)¶�‖#P ≤ ‖�‖#� 

for all � ∈  <#� (!, o#Æ#).                                                                                                                                                                 
Remark 5.2 Note that the condition (a) implies that /��-exp(−�ô) is a strongly #-continuous contraction semi-

group for all µ < ∞ ∗ . Holder's inequality shows that ‖∙‖#f ≤ ‖∙‖#º if  µ ≥ �. Thus the <#º -spaces are a nested family 

of spaces which get smaller as µ gets larger; this suggests that (b) is a very strong condition. The following 
proposition shows that constant > plays no special role.                                                                                                                                    

Theorem 5.6 Let /��-exp(−�ô) be a hypercontractive semigroup on <#� (!, o#Æ#). Then for all µ, � ∈ (1, ∞ ∗ ) there 

is a constant �º,f and a �º,f > 0 so that if > �º,f , then ‖/��-exp(−�ô)�‖#º < �º,f‖�‖#f, for all � ∈  <f# .         

Theorem 5.7 Let 〈!, Æ#〉 be a #-measure space with Æ#(!) = 1and let ©� be the generator of a hypercontractive 

semi-group on <�(!, o#Æ#). Let Ç be a ℝ ∗  # -valued measurable function on 〈!, Æ#〉 such that Ç ∈ <º# (!, o#Æ#) for 

all  µ ∈ ⟦1, ∞ ∗ ) and /��-exp(−�Ç) ∈ <�#(!, o#Æ#) for all � > 0. Then ©� + Ç is essentially self #-adjoint on  

� C ∗ (©� ) ∩ k(Ç) and is bounded below. Here  � C ∗ (©� ) = ⋂ kt©�ºuº∈ ℕ ∗ . 
                                       § 5.3. Strong #-convergence in the generalized sense 

Let g be a non-Archimedean Banach space over field ℂ ∗ "#.   

Let ö ∈ ℬ(g). A complex number � ∈ ℂ ∗ �
# is called an eigenvalue (proper value, characteristic value) of ö if there is 

a non-zero vector  ∈ g such that 

                                                                             ö = �.                                                                                    (5.3.1) 

Such vector  is called an eigenvector (proper vector, characteristic vector) of  ö belonging to (associated with, etc.) 
the eigenvalue �. The set ñ� of all  ∈ g such that ö = � is a linear sub manifold of g; it is called the (geometric) 
eigenspace of ö for the eigenvalue �, and dim�ñ�� is called the (geometric) multiplicity of �. ñ� is defined even 
when � is not an eigenvalue; then we have ñ� = ∅. In this case it is often convenient to say that ñ� is the eigenspace 
for the eigenvalue � with multiplicity zero, though this is not in strict accordance with the definition of an 
eigenvalue.                                                                                                                                                                              
Remark 5.3.1 It can easily be proved that eigenvectors of  ö belonging to different eigenvalues are linearly 
independent.                                                                                                                                                                    
Definition 5.3.1 The set of all eigenvalues of  ö is called the spectrum of ö; we denote it by Σ�ö�.                                                   
Let ö ∈ ℬ�g� and consider the inhomogeneous linear equation 

                                                                        �ö − û� = i,                                                                                 (5.3.2) 

where û ∈ ℂ ∗ �# is a given complex number, i ∈  g is given and  ∈  g is to be found. In order that this equation have 
a solution  for every i, it is necessary and sufficient that ö − û be non-singular, that is, û be different from any 
eigenvalue �] of ö. Then' the inverse �ö − û��� exists and the solution  is given by  

                                                                        = �ö − û���i.                                                                              (5.3.3) 

Definition 5.3.2 The operator-valued function 

                                                                    O �û� = O �û, ö� = �ö − û���                                                            (5.3.4) 



is called the resolvent of  ö.                                                                                                                          
Definition 5.3.3 The complementary set of the spectrum Σ(ö) (that is, the set of all complex numbers 
different from any of the eigenvalues of ö) is called the resolvent set of, ö and will be denoted by P(ö).  
The resolvent O (û, ö) is thus defined for û ∈ P(ö). 
  

 

 

 

Let öV, M ∈ ℕ ∗  be a hyper infinite sequence of #-closed operators in a non-Archimedean Banach space g. In the 
present section we are concerned with general considerations on strong #-convergence of the resolvents OV(û) =
(öV − û)��.The fundamental result on the #-convergence in #-norm of the resolvents is given by theorem 5.3.1. 

Definition 5.3. (i) Let us define the region of boundedness, denoted by ∆P, for the hyper infinite sequence OV(û), M ∈ ℕ ∗  as the set of all complex numbers û ∈ ℂ ∗ �
# such that û ∈ P�öV� for sufficiently large M ∈ ℕ ∗  and the 

hyper infinite sequence ‖OV�û�‖#, M ∈ ℕ ∗  is bounded for M ∈ ℕ ∗  so large that the OV�û� are defined.                                

(ii) let ∆á be the set of all û ∈ ℂ ∗ �# such that Q-limV→ C ∗  OV�û� = O- �û� exists. A set ∆á will be called the region of 

strong #-convergence for OV�û�, M ∈ ℕ ∗ .                                                                                                                              
(iii) Similarly we define the region ∆k of #-convergence in #-norm for OV�û�, M ∈ ℕ ∗ .                                              
Remark 5.3. Note that obviously we have ∆k⊂ ∆á⊂ ∆P.                                                                                                                                                                           
Theorem 5.3. If OV�û�, M ∈ ℕ ∗  #-converges in #-norm to the resolvent O �û� = �ö − û��� of a #-closed operator ö 
for some û- ∈ 	�ö�, then the same is true for every û ∈ 	�ö�. 

 

  

 

 

      

                §6. A NON-ARCHIMEDEAN HILBERT SPACES ENDOWED WITH                                                    

                                        ℂ ∗ "# -VALUED INNER PRODUCT  

Definition 6.1 Let © be external hyper infinite dimensional vector space over complex field ℂ ∗ "# = ℝ 
∗

�
# + i ℝ ∗ �

#. An 

inner product on © is a ℂ ∗ "
#-valued function, 〈∙,∙〉: © × © → ℂ ∗ �

#, such that (1) 〈�� + >T, 8〉 = 〈��, 8〉 + 〈>T, 8〉,         
(2) 〈�, T〉ÈÈÈÈÈÈÈ = 〈T, �〉. (3) ‖�‖� ≡ 〈�, �〉 ≥ 0 with equality 〈�, �〉 = 0 if and only if � = 0.                                                        
Theorem 6.1 (Generalized Schwarz Inequality) Let 4©, 〈∙,∙〉7be an inner product space, then for all �, T ∈ ©: 
|〈�, T〉| ≤ ‖�‖‖T‖ and equality holds if and only if � and T are linearly dependent.                                                                       

Theorem 6.2 Let 4©, 〈∙,∙〉7be an inner product space, and  ‖�‖# = �〈�, �〉 . Then ‖∙‖# is a ℝ ∗ �# -valued #-norm on a 
space ©. Moreover 〈�, �〉 is #-continuous on Cartesian product © × ©, where © is viewed as the #-normed space 
4©, ‖∙‖#7.                                                                                                                                                                         



Definition 6.2 A non-Archimedean Hilbert space © is a #-complete inner product space.                                               
Two elements � and T of non-Archimedean Hilbert space © are called orthogonal if  〈�, T〉 = 0. 
                                                                                                                                                                                                      
Example 6.1 The standard inner product on ℂ ∗ �#�, M ∈ ℕ ∗ C is given by external hyperfinite sum 

                                                                  〈�, T〉 =Ext-∑ �laV
�æ� T� .                                                                              (6.1) 

Here  � = 4��7�æ�
V , T = 4T�7�æ�

V  , with �� , T� ∈ ℂ ∗  
#, 1 ≤ ° ≤ M , see [14].                                                               

Example 6.2 The sequence space ��
# consists of all hyper infinite sequences 8 = 48�7�æ�

C ∗  of complex numbers in ℂ ∗  
# 

such that the hyper infinite series Ext-∑ |8�|�V�æ�  #-converges. The inner product on ��#  is defined by        

                                                                 〈8, m〉 =Ext-∑ 8laC ∗�æ� m� .                                                                             (6.2) 

Here 8 = 48�7�æ�C ∗ , m = 4m�7�æ�C ∗  and the latter hyper infinite series #-converging as a consequence of the generalized 

Schwarz inequality and the #-convergence of the previous hyper infinite series.                                                                             
Example 6.3 Let � #´�, >¶ be the space of the ℂ ∗ �

#- valued #-continuous functions defined on the interval [�, >] ⊂
ℝ ∗  

#, see [14]. We define an inner product on the space � 
#[�, >] by the formula                    

                                                     〈Y, �〉 = /��- n Y���ÈÈÈÈÈÈ����PQ o#�.                                                                          (6.3) 

This space is not #-complete, so it is not a non-Archimedean Hilbert space. The #-complettion of � #[�, >] with 
respect to the #-norm 

                                                      ‖Y‖# =  j/��- n |Y(�)|�PQ o#�l�/�,                                                                     (6.4) 

is denoted by <�#´�, >¶.                                                                                                                                               

Example 6.4 Let � #(£)´�, >¶be the space of the ℂ ∗ �
#- valued functions with � ∈ ℕ ∗  #-continuous #-derivatives on 

[�, >] ⊂ ℝ ∗  #, see [14].We define an inner product on the space � #
�£�[�, >] by the formula                    

                                              〈Y, �〉 = /��- ∑ j/��- n Y#�l����ÈÈÈÈÈÈÈÈÈÈ�#������PQ o#�l
 

 £
�æ� .                                                  (6.5)        

Here Y#��� and  �#��� denotes the °-th #-derivatives of Y and � respectively.The corresponding #-norm is 

                                                ‖Y‖# =  j/��- ∑ j/��- n mY#������m�PQ o#�l£
�æ� l

�/�
.                                                  (6.6) 

This space is not #-complete, so it is not a non-Archimedean Hilbert space. The non-Archimedean Hilbert space 

obtained by #-complettion of � #
�£�[�, >] with respect to the #-norm (1) is non-Archimedean Sobolev space, denoted 

by  ©#£[�, >].                                                                                                                                                              
Definition 6.3 The graph of the linear transformation ö: © → © is the set of pairs 4〈d, öd〉|(d ∈ k(ö))7. The graph 
of the operator ö, denoted by Γ(Т), is thus a subset of © × © which is a non-Archimedean Hilbert space with the 
following inner product (〈d�, Õ�〉, 〈d�, Õ�〉). Operator  ö is called a #-closed operator if Γ(Т) is a #-closed subset of 
© × ©.                                                                                                                                                                                
Definition 6.4 Let  ö₁ and ö be operators on H. If Γ(ö₁) ⊃  Γ(Т), then ö� is said to be an extension of  ö and we 
write ö� ⊃ ö. Equivalently, ö� ⊃ ö if and only if k(ö₁) ⊃ k(ö) and ö�d = öd for all d ∈ k(ö).                                                  
Definition 6.5 An operator ö is #-closable if it has a #-closed extension. Every #-closable operator has a smallest 
#-closed extension, called its #-closure, which we denote by #-T.                                                                           

Theorem 6.3 If ö is #-closable, then Γ(#-öÈ) = #-Γ(ö)ÈÈÈÈÈÈ.                                                                                                 



Definition 6.6 Let k(ö∗) be the set of � ∈ © for which there is an û ∈ © with (öÕ, �) = (Õ, û) for all Õ ∈
k(ö). For each � ∈ k(ö∗), we define ö∗� = û.The operator ö∗ is called the #-adjoint of  ö. Note that � ∈ k(ö∗) if 
and only if |(öÕ, �)| ≤ �‖Õ‖# for all Õ ∈ k(ö). Note that W ⊂ ö implies ö∗ ⊂ W.                                                                  
Remark 6.1 Note that for û to be uniquely determined by the condition (öÕ, �) = (Õ, û) one need the fact that 
k(ö) is #-dense in ©. If the domain k(ö∗) is #-dense in ©, then we can define  ö∗∗ = (ö∗)∗.                                                                                                                             
Theorem 6.4 Let ö be a #-densely defined operator on a non-Archimedean Hilbert space ©. Then: (a) ö∗ is 
#-closed. (b) The operator ö is #-closabie if and only if k(ö∗) is -dense in which case ö = ö∗∗. (c) If T is 
#-closable, then (#-öÈ)∗ = ö∗.                                                                                                                                                 
Definition 6.7 Let ö be a #-closed operator on a non-Archimedean Hilbert space ©. A complex number � ∈ ℂ ∗ �# is 
in the resolvent set É�ö�, if �* − ö is a bijection of  k�ö�  onto © with a finitely or hyper finitely bounded inverse. 
If complex number � ∈ É�ö�, O� = ��* − ö��� is called the resolvent of ö at �.                                                      
Definition 6.8 A #-densely defined operator ö on a non-Archimedean Hilbert space is called symmetric or 
Hermitian if ö ⊂ ö∗, that is, k�ö� ⊂ k�ö∗� and ö� = ö∗� for all � ∈ k�ö� and equivalently, ö is symmetric if and 
only if �ö�, Õ� = ��, öÕ� for all �, Õ ∈ k�ö�.                                                                                                                 
Definition 6.9 A #-densely defined operator  ö is called self-#-adjoint if ö = ö∗, that is, if and only if ö is 
symmetric and k�ö� = k�ö∗�.                                                                                                                                                     
Remark 6.2 A symmetric operator ö is always #-closable, since k�ö� #-dense in ©. If ö is symmetric, ö∗ is a 
#-closed extension of  ö so the smallest #-closed extension ö∗∗ of ö must be contained in ö∗. Thus for symmetric 
operators, we have ö ⊂ ö∗∗ ⊂ ö∗, for #-closed symmetric operators we have ö = ö∗∗ ⊂ ö∗ and, for self-#-adjoint 
operators we have ö = ö∗∗ = ö∗. Thus a #-closed symmetric operator ö is self-#-adjoint if and only if ö∗ is sym-
metric.                                                                                                                                                                 
Definition 6.10 A symmetric operator ö is called essentially self-#-adjoint if its #-closure #-öÈ is self-#-adjoint. If ö 

is #-closed, a subset k ⊂ k�ö� is called a core for ö if  #- ö ↾ kÈÈÈÈÈÈÈ  = ö.                                                                       
Remark 6.3 If ö is essentially self-#-adjoint, then it has one and only one self-#-adjoint extension.                    

Definition 6.11 Let ô be an operator on a non-Archimedean Hilbert space ©#.The set � C ∗ �ô� = ⋂ k�ôV�C ∗
Væ�  is 

called the � C ∗ -vectors for ô. A vector � ∈ � C ∗ �ô� is called an #-analytic vector for ô if 

                                                                  Ext-∑ ‖Zh‖#�h

V!C ∗
Væ� < ∞ ∗                                                                             (6.7)                        

for some � > 0. If ô is self-#-adjoint, then � C ∗ �ô� will be #-dense in k�ô�.                                                              
Theorem 6.5 (Generalized Nelson's analytic vector theorem) Let ô be a symmetric operator on a non-Archimedean 
Hilbert space H. If k�ô� contains a #-total set of #-analytic vectors, then ô is essentially self-#-adjoint.            
Definition 6.12 [15] Operator ô is relatively bounded with respect to operator ö if k�ö� ⊂ k�ô� and 

                                                          ‖ô‖# ≤ �‖‖# +  >‖ö‖#,  ∈ k�ö�.                                                         (6.8) 



Theorem 6.6 [15] Let o be self-#-adjoint. If p is symmetric and o-bounded with o-bound smaller than q, then o +  p is also self-#-adjoint. In particular o + p is self-#-adjoint if p is bounded and symmetric with �(o) ⊂
�(p).                                                                                                                                                                          
Theorem 6.7 [15] (Generalized Kato perturbation theorem) Let o be self-#-adjoint. If p is symmetric and o-
bounded with o-bound smaller than q, then o +  p is also self-#-adjoint and its #-closure #-(o + pÈÈÈÈÈÈÈÈ) is equal 
to #-oa + #-pa.In particular this is true if p is symmetric and bounded with �(o) ⊂ �(p).                                                                               
Theorem 6.8 [15] Let p be essentially self -#-adjoint on the domain  �(p) and let r be a symmetric operator on 
�(p). If there exists a constant s ∈ ℝ ∗ �# such that for all t ∈ ��p� and for all u ∈ ℝ ∗ �# such that v ≤ u ≤ q and the 
inequality holds ‖rt‖# ≤ s‖�p + ur�t‖#, then p +  r is essentially self -#- adjoint on ��p� and its #-closure 
has domain ��#-pa�.                                                                                                                                                            
Proof  Let v ≤ w ≤ q and sq  >  s. Then wsqr  is a Kato perturbation of p, for any vector  t ∈ ��p�, u = v we 
get the inequality 

                                                                              ‖x��
��ïÕ‖# ≤ ., . < 1. 

By Theorem 6.8, ô + x��
��ï is essentially self- #-adjoint on k�ô� and the domain of its #-closure is k�#-ô̅�. Thus 

by the inequality ‖ïÕ‖# ≤ �‖�ô + \ï�Õ‖# ) with \ = ��
��, we conclude that  x��

��ï is a Kato perturbation of the 
operator ô + ��

��ï. Hence the operator ô + ��
���1 + x�ï is essentially self -#-adjoint on k�ô� and its #-closure has 

domain k�#-ô̅�.  Continuing inductively in this manner, for any integer Á ∈ ℕ ∗   satisfyÁ��
�� ≤ 1, we obtain that 

 x��
��ï is a Kato perturbation of the essentially self -#-adjoint operator ô + Á��

��ï, so that ô + ��
���Á + x�ï is 

essentially self -#-adjoint on k�ô� and the domain of its #-closure is k�#-ô̅�. By choosing the largest such Á, we 
obtain for some  x such that 0 ≤ x < 1, Á��

�� = 1,    and so we have proved the essential self -#-adjointness of the 
operator ô + ï.                                                                                                                                                                                  
Theorem 6.9 [15] Let ô and ï be the same as in Theorem 6.7. Then ô and ô +  ï have the same #-cores. If ô is 
bounded from below, then ô + ï is bounded from below.                                                                                             
Proof If ï is a Kato perturbation of ô, the theorem holds. The proof of Theorem 6.9 exhibits ô +  ï as a finite or 
hyperfinite number of successive Kato perturbations, and yields the theorem.                                                         

Theorem 6.10 [15] Let [ > 0 and let ��
 = [ℎ�

 ]�,  �� = [ℎ�]�, ℎ�
 , ℎ� ∈ W@AB

# � ℝ ∗  
#��, ℎ�

 ≥ 0, ℎ� ≥ 0, then operator 
(see Definition 11.14)  

                                                             !  = [©�,&
 + ö�

 � ��
 � + ö����� 

is self -#-adjoint on kt©�,&
 u ∩ ktö�����u and is essentially self -#-adjoint on C C ∗ t©�,&

 u.                                           

§ 6.1. The spectral theorem related to bounded in ℝ ∗ �# operators. In this section, we will discuss the generalized 
spectral theorem in its many aspects.     This structure theorem is a concrete description of all self-#-adjoint 
operators. There are several apparently distinct formulations of the spectral theorem. In some sense they are all 
equivalent.  The form we prefer in this section, says that every bounded in ℝ ∗  # self-#-adjoint operator is a 
multiplication operator. This means that given a bounded in ℝ ∗  

# self-#-adjoint operator ô on a non-Archimedean 
Hilbert space ©#, we can always find a #-measure Æ# on a #-measure space ! and a unitary operator +:  ©# →
<�

#�!, o# Æ#� so that �+ô+��Y���� = ç���Y��� for some bounded ℝ ∗  
#-valued #-measurable function ç on !. In 

practice, ! will be a union of copies of ℝ ∗  
#  and ç will be � so the core of the proof of the theorem will be the 

construction of certain #-measures. Our main goal in this section will be to make sense out of Y�ô�, for Y a 
#-continuous function. We will consider also the #-measure defined by the functional: Y ↦ 〈Õ, Y�ô�Õ〉# for fixed 

Õ ∈  ©#.                                                                                                                                                                                             
Definition 6.1.1The operator #-norm of a linear operator ô:  ©# →  ©#  is the largest value by which ô  stretches an 

element of ©#,  



                                             ‖ô‖#�� = ‖ô‖ℒt ¥#u = sup4‖ô�‖#|� ∈  ©#, ‖�‖# = 17. 
An operator ô is called bounded in ℝ ∗  # if  ‖ô‖#�� < ∞, ∗  otherwise operator ô is called unbounded in ℝ ∗  #. We 

often write bounded operator instead bounded in ℝ ∗  # and unbounded operator correspondingly.                                  

Definition 6.1.2 A linear operator ô:  ©# →  ©# is called finitely bounded if  ‖ô‖ℒt ¥#u = ‖ô‖#�� ∈ ℝ ∗  ,@AB#  i.e., if  

‖ô‖#�� is a near standard number.                                                                                                                           

Definition 6.1.3 Let C#(+) be the linear space of ℂ ∗  #- valued #-continuous functions of #-compact support + ⊂ ℝ ∗  # endowed with the sup-norm ‖Y‖ C ∗ = supJ∈,4Y(�)7. An function Y in �#(+) is called finitely bounded if  

‖Y‖ C ∗ ∈ ℝ ∗  ,@AB#  i.e., if ‖Y‖ C ∗  is a near standard number.                                                                                       

Definition 6.1.4 We define now  C@AB# (+) ⊊ �#(+) by  

                                                        C@AB# (+) = XY|´Y ∈ C#(+)¶⋀]‖Y‖ C ∗ ∈ ℝ ∗  ,@AB# c d.  
An function Y is called finitely bounded if Y ∈ C@AB# (+) i.e. if ‖Y‖ C ∗ ∈ ℝ ∗  ,@AB# . Note that C@AB# (+) is a linear space 

over field ℝ ∗  ,@AB# .                                                                                                                                                                                                          

Theorem 6.1.1 (#-continuous functional calculus) Let ô be a bounded inℝ ∗  # self-#-adjoint operator on a non-
Archimedean Hilbert space ©#. Then there is a unique map d: �#((ô)) → ℒ( ©#) with the following properties: 

(a) d is an algebraic ∗ -homomorphism, that is,                                                           
 d (Y�) =  d (Y)d (�), d (�Y) = � d (Y), d (1) = *, d (Y) =  d (Y)∗.                                                                                                                                  

(b) d is #-continuous, that is, ‖d (Y)‖ℒt ¥#u ≤ �‖Y‖ C ∗  .                                                                                                       

(c) Let Y be the function Y(�) = �; then d (Y) = ô. 
 Moreover, d have the additional properties:                                                                                                                              

   (d) If АÕ = �Õ, then d (Y)Õ = Y(�)Õ.                                                                                                                                     

    (e) ´d (Y)¶ = 4Y(�)|� ∈ (ô)7 [Spectral mapping theorem]. 

    (f) If Y ≥ 0, then d (Y)  ≥ 0. 
    (g) ‖d (Y)‖ℒt ¥#u = ‖Y‖ C ∗ .  
Remark 6.1.1 The proof which we give below is quite simple, (a) and (c) uniquely determine d(Р) for any 
hyperfinite polynomial 	(�). By the generalized Weierstrass theorem 6.1.3, the set of hyperfinite polynomials is 

#-dense in C#((ô)) so the main part of the proof is showing that ‖	(ô)‖#}º = sup�∈2(Z)|	(�)|. The existence and 

uniqueness of � then follow from the generalized B.L.T. theorem 6.1.4. To prove the crucial equality, we first prove 

a special case of (e) which holds for arbitrary bounded in ℝ ∗  # operators. 

Lemma 6.1.1 Let 	(�) = /��- ∑ sV�V~Væ�æ� , ñ ∈ ℕ ∗ . 	(ô) = /��- ∑ sVôV~Væ�æ� . Then 

                                                        (	(ô)) = 4	(�)|� ∈ (ô)7.                                                                                                                          

Proof Let � ∈ (ô). Since � = � is a root of 	(�) − 	(�), we have 	(�) − 	(�) = (� − �)�(�), so             

	(ô) − 	(�) = (ô − �)�(ô). Since (ô − �) has no inverse neither does 	(ô) − 	(�) that is, 	(�) ∈ t	(ô)u. 
Conversely, let Æ ∈ (	(ô)) and let �₁, . . . , �V be the roots of 	(�) − Æ, that is, 	(�) − Æ = �(/��- ∏ (� − ��)��æq .      
If �₁, . . . , �V ∉ (ô), then (	(ô) − Æ )�� = ���´/��- ∏ (� − ��)��V�æ� ¶ so we conclude that some ��  ∈ (ô) that is, 
Æ = 	(�) for some � ∈ (ô).  



Definition 6.1.5 Let �(ô) = sup�∈2(Z) |�|.Then �(ô) is called the spectral radius of ô.                                                
Theorem 6.1.2 Let H be a non-Archimedean Banach space, ô ∈ ℒ(H) Then limV→ C ∗ �‖ôV‖#}ºh  exists and is equal 

to �(ô). If H is a non-Archimedean Hilbert space and ô is self-#-adjoint, then �(ô) = ‖ô‖ℒ(ò)                                                                                                                                         

Lemma 6.1.2 Let ô be a bounded self-#-adjoint operator. Then  

                                                                 ‖	(ô)‖#}º = sup�∈2(Z)|	(�)|.  
Proof By Theorem 6.1.2 we obtain 

                              ‖	(ô)‖#}º�
 = ‖	(ô)∗	(ô)‖#}º = ‖(	È	)(ô)‖#}º 

 = sup�∈2((2È2)(Z)) |�|. 
By Lemma 6.1.1 we obtain 

                                    sup�∈2((2È2)(Z)) |�| = sup�∈2(Z) |	È	(�)| = tsup�∈2(Z) |	(�)|u�.                         
Notation 6.1.1We often write dZ (Y) or Y(ô) for d (Y) in order to emphasize the dependence on operator ô.  
Definition 6.1.6 (Hyperfinite Bernstein Polynomials) For each M ∈ ℕ ∗ , the M-th hyperfinite Bernstein Polynomial 
ïV#(�, Y) of a function  Y ∈ C#(´�, >¶, ℝ ∗  #) is defined as 

                                                   ïV#(�, Y) = /��- ∑ Y j£
VlV£æ� tV£u�£(1 − �)V�£ . 

Theorem 6.1.3 (Generalized Weierstrass approximation theorem) Let Y ∈ C#(´�, >¶, ℝ ∗  #), ´�, >¶ ⊂ ℝ ∗  #. Then there 
is a hyper infinite sequence of polynomials µP(�), M ∈ ℕ ∗  that #-converges uniformly to Y(�) on ́ �, >¶.                        
Proof. Consider first Y ∈ C#(´0,1¶, ℝ ∗  #). Once the theorem is proved for this case, the general theorem will follow 
by a change of variables. Since ´0, 1¶ is #-compact, the #-continuity of Y implies uniform #-continuity. So, given    
¨ > 0, there exists δ > 0 such that: ∀�, T( �, T ∈  ´0, 1¶)´|� −  T|  ≤  . ⟹  |Y(�)  −  Y(T)|  ≤  ¨/2].                          
Now, let ! = ‖Y‖ C ∗ . Note that ! exists since Y is a #-continuous function on a #-compact set. Now, fix û ∈ ´0, 1¶. 
Then, if |� − û| ≤ ., then the inequality holds |Y(�) − Y(û)| ≤  ¨/2 by #-continuity. Alternatively, if |� −  û|  ≥ ., then 

                                                 |Y(�)  −  Y(û)|  ≤  2! ≤  2!  jJ � �
� l� +  ¨/2. 

From the above two inequalities, we obtain that 

                                               ∀� (� ∈  ´0, 1¶) �|Y(�)  −  Y(û)|  ≤  2!  jJ � �
� l� +  ¨/2�. 

The hyperfinite Bernstein Polynomials can be used to approximate Y(�) on ´0, 1¶. First, note that 

                                                       ïV#(�, Y − Y(û))   =  ïV#(�, Y) − Y(û)ïV#(�, 1) 
and for all M ∈ ℕ ∗  

                                         ïV#(�, 1) = /��- ∑ tV£u�£(1 − �)V�£V£æ�  =  (� + (1 −  �))V  =  1, 
where the generalized Binomial Theorem was used in the second equality. Thus, 

                              |ïV#(�, Y − Y(û))| ≤ ïV# ��, 2! jJ � �
� l� + ¡

�
 = �1
�� ïV#(�, (� −  û)�) +  ¨/2,  



where in the second step the fact that 0 ≤  ïV#(�, Y) for 0 ≤  Y and ïV#(�, �) ≤ ïV#(�, Y) if � ≤ Y were used. Both 

can be proven directly from the definition of ïV#(�, Y). It can also be shown that 

                                          ïV#(�, (� −  û)�) = ��  +  M�� (� − �� )  − 2û� +  û� . 
So 

                                                      |ïV#(�, Y − Y(û))| ≤ ¡
� + �1tJ���u

�� + �1tJ�J�u
V�� .   

In particular,  

                                                                 |ïV#(û, Y − Y(û))| ≤ ¡
� + �1t����u

V�� .    
A simple calculation shows that on ´0, 1¶, the maximum of 8 − 8� is 1/ 4 . Thus,  

                                                                      mïV#tû, Y − Y(û)um ≤ ¡
� + �1

V��. 
So, take ñ ≥ 1

���¡, for M ≥  ñ we get  

                                                                                �ïV#tû, Y − Y(û)u� C ∗ . 
This proves the theorem for #-continuous functions on ´0, 1¶. Now we let � ∈ C#(´�, >¶). Consider the function 
� ∶  ´0, 1¶ → ´�, >¶ defined by   � ∶ � ↦ (> − �)� − �, � is clearly a homeomorphism. Thus, the composite function 
Y = � ∘  � is a #-continuous on ´0, 1¶. By application of the theorem for functions on ´0, 1¶, the case for an arbitrary 
interval ́ �, >¶ follows.                                                                                                                                                  
Theorem 6.1.4 (Generalized B.L.T. theorem) Suppose that � is a non-Archimedean normed space, ð is a non-
Archimedean Banach space, and W ⊂ � is a #-dense linear subspace of �. If  ö: W → ð is a bounded inℝ ∗  #  linear 
transformation (i.e. there exists � < ∞ ∗  such that ‖ö8‖# ≤ � ‖8‖# for all 8 ∈ W), then ö has a unique extension to 
an element of ℒ(�, ð).                                                                                                                                                            
Definition 6.1.7 (Unital Sub-algebra, Separating Points). Let � be a #-compact metric space. Consider the non-
Archimedean Banach algebra C#(�, ℝ ∗  #) = 4Y ∶  � →  ℝ ∗  # | Y °Q #-continuous7 equipped with the sup-norm, ‖Y‖ C ∗ . Then, (1) ô ⊂ �# (�, ℝ ∗  #) is a unital sub-algebra if 1 ∈  ô and if Y, � ∈  ô, [, \ ∈ ℝ ∗  # implies that 

[Y +  \� ∈  ô and Y� ∈  ô. (2) ô ⊂  C# (�, ℝ ∗  #) separates points of K if for all Q, � ∈  � with Q ≠ �, there exists 
Y ∈  ô such that Y(Q) ≠ Y(�) .                                                                                                                                                                                     

Proof of the Theorem 6.1.1 Let d(	) = 	(ô). Then ‖ d (	)‖ℒt ¥#u  = ‖	‖�#(2(Z)) so d has a unique linear 

extension to the #-closure of the polynomials in C#((ô). Since the polynomials are an algebra containing *, 
containing complex conjugates, and separating points, this #-closure is all of C#((ô). Properties (a), (b), (c), (g) 

are obvious and if dÙ obeys (a), (b), (c) it agrees with d on polynomials and thus by #-continuity on �#((ô). In 
order to prove (d), note that d (Р)Õ =Р(�)Õ and apply #-continuity. To prove (f), notice that if Y ≥ 0, then Y = �² 
with � is ℝ ∗  #-valued and � ∈ C#((ô). Thus d (Y) = d (�)² with d (�) self-#-adjoint, so d (Y) ≥ 0.                                                        
Remark 6.1.2 Notice that in addition the following statements hold:                                                                                                      

(1) d(Y) ≥ 0 if and only if Y ≥ 0.                                                                                                                                         

(2) Since Y� = �Y for all Y, �, 4Y(ô)|Y ∈ C#((ô))7 forms an abelian algebra closed under adjoints.                          

(3) Since ‖d (Y)‖ℒt ¥#u = ‖Y‖ C ∗  and C#((ô)) is #-complete, 4Y(ô)|Y ∈ C#((ô))7                                                            

is #-norm-#-closed. It is thus a non-Archimedean an abelian �∗ algebra over field ℂ ∗  # of operators.                                                                     
(4) Ran(d) is actually the non-Archimedean �∗-algebra generated by ô that is, the smallest �∗-algebra over field 



ℂ ∗  # containing ô.                                                                                                                                                                                  

(5) Notice that  C#t(ô)u and the non-Archimedean �∗-algebra generated by ô are #-isometrically isomorphic.            

(6) The statement (b) actually follows from (a) and Proposition 6.1.1. Thus (a) and (c) alone determine d uniquely. 

Proposition 6.1.1 Suppose that d: C#(H) → ℒ(©#) is an algebraic ∗-homomorphism, H a #-compact metric space. 

Then: (a) if Y ≥ 0, then d (f) ≥0, (b) ‖d (Y)‖ℒt ¥#u ≤ ‖Y‖ C ∗ . 

§ 6.2. The spectral #-measures. We are now going to introduce the #-measures corresponding to a bounded inℝ ∗  #            

self-#-adjoint operators. Let ô be bounded in ℝ ∗  # self-#-adjoint operator. Let Õ ∈  ©#. Then 

                                                                      Y ⟼ 〈Õ, Y(ô)Õ〉# 

is a positive ℝ ∗  #-valued linear functional on C#t(ô)u. Thus, by the generalized Riesz-Markov theorem, see 

Theorem 6.2.2, there is a unique #-measure Æ�#  on the #-compact set (ô) with the property 

                                                          〈Õ, Y(ô)Õ〉# = /��- n Y(�)o# 
2(Z) Æ�#                                                                        

Definition 6.2.1.The #-measure Æ�#  is called the spectral #-measure associated with the vector Õ ∈  ©#.                          

The first and simplest application of the Æ�#  is to allow us to extend the #-continuous functional calculus 

to ï#( ℝ ∗  #  ), the bounded in ℝ ∗  # #-Borel functions on ℝ ∗  #. Let � ∈ ï#( ℝ ∗  #  ). It is natural way to define �(ô) so 

that 〈Õ, �(ô)Õ〉# = /��- n  �(�)o# 
2(Z) Æ�# . The polarization identity lets us recover 〈Õ, �(ô)Õ〉# from the functional 

〈Õ, �(ô)Õ〉# and then the Generalized Riesz lemma lets us construct �(ô).                                                                             
Theorem 6.2.2 (Generalized Riesz-Markov theorem) Let H be a locally #-compact non-Archimedean metric space 
endowed with ℝ ∗  #-valued metric. Let C #(H) be the space of #-continuous #-compactly supported ℂ ∗ �

#-valued 

functions on H. For any positive linear functional Φ on C 
#�H�, there is a unique #-measure Æ�#  on H such that 

                                                   ∀Y ∈ C 
#�H�: Φ�Y� = /��- n Y���o# 

ò Æ 
#���. 

 Theorem 6.2.3 (Generalized Riesz lemma) Let ð be a #-closed proper vector subspace of a #-normed space 
�H, ‖ ⋅ ‖#� and let [ ∈ ℝ ∗  #  be any real number satisfying 0 < [ < 1.Then there exists a vector  ∈ H of unit 
#-norm ‖‖# = 1 such that ‖ − T‖# ≥ [ for all T ∈ ð.                                                                                                 
Theorem 6.2.4 (spectral theorem-functional calculus form) Let ô be a bounded in ℝ ∗  # self-#-adjoint operator on 

non-Archimedean Hilbert space ©#. There is a unique map  d�: ï#� ℝ ∗  #  � → ℒ� ©#� so that:                                                                                                    

(a) d� is an algebraic ∗ -homomorphism.                                                                                                                                   

(b) d� is #-norm #-continuous: �d��Y��ℒt ¥#u ≤ ‖Y‖ C ∗ .                                                                                                          

(c) Let Y be the function Y��� = �; then d��Y� = ô.                                                                                                                 

(d) Suppose YV���  →# Y��� for each x as M →# ∞  
∗ and hyper infinite sequence ‖YV‖ C ∗  is bounded inℝ ∗  

#.                 

Then d��YV� →# d��Y�, as M →# ∞  
∗ strongly.                                                                                                                                          

Moreover d�  has the properties:                                                                                                                                                 

(e) If АÕ = �Õ, then d��Y� = Y���Õ.                                                                                                                                     
(f)   If Y ≥ 0, then d��Y� ≥ 0.                                                                                                                                                

(g) If ïô = ôï then d��Y�ï = ïd��Y�. 

§ 6.3. The spectral projections                                                                                                                                                     
Definition 6.3.1 Let ô be a bounded in ℝ ∗  

# self-#-adjoint operator and Ω a #-Borel set of ℝ ∗  
#. 	� = Ð��ô�                  

is called a spectral projection of ô.                                                                                                                                         

As the definition suggests, 	� is an orthogonal projection since Ð� = ÐΩ� = 1pointwise. The properties of the family 



of projections 4	�|Ω an arbitrary #-Borel set7 is given by the following elementary translation of the functional 
calculus.                                                                                                                                                                 
Proposition 6.3.1 The family 4	�7 of spectral projections of a bounded in ℝ ∗  # self-#-adjoint operator, ô, has the 
following properties:                                                                                                                                                                                                            
(a) Each 	� is an orthogonal projection.                                                                                                                               

(b) 	∅ = 0; 	(�Q,Q) = * for some � ∈ ℝ ∗  =#  .                                                                                                                                 

(c) If Ω = /��- ⋃ ΩVC ∗Væ�   with ΩB ∩ Ω� = ∅  for all M ≠ K then   

                                                        	� = Q-#- lim~→ C ∗ t/��- ∑ 	�h~Væ� u                                                                                        

(d) 	�¦	�� = 	�¦∩�� .                                                                                                                                                      

Definition 6.3.2 A family of projections obeying (a)-(c) is called a projection-valued #-measure (p.v. #-m.).                         
Remark 6.3.1 Note that (d) follows from (a) and (c) by abstract considerations. As one might guess, one can 
integrate with respect to a p.v.#-m. If 	� is a p.v. #-m., then 〈�, 	��〉#  is an ordinary #-measure for any �. We will 
use the symbol o#〈�, 	��〉#  to mean integration with respect to this #-measure. By generalized Riesz lemma 

methods, there is a unique operator ï with 〈�, ï�〉# = n Y(�)o#〈�, 	��〉# 
ℝ ∗ W# .                                                         

Theorem 6.3.1. If 	� is a p.v. #-m. and Y a bounded in ℝ ∗  # #-Borel function on supp(	�), then there is a unique 

operator ï which we denote n Y(�)o#〈�, 	��〉# 
ℝ ∗ W#  so that 

                                                         〈�, ï�〉# = n Y(�)o#〈�, 	��〉# 
ℝ ∗ W# .                                                            

§ 6.4. The spectral theorem related to unbounded in ℝ ∗ "# self-#-adjoint operators. In this section we will show 
how the spectral theorem for bounded in ℝ ∗  # self-#-adjoint operators which we developed in § 6.3 can be extended 
to unbounded in ℝ ∗  # self-#-adjoint operators.                                                                                                                             
Proposition 6.4.1 Let 〈!, Æ#〉 be a #-measure space with Æ# a hyperfinite #-measure. Suppose that Y is a 

#-measurable, ℝ ∗  # -valued function on ! which is finite or hyperfinite Æ#-a.e.. Then the operator öÌ: d → Yd  on  

<�#(!, o#Æ#)  with domain ktöÌu = 4�|Y� ∈ <�#(!, o#Æ#)7 is self-#-adjoint and töÌu is the essential range of öÌ.            

Proposition 6.4.2. Let Y and  öÌ satisfy the conditions in Proposition 6.4.1. Suppose in addition that                                  

Y ∈ <º# (!, o#Æ#) for 2 < µ < ∞ ∗ . Let k be any #-dense set in <f# t!, o#Æ#u, where �⁻¹ + µ⁻¹ = 1/2. Then k is a 

#-core for öÌ.                                                                                                                                                                        

Theorem 6.4.1 (spectral theorem-multiplication operator form) Let ô be a self-#-adjoint operator on a                
∞ ∗ - dimensional a non-Archimedean Hilbert space  ©# with domain k(ô). Then there is a #-measure space 〈!, Æ#〉 

with Æ# a hyperfinite #-measure, a unitary operator +:  ©# → <�#(!, o#Æ#) and a ℝ ∗  # -valued function Y on !    
which is finite or hyperfinite Æ#-a a.e. so that                                                                                                                              

(a)   Õ ∈ k(ô) if and only if Y(⋅)(+Õ)(⋅) ∈ <�#(!, o#Æ#).                                                                                                                
(b)   If � ∈ +´k(ô)¶, then (+ô+⁻¹�)(K)  = Y(K)d(K).                                                                                                                
Remark 6.4.1There is a natural way to define functions of a self-#-adjoint operator by using the Theorem 6.4.1. 
Given a bounded #-Borel function ℎ on ℝ ∗  #  we define      

                                                                         ℎ(ô) = +öT(Ì)+⁻¹                                                                         (6.4.1) 

where öT(Ì) is the operator on <�#(!, o#Æ#)) which acts by multiplication by the function ℎ(Y(K)).                           
Using this definition the following theorem follows easily from Theorem 6.4.1.                                                          
Theorem 6.4.2. (spectral theorem-functional calculus form) Let ô be a self-#-adjoint operator on  ©#. Then there is 

a unique map d� from the bounded #-Borel functions on                                                                                                         
ℝ ∗  # into ℒ( ©#), so that                                                                                                                                                             

(a) d� is an algebraic ∗-homomorphism.                                                                                                                                  



(b) d� is #-norm #-continuous, that is, ‖d�(ℎ)‖ℒt ¥#u ≤ ‖ℎ‖ C ∗ .                                                                                              

(c) Let ℎV(�), M ∈ ℕ ∗  be a hyper infinite sequence of bounded in ℝ ∗  # #-Borel functions                                                                                                         

with #- limV→ C ∗ ℎV (�) = �, for each � and |ℎV (�)|  ≤ |�| for all � and M ∈ ℕ ∗ . Then, for any Õ ∈ k(ô),  
                                                                #- limV→ C ∗  td� (ℎV)Õu = ôÕ.   
(d) If ℎV(�) →# ℎ(�) pointwise and if the hyper infinite sequence ‖ℎV  (�)‖ C ∗ , M ∈ ℕ ∗  is bounded in ℝ ∗  #, then d� 

(ℎV) →# d�(ℎ) strongly.                                                                                                                                                         
In addition:                                                                                                                                                                            

(e) If АÕ = �Õ then d�(ℎ) = ℎ(�)Õ.                                                                                                                                       

(f) If ℎ ≥ 0, then d�(ℎ) ≥ 0. 
The spectral theorem in its projection-valued #-measure form follows directly from the functional calculus. Let 	� 
be the operator Ð�(ô) where Ð� is the characteristic function of the #-measurable set Ω ⊂ ℝ ∗  #.The family of 
operators 4	�7 has the following properties:  

Proposition 6.4.1 The family 4	�7 of spectral projections of  abounded in ℝ ∗  # self-#-adjoint operator, ô, has the 
following properties:                                                                                                                                                                                                            
(a) Each 	� is an orthogonal projection.                                                                                                                               
(b) 	∅ = 0; 	(� C ∗ , C ∗ ) = * .                                                                                                                                                     

(c) If Ω = /��- ⋃ ΩVC ∗Væ�   with ΩB ∩ Ω� = ∅  for all M ≠ K then   

                                                        	� = Q-#- lim~→ C ∗ t/��- ∑ 	�h~Væ� u                                                                                        

(d) 	�¦	�� = 	�¦∩�� .                                                                                                                                                      

Definition 6.4.1 A family of projections obeying (a)-(c) is called a projection-valued #-measure (p.v. #-m.).  
Remark 6.4.2 This is a generalization of the notion of bounded projection-valued  #-measure introduced in § 6.2.    

In that we only require 	(� C ∗ , C ∗ ) = * rather than 	(�Q,Q) = * for some � ∈ ℝ ∗  =# . For � ∈ ©#, 〈�, 	��〉# is a well-

defined Borel #-measure on ℝ ∗  # which we denote by 〈�, 	��〉#  as in § 4.3. The complex ℂ ∗  #-valued #-measure 
o#〈�, 	�Õ〉# is defined by polarization. Thus, given a bounded in ℝ ∗  # #-Borel function � we can define �(ô) by 

                                                           〈�, �(ô) �〉# = /��- n �(�)o#〈�, 	��〉# 
ℝ ∗ W# .                                              (6.4.2)  

It is not difficult to show that this map � ↦ �(ô) has the properties (a)-(d) of Theorem 6.4.1, so �(ô) as defined by 
(6.4.2) coincides with the definition of �(ô) given by Theorem 6.4.1. Now, suppose � is an unbounded ℂ ∗  #-valued 
#-Borel function and let 

                                                           k' = p�|/��- n �(�)o#〈�, 	��〉# < ∞ ∗ 
ℝ ∗ W# q.                                              (6.4.3) 

Then, k' is #-dense in ©# and an operator �(ô) is defined on k' by  

                                                           〈�, �(ô) �〉# = /��- n �(�)o#〈�, 	��〉#. 
ℝ ∗ W#                                                (6.4.4) 

As in § 6.2, we write symbolically 

                                                                        �(ô) = /��- n �(�)o#	� . 
ℝ ∗ W#                                                           (6.4.5) 

In particular, for �, Õ ∈ k(ô),  



                                                            〈�, �(ô) Õ〉# = /��- n �(�)o#〈�, 	�Õ〉# 
ℝ ∗ W# .                                             (6.4.6) 

if � is ℝ ∗  # -valued, then �(ô) is self-#-adjoint on k'. We summarize:                                                                                   

Theorem 6.4.3 (spectral theorem-projection valued #-measure form).There is a one-to-one correspondence between 
self-#-adjoint operators ô and projection-valued #-measures 4	�7 on ©# the correspondence being given by   

                                                                           ô = /��- n �o#	� . 
ℝ ∗ W#                                                                    (6.4.7) 

We use now the functional calculus developed above in order to define /��-exp(°�ô).                                                
Theorem 6.4.4 Let A be a self-#-adjoint operator and define +(�) = /��-exp(°�ô). Then                                                 
(a) For each � ∈ ℝ ∗  # , +(�) is a unitary operator and +(� + Q) = +(�)+(Q) for all Q, � ∈ ℝ ∗  #.                                              
(b) If d ∈ ©# and � →# �₀, then +(�)d →# +(�₀)d.                                                                                                              
(c) For any Õ ∈  k(ô): ((+(�)Õ − Õ)/�) →# °ôÕ as � →# 0.                                                                                                  
(d) If #-lim�→#�((+(�)Õ − Õ)/�) exists, then Õ ∈  k(ô).                                                                                                

Proof (a) follows immediately from the functional calculus and the corresponding statements for the ℂ ∗  #- valued 
function /��-exp(°��). To prove (b) observe that  

                        ‖/��-exp(°�ô)Õ − Õ‖#� = /��- n |/��-exp(°��) − 1|�o#�(�)o#〈	��, Õ〉#. 
ℝ ∗ W#  

Since |/��-exp(°��) − 1|� is dominated by the #-integrable function �(�) = 2 and since for each � ∈ ℝ ∗  # 
|/��-exp(°��) − 1|� →# 0 as � →# 0 we conclude that (+(�)Õ − Õ) →# 0 as � →# 0, by the generalized Lebesgue 
dominated-#-convergence theorem. Thus � ↦ +(�) is strongly #-continuous at � = 0, which by the group property 
proves � ↦ +(�) is strongly #-continuous everywhere. The proof of (c), again uses the dominated #-convergence 
theorem and the estimate |/��-exp(°��) − 1|� ≤ |�|. To prove (d), we define 

                                                         k(ï) = pÕ| #-lim�→#� j,(�)���
� l  existsq 

and let °ïÕ = #-lim�→#� j,(�)���
� l . A simple computation shows that ï is symmetric. By (с), В ⊃ ô, so ï = ô.                                                                                                           

Definition 6.4.2 An operator-valued function +(�) satisfying (a) and (b) is called a strongly #-continuous one-
parameter unitary group.                                                                                                                                                 
Definition 6.4.3 If +(�) is a strongly #-continuous one-parameter unitary group, then the self-#-adjoint operator ô 
with +(�) = /��-exp(°�ô) is called the #-infinitesimal generator of +(�).                                                               
Theorem 6.4.5 Let +(�) be a strongly #-continuous one-parameter unitary group on a non-Archimedean Hilbert 
space ©#. Then, there is a self-#-adjoint operator ô on ©# so that +(�) = /��-exp(°�ô).                                                                                                                                                                                       
Theorem 6.4.6 Let +(�) be a one-parameter group of unitary operators on a hyper infinite dimensional non-
Archimedean Hilbert space ©#. Suppose that for all d, Õ ∈ ©#, 〈+(�)Õ,d〉# is #-measurable.Then +(�) is strongly 
#-continuous.                                                                                                                                                               
Theorem 6.4.7 Suppose that +(�) is a strongly #-continuous one-parameter unitary group. Let k be a #-dense 
domain which is invariant under +(�) and on which +(�) is strongly #-differentiable. Then °⁻¹ times the strong 
#-derivative of +(�) is essentially self-#-adjoint on k and its #-closure is the #-infinitesimal generator of +(�). 
Theorem 6.4.8 Let ô be a self-adjoint operator on ©# and k be a #-dense linear set contained in k(ô). If for all 
�, /��-exp(°�ô): k → k then k is a #-core for ô.                                                                                                        
Remark 6.4.3 Finally, we have the following generalization of Theorem 6.4.5. If �(�) is a ℝ ∗  #-valued #-BoreI  

function on ℝ ∗  #, then �(ô) = /��- n �(�)o#	� . 
ℝ ∗ W#  defined on k' (6.4.3) is self-#-adjoint. If g is bounded, �(ô) 

coincides with d�(�) in Theorem 6.4.2.                                                                                                                                       
Theorem 6.4.9 Let +(�) = +(�₁, . . . , �V) be a strongly #-continuous map of ℝ ∗  #V into the unitary operators on a 



hyper infinite dimensional Hilbert space ©# satisfying  +(� + �) = +(�)+(�) Let k be the set of hyperfinite linear 
combinations of vectors of the form 

                                                           �Ì = /��- n Y(�)+(�)o#V�, 
ℝ ∗ W#h                                                                   (6.4.8) 

where d ∈ ©#, Y∈��# C ∗ ( ℝ ∗  #V)  Then k is a domain of essential self-#-adjointness for each of the generators ôÃ  of 

the one-parameter subgroups +(0,0, . . . , �Ã , . . ,0), each ôÃ  ∶ k → k and the ôÃ commute, Á = 1, . . . , M. Furthermore, 

there is a projection-valued #-measure 	� on ℝ ∗  #V so that  

                                     〈�, +(�)Õ〉# = /��- n /´��-exp(°〈�, �〉)¶ 
ℝ ∗ W#h o#〈�, 	�Õ〉#                                              (6.4.9) 

for all d, Õ ∈ ©#.                                                                                                                                                        
Remark 6.4.4.Suppose that ô and ï are two unbounded self-#-adjoint operators on a non-Archimedean Hilbert 
space  ©#.We would like to find a reasonable meaning for the statement: "ô and ï commute." This cannot be done 
in the straightforward way since the operator  � = ôï − ïô may not make sense on any vector Õ ∈  ©#  for 

example one might have (O�M(ô)) ∩ k(ï) = ∅ in which case ïô does not have a meaning. This suggests that 
we find an equivalent formulation of commutativity for bounded self-#-adjoint operators.The spectral theorem for 
bounded self-#-adjoint operators ô and ï shows that in that case ôï − ïô = 0 if and only if all their projections, 

	�Z and 	��, commute. We take this as our definition in the unbounded case.                                                                                    
Definition 6.4.3 Two (possibly unbounded in ℝ ∗ "#  self-#-adjoint operators ô and ï are said to commute if and only 
if all the projections in their associated projection-valued #-measures commute.                                                            
Remark 6.4.5.The spectral theorem shows that if ô and ï commute, then all the bounded in ℝ ∗ "#  #-Borel functions 
of ô and ï also commutes. In particular, the resolvents O�(ô) and Oì(ï) commute and the unitary groups 

/��-exp(°�ô) and /��-exp(°�ô) commute. The converse statement is also true and this shows that the above 

definition of "commute" is reasonable.                                                                                                                      
Theorem 6.4.10 Let ô and ï be self-#-adjoint operators on a non-Archimedean Hilbert space ©#.Then the 
following three statements are equivalent:                                                                                                                                                  

(a)  	(Q,P)Z  and 	( ,¢)�  commute.                                                                                                                                                            

(b) If  Im� and ImÆ are nonzero, then O�(ô)Oì(ï) − Oì(ï)O�(ô) = 0.                                                                                     
(c)   For all Q, � ∈ ℝ ∗ �

#,  [/��-exp�°�ô�] [/��-exp�°�ô�] =  [/��-exp�°�ô�][/��-exp�°�ô�].                                                                                                
Proof The fact that (a) implies (b) and (c) follows from the functional calculus. The fact that (b) implies (a) easily 
follows from the formula which expresses the spectral projections of ô and ï as strong #-limits of the resolvents 

together with the fact that Q-#- lim¡→J� °¨ OQ=�¡�ô� = 	4Q7
Z . To prove that (c) implies (a), we use some simple facts 

about the Fourier transform. Let Y ∈ W#� ℝ ∗ �
#�, then, by generalized Fubini's theorem, 

                                                          /��- n Y��� 
ℝ ∗ �#

〈[/��-exp�°�ô�]�, Õ〉# =  

                                    = /��- n Y��� 
ℝ ∗ �#

j/��- n �[/��-exp�−°���]� 
ℝ ∗ �#

o�#〈	�Z�, Õ〉#l o#� = 

                                           = �2ê#/��- n YØ��� 
ℝ ∗ �#

o�#〈	�Z�, Õ〉# = �2ê#〈�, YØ�ô�Õ〉#. 

Thus, using (c) and generalized Fubini's theorem again, 

                                                                               〈�, YØ�ô��_�ï�Õ〉# = 

                                 = /��- n /��- n Y��� 
ℝ ∗ W# ��Q� 

ℝ ∗ W# 〈�, [/��- exp�−°�ô�][/��- exp�°Qï�]Õ〉# = 

= 〈�, �_�ï�YØ�ô�Õ〉#. 



so, for all Y, � ∈ W#( ℝ ∗ �#�, YØ�ô��_�ï� − �_�ï�YØ�ô� = 0. Since the Fourier transform maps W#� ℝ ∗ �#� onto W#� ℝ ∗ �#� 

we conclude that Y�ô���ï� − ��ï�Y�ô� = 0 for all Y, � ∈ W#� ℝ ∗ �#�. But, the characteristic function, Ð�Q,P� can be 

expressed as the pointwise #-limit of a hyper infinite sequence YV, M ∈ ℕ ∗  of uniformly bounded functions such that  
YV ∈ W#� ℝ ∗ �

#�, M ∈ ℕ ∗ . By the functional calculus we get  

                                                                   Q-#- lim~→ C ∗ YV�ô� = 	�Q,P�
Z . 

Similarly, we find uniformly bounded �V ∈ W#� ℝ ∗ �
#�, M ∈ ℕ ∗  #-converging pointwise to Ð� ,¢� and therefore 

                                                                  Q-#- lim~→ C ∗ �V�ï� = 	� ,¢�
� .  

Since the YV and �V are uniformly bounded in ℝ ∗ �
# and YV�ô��V�ï� = �V�ï�YV�ô� for each  M ∈ ℕ ∗ , we conclude 

that 	�Q,P�
Z  and 	� ,¢�

�  commute which proves (a). 

Theorem 6.4.11 

 

                           §7. GENERALIZED TROTTER PRODUCT FORMULA    

Theorem 7.1 Let ô and ï be self-adjoint operators on non-Archimedean Hilbert space ©#. Suppose that the opera-
tor ô + ï is self-#-adjoint on k = k�ô� ∩ k�ï�, then the following equality holds                                                                              

                        s-#- limV→ C ∗ v�/��-exp j��Z
V l
 �/��-exp j���

V l
w
V

= /��-exp[°��ô + ï�].                                    (7.1)        

Theorem 7.2 Let ô and ï be self-adjoint operators on non-Archimedean Hilbert space ©#. Suppose that the opera-
tor ô + ï is essentially self-#-adjoint on k = k�ô� ∩ k�ï�, then the following equality holds                                                                             

                         s-#- limV→ C ∗ v�/��-exp j��Z
V l
 �/��-exp j���

V l
w
V

= /��-exp[°��ô + ï�].                                   (7.2)                            

Theorem 7.3 Let ô and ï be the generators of contraction semigroups on non-Archimedean Banach 
space ï#.Suppose that the #-closure of �ô + ï� ↾ k�ô� ∩ k�ï� generates a contraction semigroup on  ï#. Then the 
following equality holds                                                                                                                

                  s-#- limV→ C ∗ v�/��-exp j− �Z
V l
 �/��-exp j− ��

V l
w
V

= /��-exp[−��#-ô + ïÈÈÈÈÈÈÈÈ�].                           (7.3)        

                 §8. FOCK SPACE OVER NONARCHIMEDEAN HILBERT SPACE 

Definition 8.1 Let  ©# be a complex hyper infinite-dimensional non-Archimedean Hilbert space over field ℂ ∗  
# and 

denote by ©#�V� the M-fold tensor product: ©#�V� = /��-⨂£æ�
V ©#, M ∈ ℕ ∗ . Set ©#��� = ℂ ∗ �# and define ℱ�©#� =

/��-⨁V∈ ℕ ∗ t©#�V�u. ℱ�©#� is called the Fock space over non-Archimedean Hilbert space ©#. Set ©# = <�
#t ℝ ∗  

#�u, 

then an element Õ ∈ ℱ�©#� is a hyper infinite sequence of ℂ ∗  
#-valued functions Õ = 4Õ�, Õ�����, Õ����, ���,   

 Õ����, ��, ���, … , ÕV���, … , �V�7, M ∈ ℕ ∗  and such that     

                                ‖Õ‖# =  |Õ�|� + /��- ∑ (/��- n|ÕV(��, … , �V)|�o#�V�) < ∞ ∗V∈ ℕ ∗ .  

Actually, it is not ℱ(©#) itself, but two of its subspaces which are used in quantum field theory. These two hyper 
infinite-dimensional subspaces are constructed as follows: Let 	V be the permutation group on M ∈ ℕ ∗  elements and 



let 4�£7£æ�C ∗ be a basis for a space ©#. For each  ∈ 	V we define an operator (which we also denote by ) on basis 

elements of ©#(V) by t/��-⨂�æ�V �£�u = /��-⨂�æ�V �£�(�) . The operator extends by linearity to a bounded operator 

(of #-norm one) on ©# and we can define �XV# =  j �
V!l t/��- ∑ 2∈2h u. It is easily to show by definitions that  

�XV#� = �XV#  and   �XV#∗ = �XV#  so �XV# is an orthogonal projection. The range of �XV# is called the M-fold symmetric tensor 

product of ©#. We now define ℱá#(©# ) = /��-⨁V∈ ℕ ∗ �XV#©#(V). Non-Archimedean Hilbert space  ℱá#(©# ) is called 

the symmetric Fock space оvеr non-Archimedean Hilbert space  ©# or the Boson Fock space over non-Archimedean 

Hilbert space ©#. 

           §9. SEGAL QUANTIZATION OVER NONARCHIMEDEAN HILBERT SPACE 

Let  ©# be a complex non-Archimedean Hilbert space over field ℂ ∗ �# and let ℱ�©#� = /��-⨁V∈ ℕ ∗ t©#�V�u, where 

©#�V� = /��-⨂£æ�
V ©# be the Fock space over ©#and let ℱá�©#� be the Boson subspace of ℱ�©#�. Let Y ∈ ©# be 

fixed. For vectors in ©#�V� of the form � = /��-⨂�æ�
V Õ� , M ∈ ℕ ∗  we define a map >��Y�: ©#�V� → ©#�V��� by >��Y�� = �Y, Õ���/��-⨂�æ�

V Õ�� and >��Y� extends by linearity to finite and hyperfinite linear combinations of such �, the extension is well defined, and ‖>��Y��‖# ≤ ‖Y‖#‖�‖#. Thus >⁻�Y� extends to a bounded map (of #-norm 

‖Y‖#) of  ©#�V� into ©#�V���. Since this holds for each M ∈ ℕ ∗  (except for M = 0 in which case we define >��Y�: ©#��� → 407), >��Y� is a bounded operator of #-norm ‖Y‖# from ℱ�©#� to ℱ�©#�. It is easy to check that 

operator >=�Y� = t>��Y�u∗
takes each subspace ©#�V�into ©#�V=��with the action >=�Y�� = Y⨂/��-⨂�æ�

V Õ� on 

product vectors. Note that the map Y → >=�Y�  is linear and the map  Y → >��Y� is antilinear. Let WV be the 

symmetrization operators introduced in previous section and then the operator +� # = /��-⨁V∈ ℕ ∗ �XV# is the projection 

onto the symmetric Fock space ℱá�©#� = /��-⨁V∈ ℕ ∗ +�V
#©#�V�, we will write �XV

#©#�V� = ©á
#�V�and call ©á

#�V�the M- 

particle subspace of ℱá�©#�. Note that operator >��Y� takes space ℱá�©#� into itself, but the operator >=�Y� does 

not. A vector Õ = XÕ�V�dVæ�
C ∗  with Õ�V� = 0  for all except finite or hyperfinite set of number M is called a finite or 

hyperfinite particle vector correspondingly. We will denote the set of hyperfinite particle vectors by ç�. The vector 
Ω� = 〈1,0,0, … 〉 is called the vacuum vector. Let ô be any self-adjoint operator on ©# with domain of essential self-

#-adjointness k = k�ô�. Let kZ = XÕ ∈ ç�|Õ�V� ∈ /��-⨂�æ�
V k, M ∈ ℕ ∗ d and define operator oΓ#�ô� on kZ ∩ ©á

#�V� 

by oΓ#�ô�=ô ⊗ * ⋅⋅⋅⊗ * + * ⊗ ô ⊗⋅⋅⋅⊗ * +⋅⋅⋅ + ⊗ * ⋅⋅⋅⊗ * ⊗ ô. Note that oΓ#�ô�is essentially self-#-adjoint on 
kZ . Operator oΓ#�ô� is called the second quantization of the operator ô. For example, let ô = *, then its second 

quantization ñ# = oΓ#�*� is essentially self-#-adjoint on ç� and for Õ ∈ ©á
#�V� , ñ#Õ = MÕ. ñ# is called the number 

operator. If + is a unitary operator on space ©#, we define oΓ#�+� to be the unitary operator on ℱá�©#� which 

equals /��-⨂�æ�
V + when restricted to ©á

#�V�for M > 0, and which equals the identity on ©á
#���. If /��-exp�°�ô� is a 

#-continuous unitary group on ©#, then Γ#t/��-exp�°�ô�u is the group generated by oΓ#�ô�, i.e., that expressed by 

the formula  Γ#t/��-exp�°�ô�u = /��-expt°�oΓ#�ô�u.                                                                                                                    

Definition 9.1 We define the annihilation operator ���Y�   on ℱá�©#� with domain ç� by the formula 

                                                                      ���Y� = √ñ + 1>��Y�.                                                                      (9.1) 

Operator ���Y� is called an annihilation operator because it takes each �M + 1�-particle subspace into the M-particle 

subspace. For each Õ and � in ç�, t√ñ + 1>��Y�Õ, �u = tÕ, W#>=�Y�√ñ + 1u, then we get                             

                                                            t���Y�u∗ ↾ ç� = W#>=�Y�√ñ + 1 .                                                              (9.2) 

The operator t���Y�u∗ is called a creation operator. Both ���Y� and t���Y�u∗
 #-closable; we denote their 

#-closures by  ���Y� and t���Y�u∗
 also. The equation (1) implies that the Segal field operator Φâ

#�Y� on ç� defined 



by Φâ#(Y) = �
√� ]��(Y) + t��(Y)u∗c is symmetric and essentially self-#-adjoint. The mapping from ©# to the self-

#-adjoint operators on ℱá(©#) given by Y → Φâ#(Y) is called the Segal quantization over ©#. Note that the Segal 
quantization is a real linear map.                                                                                                                                      
Theorem 9.1 Let ©# be hyper infinite dimensional Hilbert space over complex field ℂ ∗  # = ℝ ∗  # + i ℝ ∗  # and Φâ#(Y) 
the corresponding Segal quantization. Then:                                                                                                                                         

(a) (self-#-adjointness) for each Y ∈ ©# the operator Φâ#(Y) is essentially self-#-adjoint on ç�, the finite and 
hyperfinite particle vectors;                                                                                                                                                             
(b) (cyclicity of the vacuum) the vector Ω� is in the domain of all hyperfinite products /��- ∏ Φâ#(Y�)V�æ� , M ∈ ℕ ∗  and 

the set 4/��- ∏ Φâ#(Y�)V�æ� |Y� ∈ ©#, M ∈ ℕ ∗ 7 is #-total in ℱá(©#);                                                                                      
(c) (commutation relations) for each Õ ∈ ç� and Y, � ∈ ©#: 
                                             ´Φâ#(Y)Φâ#(�) − Φâ#(�)Φâ#(Y)¶Õ = °Im(Y, �)¥#Õ;                                                  (9.1-) 

(s-) (generalized commutation relations) assuming that (Y, �)¥# ≈ 0 and Õ ∈ ç is a near standard vector we get 
´Φâ#(Y)Φâ#(�) − Φâ#(�)Φâ#(Y)¶Õ ≈ 0 and therefore st(´Φâ#(Y)Φâ#(�) − Φâ#(�)Φâ#(Y)¶Õ) = 0;                                     
(d) Let Ô(Y)  denotes the external unitary operator /��-exp j°Φâ#(Y)l then                                                             

                                           Ô(Y + �) = v/��-exp j− �
� Im(Y, �)¥#lw Ô(Y)Ô(�);                                                    (9.2-)                                                                            

(e) (#-continuity) if 4YV7Væ�C ∗   is hyper infinite sequence such as #- limV→ C ∗ YV = Y in ©# then:                                        

1)  #- limV→ C ∗ Ô(YV)Õ exists for all Õ ∈ ℱá(©#) and #- limV→ C ∗ Ô(YV)Õ = Ô(Y)Õ                                                                    

2)  #- limV→ C ∗ Φâ#(YV)Õ  exists for all Õ ∈ ç� and #- limV→ C ∗ Φâ#(YV)Õ = Φâ#(Y)Õ                                                         

(e) For every unitary operator + on ©#, Γ#(+): kt#-Φâ#(Y)ÈÈÈÈÈÈÈÈu → kt#-Φâ#(+Y)ÈÈÈÈÈÈÈÈÈÈu and for all Õ ∈ kt#-Φâ#(+Y)ÈÈÈÈÈÈÈÈÈÈu,      
Γ#(+)t#-Φâ#(Y)ÈÈÈÈÈÈÈÈuΓ#��(+)Õ = #-Φâ#(+Y)ÈÈÈÈÈÈÈÈÈÈÕ for all  Õ ∈ ç� and Y ∈ ©#.                                                                                

Proof Let Õ ∈ ©á#(V). Since Φâ#(Y): ç� → ç�, we conclude that  Õ ∈ � C ∗ jΦâ#(Y)l. Further, it follows from                          

(9.1)-( 9.2), and the fact that  ‖>�(Y)‖# = ‖Y‖#, that 
                                                	t�⍟(Y)u£Õ	# ≤ t/��-∏ �µ + °£�æ� u‖Y‖#£‖Õ‖#,       
where �⍟(Y) represents either  ��(Y) or t��(Y)u∗.  Therefore,   

                                                    �Φâ#(Y)£Õ�#
 ≤ 2£/�((M + �)!#)�/�‖Y‖#£‖Õ‖#    

Since  /��- ∑ �£2£/�((M + �)!#)�/�‖Y‖#£‖Õ‖# < ∞ ∗C ∗£æ�  for all �, Õ is an #-analytic vector for Φâ#(Y). Since ç� is 

#-dense in ℱá(©#) and is left invariant by Φâ#(Y) is essentially self-#-adjoint on F₀ by generalized Nelson's analytic 
vector theorem, see §6 Theorem 6.5.                                                                                                                                                        
The proof of (b) is obviously.                                                                                                                                                
To prove (c) we first compute that if Õ ∈ ç�, then 

                                                       ��(Y)t��(�)u∗Õ − t��(�)u∗��(Y)Õ=0                                                                                                                              

the identity (9.1-) follows immediately. Although (9.1-) and (9.2-) are formally equivalent, (9.1-) by itself does not 

imply (9.2-) We sketch a proof of (9.2-)  which uses special properties of the vectors in ç�. Let Õ ∈ ©á#(º) 

                                  �Φâ#(Y)VΦâ#(�)¤Õ�#
 ≤ 2(V=¤)/�t/��-∏ �µ + °V=¤�æ� u‖Y‖#V‖�‖#¤‖Õ‖# 



which implies that external hyper infinite series  

                                                  /��- ∑ j�Φâ#(Y)VΦâ#(�)¤Õ�#
 /M!# K!#lC ∗Væ�,¤æ�       

 #-converges for all � ∈ ℝ ∗  #. Since Õ is an #-analytic vector for Φâ#(�), 
                                        /��- ∑ j(°Φâ#(�)¤)/K!#l Õ = �/��-exp j°Φâ#(�)l
 Õ.C ∗¤æ�  

Further, for each M ∈ ℕ, ∗  is in the domain of t#-Φâ#(Y)ÈÈÈÈÈÈÈÈuV
 since any finite and external hyperfinite sum 

                                                           /��- ∑ j(°Φâ#(�)¤)/K!#l Õ1¤æ�  

with ! ∈ ℕ ∗  is in it and Φâ#(Y)V v/��- ∑ j(°Φâ#(�)¤)/K!#l Õ1¤æ� w  #-converges as ! → ∞ ∗ . Thus the estimate 

                                           v/��- ∑ j�Φâ#(Y)VΦâ#(�)¤Õ�#
 /M!# K!#lC ∗Væ�,¤æ� w �V=¤ < ∞ ∗     

shows that  �/��-exp j°Φâ#(�)l
 Õ is an #-analytic vector for Φâ#(Y) and therefore /��-exp j°Φâ#(Y)l can be 

computed by the external hyper infinite power series. Thus     

                             �/��-exp j°�â#(Y)l
 �/��-exp j°Φâ#(�)l
 Õ = /��- ∑ ���#(Ì)h��#(')Ä
V!#¤!# 
C ∗Væ�,¤æ� Õ.  

Similarly one obtains 

                                            Ë/��-exp j− ���
� Im(Y, �)¥#lÍ �/��-exp j°�Φâ#(Y + �)l
 Õ =  

                                            = /��- ∑ �
V!#¤!# �j− ���

� Im(Y, �)¥#l¤ °�Φâ#(Y + �)� Õ,C ∗Væ�,¤æ�   

where the hyper infinite series in RHS of the identity #-converges absolutely. Direct computations by using (9.1-) 
now show that (9.2-) holds by a term-by-term comparison of the #-convergent external hyper infinite power series.                                                                           

Remark 9.1 Henceforth we use  Φâ#(Y) to denote the #-closure  #-Φâ#(Y)ÈÈÈÈÈÈÈÈ of Φâ#(Y).                                                             

Definition 9.2 For each K > 0, K ∈ ℝ ∗  ,@AB#  let ©¤# = 4µ ∈ ℝ ∗  #
|µ ∙ µ¿ = K�, µ� > 07, where 

µ¿ = (µ�, −µ�, −µ�, −µ�), the sets ©¤# , are called mass hyperboloids, are invariant under canonical Lorentz 

group <=↑ 2 . Let Á¤ be the #-homeomorphism of  ©¤#  onto ℝ ∗  #� given by Á¤: 〈µ�, µ�, µ�, µ�〉 → 〈µ�, µ�, µ�〉 = ¸. 
Define a #-measure Ω¤#  on ©¤#  for any #-measurable set / ⊂  ©¤#  by 

                                                                      Ω¤# (/) = /��- n ¢#�¸
�|¸|�=¤�

 
ÃÄ(Å)  .                                                           (9.3)                                                                                                                       

Theorem 9.2 Let Æ# be a polynomially bounded #-measure with support in #-ÇÈ=. If Æ# is <=↑ 2 = <=↑ - invariant, there 
exists a polynomially bounded #-measure É# on ́ 0,∞#)  and a constant s so that for any Y ∈ W#( ℝ #
 ∗ ) 

                                /��- n Y 
ℝ ∗ W#Ê o#Æ# = sY(0) + /��- n o#É#(K) Ë/��- n Ìj�|¸|�=¤� ,º¦,º�,º�l¢#�¸

�|¸|�=¤�
 
ℝ ∗ W#� Í .C ∗�          (9.4) 

Definition 9.3 Let �(Y) be a linear #-continuous functional ℱ: W  @AB# ( ℝ #
 ∗ ) → ℝ # ∗ . Functional ℱ is <=↑ - ≈ - invariant 

if for any Λ ∈ <=↑  the following property holds ℱtY(Λ�)u ≈ ℱ(Y) for all Y ∈ W  @AB# ( ℝ #
 ∗ ).                                             



Theorem 9.3 Let Æ# be a polynomially bounded <=↑ - invariant #-measure with support in #-ÇÈ=. Let ℱ(Y) be a linear 

#-continuous functional ℱ: W  @AB# ( ℝ #
 ∗ ) → ℝ ,@AB# ∗  defined by /��- n Y 
ℝ ∗ W#Ê o#Æ#  and there exists a polynomially 

bounded #-measure É# on ́ 0,∞#) such that n o#É#(K) ∈ ℝ ,@AB# ∗C ∗�  and a constant s ∈ ℝ ,@AB# ∗  so that (1) holds. 

Then for any Y ∈ W  @AB# ( ℝ #
 ∗ ) and for any Ï ∈ ℝ ,C# ∗  the following property holds 

                             ℱ(Y) ≈ sY(0) + /��- n o#É#(K) Ë/��- n Ìj�|¸|�=¤�,º¦,º�,º�l¢#�¸
�|¸|�=¤�

 
|º|�& Í .C ∗�                                (9.5) 

Definition 9.4 Let Ð(Ï, ¸) be a function such that:  Ð(Ï, ¸) ≡ 1 if |¸| ≤ Ï, Ð(Ï, ¸) ≡ 0 if |¸| > Ï. Define a 

#-measure Ω¤,&#  on ©¤#  by 

                                                        Ω¤,&# (/) = /��- n Ó(&,¸)¢#�¸
�|¸|�=¤�

 
ÃÄ(Å) .                                                                     (9.6) 

We use the Segal quantization to define the free Hermitian scalar field of mass K. We take © # = <�#t ©¤# , o#Ω¤,&# u. 

For each Y ∈ W@AB#  ( ℝ #
 ∗ ) we define /Y ∈  © # by 

                                                                   �#Y = 2êt/��-YØu ↾  ©¤#   

where the Fourier transform /��-YØ is given by (2.27) but is defined in this section in terms of the Lorentz invariant 
inner product µ ∙  �¿: 

                                             /��-YØ = �

�� j/��- n /��-exp 

ℝW#Ê ∗ ´°(µ ∙  �¿)¶o#
�l.  
If Φâ,&# (∙) is the Segal quantization over <�#t ©¤# , o#Ω¤,&# u, we define for each ℝ # ∗ - valued Y ∈ W#( ℝ #
 ∗ ): 
                                                                    Φ¤,&# (Y) = Φâ,&# (�#Y)  
and for each ℂ # ∗ - valued Y ∈ W#( ℝ #
 ∗ ) we define Φ¤,&# (Y) = Φ¤,&# (ReY) + iΦ¤,&# (ImY).                                                                                                                                                                        

Definition 9.5 The mapping Y → Φ¤,&# (Y) is called the free non-Archimedean Hermitian scalar field of mass K. 

Definition 9.6 On  <�#t ©¤# , o#Ω¤,&# u we define the following unitary representation of the restricted Poincare 

group<=↑ :   (+¤(�, Λ)Õ)(µ) = (/��-exp´°(µ ∙  �¿)¶)Õ(Λ��µ) where we are using Λ to denote both an element of the 
abstract restricted Lorentz group and the corresponding element in the standard representation on ℝ
 2 .                                  
Remark 9.2 Note that by Theorem 9.1(e) for all  Õ ∈ ç� and Y ∈ <�#t ©¤# , o#Ω¤,&# u we get 

                   Γ#t+¤(�, Λ)ut#-Φ¤,&# (Y)ÈÈÈÈÈÈÈÈÈÈÈuΓ#��t+¤(�,  )uÕ = Γ#t+¤(�, Λ)ut#-Φâ#(�#Y)ÈÈÈÈÈÈÈÈÈÈÈÈuΓ#��t+¤(�,  )uÕ = 

                                                                          #-Φâ#(+¤(�, Λ)�#Y)ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÕ.   
 A change of variables for all Y ∈ W@AB#  ( ℝ #
 ∗ ) gives that   

                                                                    +¤(�, Λ)�#Y ≈ �#+¤(�, Λ)Y.  
Therefore for all  Õ ∈  kâ���#  ⊂ ç� such that ‖Õ‖# ∈ ℝ ,@AB# ∗ , �#-Φ¤,&# (Y)ÈÈÈÈÈÈÈÈÈÈÈÕ�# ∈ ℝ ,Ì�V# ∗   and for ℝ ,@AB# ∗ -valued 

function Y such that Y ∈ W@AB#  ( ℝ #
 ∗ ) we obtain that           

                                Γ#t+¤(�, Λ)ut#-Φ¤,&# (Y)ÈÈÈÈÈÈÈÈÈÈÈuΓ#��t+¤(�, Λ)uÕ ≈ #-Φ¤,&# (+¤(�, Λ)Y)ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÕ.                              (9.7)                                                                                                                                        



Definition 9.7 The #-conjugation on a non-Archimedean Hilbert space © # is an antilinear #-isometry �# so that the 
following equality holds �#� = *.                                                                                                                       

Definition 9.8 Let © # be a non-Archimedean Hilbert space over field ℂ ∗  #, Φâ#(∙) the associated Segal quantization. 

Let  ©  �## = 4Y|�#Y = Y7. For each Y ∈  ©  �##  we define �#(Y) = Φâ#(Y) and ê#(Y) = Φâ#(°Y), the map Y → �#(Y) 
is called the canonical free field over the doublet 〈¡ #, �#〉 and the map Y → ê#(Y) is called the canonical conjugate 
momentum.                                                                                                                                                              
Theorem 9.4 Let © # be a non-Archimedean Hilbert space over field ℂ ∗  # with #-conjugation �#. Let�#(∙) and ê#(∙) 
be the corresponding canonical fields. Then:                                                                                                                                     

(a) For each Y ∈  ©  �## , �#(Y) is essentially self-#-adjoint on ç�.                                                                                                    

(b) X�#(Y)|Y ∈  ©  �## d is a commuting family of self-#-adjoint operators.                                                                                            

(c) Ω� is a #-cyclic vector for the family X�#(Y)|Y ∈  ©  �## d.                                                                                                       

(d) If 4YV7Væ�C ∗   is hyper infinite sequence such as #- limV→ C ∗ YV = Y in  ©  �## , then #- limV→ C ∗ �#(YV)Õ  exists for all 

Õ ∈ ç� and #- limV→ C ∗ �#(YV)Õ = �#(Y)Õ.                                                                                                                                  

(e) #- limV→ C ∗ (/��-exp´°�#(YV)¶Õ) = /��-exp´°�#(Y)¶Õ for all Õ ∈ ℱá(©#).                                                                                 

(f) Properties (a)-(e) hold with �#(Y) replaced by ê#(Y).                                                                                                  

(g) If Y, � ∈  ©  �##  , then 

                                                   ´�#(Y)ê#(�) − ê#(�)�#(Y)¶Õ = °(Y, �)¥#                                                       (9.7-)                                                                                                                             

for all Õ ∈ ç�  and                                                                                                                                                

                                                       (/��-exp´°�#(Y)¶)(/��-exp´°ê#(Y)¶) = 

                                         t/��-exp]°(Y, �)¥#cu(/��-exp´°ê#(Y)¶)(/��-exp´°�#(Y)¶).                                      (9.8-)  

                                                                                                                                                                                                                                                                                                                        
Proof    (a)-(d) follow immediately from the corresponding properties of Φâ#(∙) proven in Theorem 9.1. To see that 

X�#(Y)|Y ∈  ©  �## d is a commuting family, notice that (9.2-) implies 

                 (/��-exp´°��#(Y)¶)(/��-exp´°Q�#(�)¶) =  

                                          t/��-exp]−°�QIm(Y, �)¥#cu(/��-exp´°Q�#(�)¶)(/��-exp´°��#(Y)¶).                                          
              

where we have used the fact that �#(∙) is real linear. If Y, � ∈ ©  �## , then it follows from polarization that (Y, �)¥# =
(�#Y, �#�)¥# = (�, Y)¥#,so Im(Y, �)¥# = 0. Thus   

                       (/��-exp´°��#(Y)¶)(/��-exp´°Q�#(�)¶) = (/��-exp´°Q�#(�)¶)(/��-exp´°��#(Y)¶) 

for all Q, � ∈ ℝ # ∗ . Therefore, by Theorem 6.4.10, the operators �#(Y) and �#(�) are commute. The proof of (f) is 
similar to the proof of (a). The identity (9.7-) and identity (9.8-) are follow immediately from (9.1-) and (9.2-), and 

the fact that if Y, � ∈ ©  �## , then Im(Y, °�)¥# = Re(Y, �)¥# = (Y, �)¥# .                                                                                                                                               

Definition 9.9 We set now ©# =  <�#t ©¤# , o#Ω¤,&# u and we write  Y ∈  <�#t ©¤# , o#Ω¤,&# u as Y(µ�, ¸) and define the 

#-conjugation �# by �#(Y)(µ�, ¸) = Y(µ�, −¸)ÈÈÈÈÈÈÈÈÈÈÈÈÈ . Note that �# is well-defined on Y ∈  <�#t ©¤# , o#Ω¤,&# u since 

(µ�, ¸) ∈  ©¤#  if and only if (µ�, −¸) ∈  ©¤# .                                                                                                                                                   

Definition 9.10 We denote the canonical fields corresponding to  ©  �## = 4©#, �#7 by � # (∙) and ê # (∙) and define 

                                                                     �¤,&#  (Y) = � # (�#Y)  



and 
                                                          ê¤,&#  (Y) = ê # (Æ(¸)�#Y), Æ(¸) = �¸� + K�   
for ℝ # ∗ - valued Y ∈  <�#( ℝ #
 ∗ ), extending to all of   <�#( ℝ #
 ∗ ) by linearity. In terms of ��(Y)t��(�)u∗

 

                                                         �¤,&#  (Y) = �
√� Xt��(�#Y)u∗ + ��(�#�#Y)d, 

                                                         ê¤,&#  (Y) = �
√� Xt��(Æ(¸)�#Y)u∗ − ��(¤#Æ(¸)�#Y)d. 

The maps Y ↦ �¤,&#  (Y) and Y ↦ ê¤,&#  (Y) are complex linear and �¤,&#  (Y), ê¤,&#  (Y) are self-#-adjoint if and only 

if /Y ∈  ©  �## .                                                                                                                                                                 

Because of the projection / we can extend the class of functions on which �¤,&#  (Y) and  ê¤,&#  (Y) are defined to 

include distributions of the form .#(� − �₀)�(�₁, �₂, �₃) where  � ∈ W#( ℝ #� ∗ ). In particular, if �₀ = 0,� is ℝ # ∗ - 

valued, and /��-�_ is the Fourier transform is defined by (2.27) on W#( ℝ #� ∗ ), then 

             j�#�#t/��-.#�¦ ul (µ�, −¸) = (2ê#)��/�/��-�_(−¸)ÈÈÈÈÈÈÈÈÈÈÈÈÈÈ = (2ê#)��/�t/��-�_(−¸)u = �#t/��-.#�¦ u.                  
Thus /(.#�) and Æ(¸)/(.#�) are in ©  ¤## . Therefore �¤,&#  (.#�) and ê¤,&#  (.#�) are self-#-adjoint if                  

� ∈  W#( ℝ #� ∗ ) is ℝ # ∗ - valued. For obvious reasons, the maps � ↦ �¤,&#  (.#�) and � ↦ ê¤,&#  (.#�) are called the 

non-Archimedean time-zero fields. From now on we will only use test functions of the form .� in �¤,&#  (∙) and 

ê¤,&#  (∙) and write �¤,&#  (�) and ê¤,&#  (�) if � ∈  W#( ℝ #� ∗ ) instead of �¤,&#  (.#�) and ê¤,&#  (.#�).                                                     

If Y and � are ℝ # ∗ - valued functions in W#( ℝ #� ∗ ), then (9.7-) implies that for Õ ∈ ç₀, 
                       ]�¤,&#  (Y), ê¤,&#  (�)cÕ = ° �/��- n j/��-YØ(¸)ÈÈÈÈÈÈÈÈÈÈÈÈl 

 ¥Ä# t/��-�_(¸)uÆ(¸)Õo#Ω¤,&# (¸)
.                       (9.9-) 

    

For convenience we now transfer the fields we have constructed from the Fock space ℱá(©#) built up from  ©# =
 <�#t ©¤# , o#Ω¤,&# u to the Fock space built up from ©# =  <�#( ℝ #� ∗ ). For notational simplicity, we define for Y ∈
 <�#t ©¤# , o#Ω¤,&# u 

                                                        �ä(Y) = t��(Y)u∗
  and   � (Y) = ��(�#Y). 

First notice that each function Y(µ) ∈  <�#t ©¤# , o#Ω¤,&# u is in a natural way a function Y(¸) = Y(Æ(¸), ¸) on ℝ #� ∗ . 
For each Y ∈  <�#t ©¤# , o#Ω¤,&# u, we define 

                                                                   ()Y)(¸) = Y (Æ(¸), ¸) �Æ(¸)⁄ . 

Notice that ) is a unitary map of  <�#t ©¤# , o#Ω¤,&# u onto <�#( ℝ #�, Ð(Ï, ¸)o#�µ ∗ ) so Γ#()) is a unitary map of  

ℱá j <�#t ©¤# , o#�¤,&# ul onto ℱá j<�#( ℝ #�, Ð(Ï, ¸)o#�µ ∗ )l. The annihilation and creation operators on    

ℱá j<�#( ℝ #�, Ð(Ï, ¸)o#�µ ∗ )l, �¿(⋅),�¿ä(∙), are related to �(⋅) and �ä(∙) by the formulas 

                                 �¿ � Ì(¸)
�ì(¸)
 = Γ#())�(Y)Γ#())�� and �¿ä � Ì(¸)

�ì(¸)
 = Γ#())�ä(Y)Γ#())��                                                             

We use the unitary map Γ#()) to carry the Wightman fields over to  ℱá j<�#( ℝ #�, Ð(Ï, ¸)o#�µ ∗ )l by defining:  



(i) for ℝ ,@AB# ∗ -valued Y ∈ W@AB# ( ℝ #
 ∗ ) 

                                   Φ§¤,&# (Y) = Γ#())Φ¤,&# (Y)Γ#())�� = �
√� ¨�¿ ��Ù# �#Ì

�ì(¸)
 + �¿ä � �#Ì
�ì(¸)
©    

(ii)  for ℝ ,@AB# ∗ -valued Y ∈ W@AB# ( ℝ #
 ∗ )     

                            φÀ¤,&# (Y) = Γ#())φ¤,&# (Y)Γ#())�� = �
√� ¨�¿ ��Ù# �#tÌ�#u

�ì(¸) 
 + �¿ä ��#tÌ�#u
�ì(¸) 
©                                                                                                                                      

where �Ù# = )�#)�� acts by t�Ù#�u(¸) = �(−¸). Having established this correspondence, we now drop the ~ and 

the bold face letters; from now on we will only deal with the fields on  ℱá j<�#( ℝ #�, Ð(Ï, ¸)o#�µ ∗ )l and three-

dimensional momenta. Further, we recall that the restriction of the four-dimensional Fourier transform that we have 
been using in this section to functions of the form .#(�₀)�(�₁, �₂, �₃) the usual three-dimensional Fourier 

transform. Notice that  Yª = /��-ℎ¼, ℎ = �#t/��-YØu so �#t/��-YØu = /��-YØ if and only if Y is ℝ # ∗ -valued. For Y and � ℝ # ∗ valued, (9.9-) becomes 

                              ]�¤,&#  (Y), ê¤,&#  (�)cÕ = ° j/��- n j/��-YØ(¸)ÈÈÈÈÈÈÈÈÈÈÈÈl 
|º|�& t/��-�_(¸)uÕo#�µl.                             (9.10-)  

Assume now that Y, � ∈ W@AB#  and ‖Õ‖# ∈ ℝ ,@AB# ∗  then (9.10-) becomes 

                                                ]�¤,&#  (Y), ê¤,&#  (�)cÕ ≈ ° j/��- n Y(�)�(�)o#� 
ℝW#� �l Õ.                                    (9.11-) 

Notice that (9.11-)) is the space form of the canonical commutation relations (CCR). As a final topic before turning 
to interacting fields we will show how the structures developed above are related to the "fields" and "annihilation 
and creation operators" introduced in physics literature. We let now 

                                                         kâ���#  = XÕ|Õ ∈  ç�, Õ(V) ∈ S@AB#  ( ℝ #�V ∗ )d  
and for each ̧ ∈ ℝ #� ∗  we define the operator �(¸) on ℱá j<�#( ℝ #� ∗ )l with domain kâ���#  by (�(¸)Õ)(V) = √M + 1 

Õ(V=�)(¸, ��, … �V) and therefore the formal #-adjoint of the operator �(¸) reads (�ä(¸)Õ)(V) = �
√V ∑ .(�)(¸ −Våæ�

�å)Õ(V��)(��, … , �å��, �å=�, … , �V). Note that the formulas 

                                                   �(�) = /��- n �(¸)�(−¸)o#�µ 
ℝW#� ∗ ,                                                                     (9.8) 

                                                     �ä(�) = /��- n �ä(¸)�(¸)o#�µ 
ℝW#� ∗                                                                     (9.9) 

hold for all � ∈ W@AB#  ( ℝ #� ∗ )  if the equalities (9.8)-(9.9) are understood in the sense of quadratic forms. That is, (9.8) 

means that for Õ�, Õ� ∈ kâ���#  : (Õ�, �(�)Õ�) = /��- n (Õ�, �(¸)Õ�)�(−¸)o#�µ 
ℝW#� ∗  and similarly (9.9) means that 

for Õ�, Õ� ∈ kâ���#  : (Õ�, �ä(�)Õ�) = /��- n (Õ�, �ä(¸)Õ�)�(¸)o#�µ 
ℝW#� ∗ . The particles number operator reads  

                                                ñ�,& = /��- n �ä(¸)�(¸) 
|º|�& o#�µ.                                                                       (9.10) 

The generator of time translations in the free scalar field theory of mass K is given by 

                                                ©�,& = /��- n Æ(¸)�ä(µ)�(¸) 
|º|�& o#�µ.                                                                (9.11) 



We express the free scalar field and the time zero fields in terms of �ä(µ) and �(µ) as quadratic forms on   kâ���#  ×
kâ���#   by  

Φ�,¤,&# (�, �) = 

               (2ê)��/�/��- n Xt/��-exp(Æ(¸)� − °µ�)u�ä(¸) + t/��-exp(Æ(¸)� + °µ�)u� (¸)d 
|º|�&

¢#�º
��ì(º) ,          (9.12)     

                                                                                 Φ�,¤,&# (�) = 

                         (2ê)��/�/��- n Xt/��-exp(−°µ�)u�ä(¸) + t/��-exp(°µ�)u� (¸)d 
|º|�&

¢#�º
��ì(º) ,                          (9.13)  

                                                                                    π�,¤,&# (�) = 

                            (2ê)��/�/��- n Xt/��-exp(−°µ�)u�ä(¸) + t/��-exp(°µ�)u� (¸)d 
|º|�&

¢#�º
�ì(¸)/� .                      

(9.14) 

Abbreviation 9.1 We shall write for the sake of brevity through this paper Φ�,&# (�, �), Φ�,&# (�) and π�,&# (�) instead 

Φ�,¤,&# (�, �), Φ�,¤,&# (�) and π�,¤,&# (�) correspondingly.                                                                                         

Theorem 9.5 Let M�, M� ∈ ℕ   and suppose that Ôt��, … �V¦ , µ�, … , µV�u ∈ <�# j ℝ #�(V¦=V�) ∗ l where 

Ôt��, … �V¦ , µ�, … , µV�u is a ℂ�,@AB# ∗  -valued function on ℝ #�(V¦=V�) ∗ . Then there is a unique operator öý on 

ℱá j<�#( ℝ #� ∗ )l so that kâ���#  ⊂ k(öý)   is a #- core for öý .                                                                                                      

(1) As ℂ # ∗ -valued quadratic forms on kâ���#  × kâ���#      

                                                                                    öý = 

                      /��- n Ôt��, … �V¦ , µ�, … , µV�u 
ℝ ∗ �(h¦þh�)  t/��-∏ �ä(��)V¦�æ� ut/��-∏ �(µ�)V��æ� uo#�V¦�o#�V�µ.   (9.15) 

(2) As ℂ # ∗ -valued quadratic forms on kâ���#  × kâ���#                                                                 

                                                                                     öý∗ = 

                  /��- n Ôt��, … �V¦ , µ� , … , µV�uÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ 
ℝ ∗ �(h¦þh�)  t/��-∏ �ä(��)V¦�æ� ut/��-∏ �(µ�)V��æ� uo#�V¦�o#�V�µ.       (9.16) 

(3) If K� and K� are nonnegative integers so that K� + K� = M� + M�, then  

�(1 + ñ#)�¤¦/�öý(1 + ñ#)�¤�/��#
� ≤ �( K�, K�)‖Ô‖��# .                                                                                 (9.17) 

(4) On vectors in ç�   the operators  öý and  öý∗  are given by the explicit formulas                                                                        

(öý Õ  )å�V�=V¦ = 

         �(�, M�, M�)�X v /��- n … /��- n Ôt��, … �V¦ , µ�, … , µV�u Õ(å)  tµ�, … , µV� , ��, … �V¦uo#�V� 
mºh�m�& µ   

|º¦|�&  w,  (9.18) 

  
(öý Õ  )V = 0 if  M < M� − M�,  



(öý∗ Õ  )å�V¦=V� = 

        �(�, M�, M�)�X v /��- n … /��- n Ôt��, … �V¦ , µ� , … , µV�uÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ Õ(å)  tµ�, … , µV� , ��, … �V¦uo#�V¦ 
m£h¦m�& �   

|£¦|�&  w    (9.19) 

töý∗ ( Õ  )uV = 0 if and only if  M < M� − M�. Here �X is the symmetrization operator.   

(5)  If ÔV →# Ô in <�# j ℝ #�(V¦=V�) ∗ l  then öýh →# öý   strongly on domain kâ���#  .                                                                                                                   

Proof For vectors Õ in kâ���#  , we define öý( Õ  ) by the formula (9.18). By the Schwarz inequality and the fact that �X 
is a projection we obtain 

                                            ‖(öý Õ  )å�V�=V¦‖#� ≤ �(�, M�, M�)�Õ(å)  �#
�‖Ô‖#�                                                        (9.20) 

If we now define an operator öý∗ Õ  , on domain kâ���#  by using the formula (9.19) then for all �, Õ  ∈ kâ���#  we obtain 

that 〈�, öý Õ  〉 = 〈öý∗ �, Õ〉. Thus, öý is #-closable and öý∗  is the restriction of the adjoint of  öý on domain kâ���#  . 
From now on we will use öý to denote #- öÈý and öý∗  to denote the #-adjoint of the operator öý. By the definition of 
the operator öý, kâ���#   is a #-core and further, since öý is bounded on the �-particle vectors in kâ���#  , we have 

ç� ⊂ k( öý). Since the right-hand side of  (9.18) is also bounded on the �-particle vectors, (9.18) represents öý on 
all �-particle vectors. The proofs of the statements in (2) about öý∗  are the same. To prove (3), let Õ ∈ kâ���#   .Then by 

the canonical computation we obtain 

               	t(1 + ñ#)�¤¦/�öý(1 + ñ#)�¤�/�uå�V�=V¦	#
� ≤ � «(å,V¦,V�)

(�=å�V�=V¦)Ä¦� (�=å)Ä��
�� �Õ(å)  �#

�‖Ô‖#� . 
And therefore finally we get  

                            	t(1 + ñ#)�¤¦/�öý(1 + ñ#)�¤�/�uå�V�=V¦	#
� ≤ �( K�, K�)‖Ô‖��# . 

Here �( K�, K�) = supå∈ ℕ ∗ Ë «(å,V¦,V�)
(�=å�V�=V¦)Ä¦� (�=å)Ä��

Í < ∞ ∗  since K₁ + K₂ = M₁ + M₂. In all the sup's only � so that            

� − M₂ + M₁ > 0 occur since the other terms are annihilated by the action of öý. Thus, (1 + ñ#)�¤¦/�öý(1 +
ñ#)�¤�/�  extends to a bounded operator on ℱá(©#) with #-norm less than or equal to �( K�, K�). If K₁ = M₁ and 
K₂ = M₂, then �( K�, K�) = 1.                                                                                                                                         

In order to prove (5) one needs only note that if Õ = t0, … ,0, Õ(å), 0, … u ∈ kâ���#   and  ÔV →# Ô in 

<�# j ℝ #�(V¦=V�) ∗ l, then �öýh − öý �# = �öýh�ý�# ≤ �(�, M�, M�)‖ÔV − Ô‖#‖Õ‖# = .V, where #- limV→# C ∗ .V =
0. Since kâ���#   consists of finite and hyperfinite linear combinations of such vectors, we have shown that  öýh    

#-converges strongly on domain kâ���#  to operator öý  if ÔV →# Ô in <�# j ℝ #�(V¦=V�) ∗ l.                                                  
In order to prove (1) let Õ�, Õ� ∈ kâ���#  where Õ� = t0, … ,0, Õ(å�V�=V¦), 0, … u and Õ� = t0, … ,0, Õ(å), 0, … u. Then, 

if Ô = t/��-∏ Y(��)V¦�æ� ut/��-∏ �(µ�)V��æ� u by the canonical definition of the form  t/��-∏ �ä(��)V¦�æ� u ×      

 t/��-∏ �(µ�)V��æ� u one obtains  

                                   〈Õ�, öý Õ�〉 = /��- n Ôt��, … �V¦ , µ�, … , µV�u × 
ℝ ∗ �(h¦þh�)                                                  (9.21)                                       

                                〈Õ�,  t/��-∏ �ä(��)V¦�æ� ut/��-∏ �(µ�)V��æ� uÕ�〉o#�V¦�o#�V�µ.                                                                             



Since both sides of (9.21) are linear in Ô, the relationship continues to hold for the all such Ô  that are finite or 
hyperfinite linear combinations of such products. Since  
                               〈Õ�,  t/��- ∏ �ä(��)V¦�æ� ut/��- ∏ �(µ�)V��æ� uÕ�〉 ∈ <�# j ℝ #�(V¦=V�) ∗ l     

and since statement (5) holds, both the right-hand sides and left-hand sides of (9.21) are #-continuous linear 

functionals on <�# j ℝ #�(V¦=V�) ∗ l. Since they agree on a #-dense set, they agree everywhere. Finally, (9.21) extends 

by linearity to all of kâ���#  × kâ���#  . This proves (1); the proof of (2) is similar. 

Now we go to estimate monomials in creation and annihilation operators in terms of the operators ñ# defined by 

                                                 ñ,&# = /��- n �ä(�)� (�) 
|£|�& Æ(�)o#��  .                                                            (9.22) 

For first estimate we consider the following bilinear form, where the kernel m(�, µ) is #-measurable and |m(�, µ)| 
is symmetric. 

                                     /��- n /��- n �ä(�) 
|£|�& m(�, µ)� (µ)o#��  o#�µ 

|º|�&                                                         (9.23) 

Note that for } ≥ 1  
                                                                        ñ,&# ≤ ©�,&   and  ñ,&#� ≤ ©�,&� .                                                                         (9.24)  
We introduce now the #-norms !�,& (}) and !�,& (}) on the kernel m(�, µ), which may be finite or hyperfinite                                         

                                !�,& (}) = tsup|£|�&Æ(�)�u j/��- n 4|m(�, µ)|7 
|º|�& o#�µ#�l,                                              (9.25) 

                        !�,& (}) = tsup|£|�&Æ(�)��u j/��- n 4|m(�, µ)|Æ(µ)7 
|º|�& o#�µ#�l.                                          (9.26) 

Proposition 9.1 Assume that for some }, !�,& (}) < ∞ ∗ , then Ô is a bilinear form on the domain              

®tñ,&#�/�u × ®tñ,&#�/�u, and ñ,&#��/�Ôñ,&#��/� is a bounded operator on Fock space ℱ# with 

                                                        �ñ,&#��/�Ôñ,&#��/��# < !�,& (}).                                                                     (9.27) 

Note that: (a) the operator ñ,&#��/� is defined on the orthogonal complement of the no particle vector. Since Ô equals 

zero on the no particle vector, we define Ôñ,&#��/� to be zero on the no particle vector; (b) if } ≥ 1, then from (9.22) 

follows that  ñ,&#�/�Ôñ,&#�/� is a bounded operator with #-norm less than !�,& (}).                                                       

Proof Since the bilinear form Ô commutes with the projection onto vectors with exactly n particles, it is sufficient 

to prove that for M particle vectors, it is sufficient to prove that for M particle vectors Õ ∈ ®tñ,&#�/�u, the following 

inequality of forms holds  

                                                          |〈Õ, ÔÕ〉| ≤ !�,& (})m〈Õ, ñ,&# Õ〉m.                                                                 (9.28) 

By definition one obtains 

                   〈Õ, ÔÕ〉 = M j/��- n /��- n Õtµ, ��, … �V uÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ 
|£|�& m(µ, �)Õt�, ��, … �V uo#��  o#�µ 

|º|�& o#��l. 
By using the generalized Schwarz inequality in µ and �, we obtain 



                  |〈Õ, ÔÕ〉| ≤ M j/��- n /��- n /��- n |Õ�(µ, �)m(µ, �)| 
|£|�& o#��  o#�µ 

|º|�&
 

|f|�& o#��l 

and by (9.25) finally we get 

                            |〈Õ, ÔÕ〉| ≤ M!�,& (}) j/��- n /��- n |Õ�(µ, �)| 
|º|�&

 
|£|�& Æ(µ)o#�µ o#��l.  

The existence of a bounded operator satisfying (9.27) then follows by the generalized Riesz representation theorem.       
Theorem 9.7 (Generalized Riesz Representation Theorem) If ö is a bounded linear functional on a non-
Archimedean Hilbert space © then there exists some � ∈ © such that for every vector Y ∈ © we have that ö(Y)  =
 〈Y, �〉 and ∥ ö ∥# = ∥ � ∥#. 

Proposition 9.2 Assume that for some }, !�,& (}) and !�,& (}) are finite or hyperfinite, then Ô determines an 

operator on ®tñ,&# u such that the operator Ôñ,&#�� is bounded with 

                                                ∥ Ôñ,&#�� ∥#≤ ]!�,& (}) + !�,& (})c ≤ !�,& (}).                                                     (9.29) 

Note that since |m(µ, �)| is symmetric, ñ,&#��Ô is also bounded with a #-norm less than !�,& (}). If  } ≥  1, Ôñ,&#� 

is bounded with a #-norm less than !�,& (}).                                                                                                                           

Proof As in Proposition 9.1, it is sufficient to prove that for M particle vectors Õ ∈ ®tñ,&# u 

                                                            ∥ ÔÕ ∥# ≤ !�,& (}) ∥ ñ,&# Õ ∥#.                                                                  (9.30) 

We define now the quantity  

                                                   �Ã,å# = /��- n o#��� … 
|£¦|�& /��- n o#��V 

|£h|�& ×                                                 (9.31) 

                                            p/��- n o#�µÃmat�Ã , µÃuÕÈt��, … �Ã�� , µÃ , �Ã=�, … �V u 
mº°m�& × 

                                            /��- n o#�µåma(�å , µå)ÕÈt��, … �å�� , µå , �å=�, … �V u 
|º±|�& q.  

Note that ∥ ÔÕ ∥ #�= /��- ∑ �Ã,å#VÃ,å  and for Á =  � =  1, and � =  t�, ��, … �V uo#�, we get 

                              �Ã,å# = /��- n o#�� /��- n o#�� 
|f|�&

 
|£|�& jin o#�µm(�, µ)Õ(µ, �) 

|º|�& il� ≤ 

                               /��- n o#��/��- n o#�� 
|f|�&

 
|£|�& jn o#�µ|m(�, µ)Õ(µ, �)| 

|º|�& l�.                                          (9.32) 

By the generalized Schwarz inequality we get 

    �Ã,Ã# ≤ /��- n o#�� v/��- n o#�� 
|f|�& j/��- n |m(�, µ)|o#�µ j/��- n |Õ�(�, �)m(�, �)|o#�� 

|�|�& l 
|º|�& lw 

|£|�& .    (9.33) 

From (9.33) by (9.25) we get 

                    �Ã,Ã# ≤ !�,& (}) v/��- n o#�� v/��- n o#�� j/��- n o#�� 
|�|�& Æ(�)|Õ (�, �)m(�, �)|l 

|f|�& w 
|£|�& w.       (9.34) 

From (9.34) by (9.26) we get  

                                �Ã,Ã# ≤ !�,& (})!�,& (}) v/��- n o#�� v/��- n o#�µÆ(µ)�|Õ  (µ, �)|� 
|º|�& w 

|£|�& w. 



We estimate now �Ã,å#  for Á ≠ �. Suppressing all but the essential variables �Ã, µÃ , �å, and µå we get  

                                                              m�Ã,å# m ≤ /��- n o#� 
m£°m�& �Ã ×                                                                      (9.35)                                                                   

²/��- ³ o#��å ´/��- ³ o#�µÃ Ë/��- ³ o#�µå
 

|º±|�&
Í mmt�Ã , µÃuÕ  tµÃ , �åum(�å , µå)Õ  tµå , �Ãum 

mº°m�&
µ 

|£±|�&
¶ 

By the generalized Schwarz inequality in µ, and (9.25 we get   

                                     m�Ã,å# m ≤ !�,& (}) p/��- n o#� 
m£°m�& �Ã v/��- n o#��åÆ(�å)/� 

|£±|�& wq ×                                 (9.36)                                                                                        

                   j/��- n mmt�Ã, µÃuÕ� tµÃ , �åumo#� 
mº°m�& µÃl�/� j/��- n mm(�å , µå)Õ� tµå , �Ãumo#� 

|º±|�& µål�/�. 
By the generalized Schwarz inequality in � from (9.36) we get   

        m�Ã,å# m ≤ !�,& (}) p/��- n o#� 
m£°m�& �Ã v/��- n o#��å jn o#� 

mº°m�& µÃÆ(�å)·
�mmt�Ã, µÃuÕ� tµÃ , �åuml 

|£±|�& wq.       (9.37)                                                                                        

From (9.37) by (9.25) we get   

                            m�Ã,å# m ≤ !�,&�  
 (}) v/��- n o#� 

|£±|�& �å j/��- n o#� 
mº°m�& µÃÆ(�å)ÆtµÃumÕ� tµÃ , �åumlw. 

Finally by (9.35)-(9.37) we obtain 

                                                       ∥ ÔÕ ∥#�  ≤ !�,& ]!�,& + !�,& c〈Õ, ñ,&#�Õ〉,     
And therefore (9.30) is proved.  
We now let 

                                                     Ô = /��- n o#� 
|º¦|�& µ�…/��- n o#� 

|ºº|�& µá ×                                                 (9.38) 

                 v/��- n o#��� … /��- n o#� 
|£N|�& µ��ä(��) ∙∙∙ �ä(��)m(��, … , ��; µ� , … , µá)� (µ�) 

|£¦|�& ∙∙∙ �(µá) w. 
Here m(��, … , ��; µ�, … , µá) is a #-measurable kernel. Let [ ≤ �, and define /�(��, … , �_) by 

                                                           /�(��, … , �_) = Æ(��) ∙∙∙ Æ(�_).                                                                 (9.39) 

Let  \ ≤ Q and define /Ztµ� , … , µ`u by 

                                                            /Ztµ�, … , µ`u = Æ(µ�) ∙∙∙ Ætµ`u.                                                                         (9.40) 
Let !
,&  

 (}) be  

                                                  !
,&  
 (}) = » ¼t£¦,…,£V;º¦,…,º½u

Å¾(£¦,…,£V)·/�Å¿tº¦,…,º½u·/�»
#�� ≤                                                      (9.41) 



À mt��, … , �_; µ�, … , µ`u
/�(��, … , �_)/�/Ztµ�, … , µ`u/�À

#�
 

where  �it��, … , �_; µ�, … , µ`u�#�� denotes the operator #-norm of the kernel it��, … , �_; µ�, … , µ`u as an integral 

operator from <�#( ℝ ∗  #á) to <�#( ℝ ∗  #�). The #-norm ‖∙‖#�� op is dominated by the generalized Hubert Schmidt 

#-norm ‖∙‖#�.                                                                                                                                                      
Proposition 9.3 Assume that !
,& (}) is finite or hyperfinite for some [, \ as above and for some }, then Ô is a 

bilinear form on ®tñ,&#_/�ñ,&#�/�u × ®tñ,&#`/�ñ,&#¡/�u, where � +  . =  �, \ + ¨ = Q. Also 

                                                        Ô§& = ñ,&#�_/�ñ,&#��/�Ôñ,&#�`/�ñ,&#�¡/�                                                           (9.42) 

is a bounded operator and 

                                                                        ∥ Ô§& ∥#≤ !
,& (}).                                                                           (9.43) 

Proof Let Ω, Õ be vectors with a finite or hyperfinite number of particles and wave functions in Schwartz space W@AB# . 
Then if ô�(�)  = �(��) ∙∙∙ �(��) and ôZ(µ) = �(µ�) ∙∙∙ �(µá), 
                                  〈Ω, ÔÕ〉 = /��- n o#�µ 

|º|�& v/��- n o#��〈ô�(�)Ω, m(�, µ)ôZ(µ)Õ〉 
|£|�& w. 

By the generalized Schwarz inequality we get 

                        |Ω, ÔÕ|� ≤ j/��- n o#�µ 
|º|�& v/��- n o#��‖ô�(�)Ω‖# ∙ |m(�, µ)| ∙ ‖ôZ(µ)Õ‖# 

|£|�& wl� ≤         (9.44)  

                        !
,&�  
 (}) p/��- n o#�µ 

|º|�& v/��- n o#��/� 
|£|�& (�)‖ô�(�)Ω‖ #

� ∙ /Z(µ) ∙ ‖ôZ(µ)Õ‖#�wq ≤     

                         !
,&�  
 (}) ∙ �ñ,&#_/�ñ&#�/�Ω�#

� ∙ �ñ,&#`/�ñ&#¡/�Õ�#
� . 

The last inequality (9.44) is proved as follows  

                                                               /��- n o#��/� 
|£|�& (�)‖ô�(�)Ω‖ #

� = 

   /��- ∑ /��- n o#��� 
|£¦|�&

C ∗Væ� … /��- n o#��V=� 
|£¦|�& (M + 1) ∙∙∙ (M + �)Æ(��) ∙∙∙ Æ(�_)mΩ(V=�)(��, … , �V=�)m ≤      

   /��- ∑ /��- n o#��� 
|£¦|�&

C ∗Væ� … /��- n o#��V=� 
|£¦|�& t/��- ∑ Æt�ÃuV=�Ãæ� u_(M + �)�mΩ(V=�)(��, … , �V=�)m� = 

�ñ,&#_/�ñ&#�/�Ω�#
�
 , since mΩ(V=�)(��, … , �V=�)m� is symmetric and the product 

t/��- ∑ Æt�ÃuV=�Ãæ� u_ × j/��- ∑ Æt�Ãu�V=�Ãæ� l�
when expanded, has /��- ∏ (M + Á)�Ãæ�  terms with all variables distinct. 

The existence of the bounded operator W now follows by the generalized Riesz representation theorem, see 
Theorem 9.7.                                                                                                                                                       
Proposition 9.4 Assume that [ ≤  �, \ ≤ Q and for some },     

                                                             !Á,& (}, ) = 	 ¼(£,º)
Å¾(_,)Å¿(`,2)	#}º ≤ ∞ ∗ .                                                     (9.45) 



Then Ô is a bilinear form on ®tñ,&#_/�ñ,&#�/�u × ®tñ,&#`/�ñ,&#¡/�u, for any ., ¨ such that [ +  \ +  . +  ¨ =  � +
 Q. Furthermore  

                                             Ô§& = (* + ñ&#)��/�ñ,&#�_/�Ôñ2,&#�`/�(* + ñ&#)�¡/�                                                   (9.46) 

is a bounded operator with a #-norm such that 

                                                                   ∥ Ô§& ∥#≤ s!Á,& (}).                                                                              (9.47) 

Where  s ∈ ℝ # ∗  is constant.                                                                                                                                                     
Proof  Similarly as proof  to proposition 9.3 above. 

The energy-momentum density tensor öìÂ,&(�, �) for the �(�&
)
 theory with hyperfinite momentum cutoff Ï is a 

bilinear form on non-Archimedean Fock space ℱá(©#) . The energy momentum vector 	ì,& , Æ = 1,2,3 is formally 

related to öìÂ,&(�, �) by the following formula 

                                                  	ì,& = /��- n ö�ì,&(�, �) 
ℝ ∗ W#� o#��, Æ = 0,1,2,3.                                                    (9.48) 

The generators !&�£ of pure Lorentz transformations is formally related to öìÂ,&(�, �) by the following formula 

                                                      !&�£ = /��- n ö��,&(�, 0) 
ℝ ∗ W#� �£o#��, � = 1,2,3.                                                    (9.49) 

The expression for the operator öìÂ,&(�, 0) is a Wick ordered polynomial in the time zero canonical fields �&  

and ê& . In this case the Hamiltonian © = 	�,& defined by (9.48) is a bilinear form on Fock space ℱá(©#).  In this 

section we show that for the �(�&
)
 theory the integration in (9.48) can be restricted to a bounded domain to yield a 
local energy or momentum operator on Fock space ℱá(©#). The local version of (9.49) can be handled similarly. It 
is customary to write the operator öìÂ,&(�, 0) as the sum of a free field part and an interaction part. Explicitly, we 

write the energy density as  

                                                              ö��,&(�, 0) = ö�,&(�) + ö�,&(�).                                                                (9.50) 

Here  

                                   ö�,&(�) = ©�,&(�) = �
� : �ê&�(�) + t∇#�& (�)u� + K��&�(�)
 : ,                                         (9.51) 

                                                               ö�,&(�) = �(: �&
(�): )
 .                                                                           (9.52) 

For the momentum density vector 	ì,& , Æ = 1,2,3 we set 

                                   	ì,&(�) = ö�ì,&(�, 0) = �
� : Ëê& (�) S#

S#JÄ �& (�) + S#
S#JÄ �& (�)ê& (�)Í:.                               (9.53) 

In order to avoid problems caused by sharp spatial boundaries, we consider 

                                         ö&(�) = /��- n ö&(�)�(�) 
ℝ ∗ W#� o#�� = ö�,&(�) + ö�,&(�),                                           (9.54) 

                                             	ì,&(�) = /��- n 	ì,&(�)�(�) 
ℝ ∗ W#� o#��, Æ = 1,2,3.                                                   (9.55)           

Remark 9.3 Here �(�) is a ℝ ∗  #- valued function in W@AB# ( ℝ ∗  #�) i.e., �(�) is rapidly #-decreasing.                                                                                                                              

For the local free field energy we set ö�,&(�) = ö�,&� (�) + ö�,&� (�), where 



  ö�,&� (�) = s�/��- n o#� 
|�¦|�& ��/��- n o#� 

|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ¨ì(�¦)ì(��)=〈�¦,��〉=¤�
�ì(�¦)ì(��) © ×    (9.56) 

�ä(��)�(��),         
  ö�,&� (�) = s�/��- n o#� 

|�¦|�& ��/��- n o#� 
|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ¨�ì(£¦)ì(£�)=〈�q,�»〉=¤�

�ì(�q)ì(�») © ×   (9.57) 

   × 4�ä(��)�ä(−��) + �(−��)�(��)7.   
Here �� = (���, ���, ���), �� = (���, ���, ���), 〈�q, �»〉 = ∑ �����æ� ��� ,  �_(µ) = /��- n (/��-´°〈µ, �〉¶)�(�) 

ℝ ∗ W#� o#��. 
Similarly, for the components of the local momentum we set 	ì,& 

 (�) = 	ì,&(�)
 
 (�) + 	ì,&(�)

 
 (�), Æ = 1,2,3 where 

             	ì,&(�)(�) = s�/��- n o#� 
|�¦|�& ��/��- n o#� 

|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ×                                (9.58)    

                                                 × ¨t£¦ÄuÅ(£�)=t£�ÄuÅ(£¦)
�ì(�¦)ì(��) ©�ä(��)�(��),   

                    	ì,&(�)(�) = s�/��- n o#� 
|�¦|�& ��/��- n o#� 

|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ×                         (9.59)    

                         × ¨t£¦Äuì(��)�t£�Äuì(�¦)
�ì(�¦)ì(��) © 4−�ä(��)�ä(−��) + �(−��)�(��)7.  

Theorem 9.8 The bilinear forms ö�,&(�) and 	ì,& (�) define symmetric operators on ®t©�,&# u. The following 

operators are all bounded 

                                               ö�,&(�)t©�,&# + *u��
, 	ì,&(�)  t©�,&# + *u��, Æ = 1,2,3,                                           (9.60)   

                                                             t©�,&# + *u��/�ö�,&(�)t©�,&# + *u��/�
,                                                        (9.61)   

                                     t©�,&# + *u��/�	ì,&(�)t©�,&# + *u��/�
, Æ = 1,2,3,                                                       (9.62)   

                                         ö�,&(�)(�)tñ�,&# + *u��
, and 	ì,&(�)(�)tñ�,&# + *u��, Æ = 1,2,3.                                           (9.63)   

Proposition 9.5 The kernel of  ov,)(»)(*� and the kernels of ÆÅ,)
�»��*�,Å = q, »,Ç are È»

# functions even without 

hyperfinite momentum cut-off  |�q| ≤ ),  |�»| ≤ ).                                                                                                                                         
Proof First notice that 

                  Æ(��)Æ(��) − 〈��, ��〉 = �
� (�� − ��)� − �

� ´Æ(��) − Æ(��)¶� + K� ≤ �
� (�� − ��)� + K�, so the 

following inequality holds                                                                                                                                                                                                    

                                                        Æ(��)Æ(��) − 〈��, ��〉 ≤ s´Æ(�� − ��)¶�.                                                                (9.64)   

Using now the inequality (9.64) we can estimate the kernel of the operator ö�,&� (�) in (9.57) by 

                                const É�_(��� − ���, ��� − ���, ��� − ���) ¨ì(�¦)ì(��)=〈�¦,��〉=¤�
�ì(�¦)ì(��) ©É ≤                                            (9.65) 

                                const|�_(��� − ���, ��� − ���, ��� − ���)|´Æ(�� − ��)¶�´Æ(��)Æ(��)¶��/�. 



Note that (9.65) is square #-integrable since �_ ∈ W@AB# ( ℝ ∗  #�) i.e., �_ is rapidly #-decreasing. Similarly, we bound the 
kernel of 	ì,&� (�), Æ = 1,2,3  by using the following inequalities:  

                    mt��ìuÆ(��) − t��ìuÆ(��)m ≤ 2Æ(��)Æ(��) ≤ 2´Æ(�� − ��)¶� , where ��ì��ì < 0,                         (9.66)    

                    mt��ìuÆ(��) − t��ìuÆ(��)m ≤ Æ(��)Æ(��) − ��ì��ì  , where ��ì��ì ≥ 0.                                 (9.67) 

The inequality (9.66) is clear, while from mt��ìuÆ(��)m ≤ Æ(��)Æ(��) and mt��ìuÆ(��)m ≥ m��ì��ìm one obtains (9.67) 

when mt��ìuÅ(��)m > mt��ìuÅ(��)m, and by symmetry it is valid in general case. Thus by (9.64) and (9.66)-(9.66), we 

get 

                                                  mt��ìuÆ(��) − t��ìuÆ(��)m ≤ const´Æ(�� − ��)¶�.                                             (9.68) 

Therefore the kernels of  	ì,&� (�) in (9.59) are bounded above by the functions   

                            const É�_(��� − ���, ��� − ���, ��� − ���) ¨t£¦ÄuÅ(£�)�t£�ÄuÅ(£¦)
�ì(�¦)ì(��) ©É ≤    

                           const|�_(��� − ���, ��� − ���, ��� − ���)|´Æ(�� − ��)¶�´Æ(��)Æ(��)¶��/�.  
These functions are square #-integrable.                                                                                                                                    
Proposition 9.6 The kernel ö�,&� (�) and the kernels of 	ì,&� (�), Æ = 1,2,3 have finite !�,& (}) and finite !�,& (}) 

} ≥ 1 defined above in (9.25)-(9.26).                                                                                                                              
Proof Both the kernel of ö�,&� (�) and the kernels of 	ì,&� (�), Æ = 1,2,3 are dominated by the function 

                                        const|�_(��� − ���, ��� − ���, ��� − ���)|´Æ(��)Å(��)¶�/�.                                               
 Therefore  

                 !�,& (1) ≤ const sup�∈ ℝ ∗ W#�´μ(� )¶�q j/��- n |�_(� � − µ �, � � − µ �, � � − µ �)|´Æ(� )Æ(¸)¶¦
�o#� 

ℝ ∗ W#� µl.        

Since  ́Æ(¸)¶¦
� ≤ ´Æ(� )Æ(� − ¸)¶q

» and since �_ ∈ W@AB# ( ℝ ∗  #�) i.e., �_ is rapidly #-decreasing, one obtains                                                                           

       !�,& (1) ≤ const sup£∈ ℝ ∗ W#� j/��- n |�_(� � − µ �, � � − µ �, � � − µ �)|´Æ(� − ¸ )¶¦
�o#� 

ℝ ∗ W#� µl ≤ const.          (9.69) 

 Similarly, !�,& (}) is finite for } ≥  1. This completes the proof of the proposition 9.6 and the proof of Theorem 9.8.   

Definition 9.11 We define now a specified hyperfinite momentum cut-off operator öÙ�,&,Ë and we establish properties 

of öÙ�,&,Ë that will be useful later. We assume that  

                                                      �(�) = ℎ�(�), ℎ(�) ≥ 0, ℎ ∈ W@AB# ( ℝ ∗  #�)                                                          (9.70)   

And we use the specified cut-off function   

                                            ÌË(��, ��) = s j/��- n ℎ�(¸ − ��)ℎ�(¸ − ��)o#�µ 
|¸ |�Ë l                                           (9.71)   

s ∈ ℝ ∗  ,@AB# . For Í < ∞ ∗ , ÌË(��, ��) ∈ W@AB# ( ℝ ∗  #Î), and  

                                                                  Ì C ∗ (��, ��) = �_(�� − ��),                                                                  (9.72) 



for  Í = ∞. ∗    ∞  ∗  

Definition 9.12 We define now the operators  

                                                                öÙ�,&,Ë(�) = öÙ�,&,Ë(�) (�) + öÙ�,&,Ë(�) (�)                                                            (9.73)   

using replacing  �_(�� − ��) in the kernels of  ö�,&(�)(�), ° =1,2 defined above in (9.56)-( (9.57) by ÌË(��, ��). If 
Í = ∞ ∗ , then the operators öÙ�,&,Ë(�) (�), ° = 1,2 with Í ≤ ∞  ∗  have <�# kernels and so öÙ�,&,Ë(�)  is essentially self-  
#-adjoint on ®t©�,&# u  since vectors with finite or hyperfinite number of particles are #-analytic vectors. We note 

that  öÙ�,&, C  ∗ (�) = ö�,&(�) and we set now                                                                                                                                                          

                                                                   ö�,&(�) = öÙ�,&,Ë (�) + .öÙ�,&,Ë (�)                                                         (9.74)   

Defining .öÙ�,& (�) and similarly we define .öÙ�,&(�)(�), ° = 1,2.                                                                                              

Theorem 9.9. 1) The bounded operators 

                                            .öÙ�,&,Ë(�) (�)t* + ©�,&# u��
  and  t* + ©�,&# u��/�.öÙ�,&,Ë(�) (�)t* + ©�,&# u��/�

                      (9.75)   

#-converge strongly to zero as Í → ∞. ∗  

2) The kernel of .öÙ�,&,Ë(�) (�) has <�# #-norm that is I(Í�¡) for all ̈ < 1/2. Thus   

                                                      	.öÙ�,&,Ë(�) (�)t* + ñ�,&u��	# ≤ I(Í�¡), ¨ < 1/2.                                             (9.76)   

3) As Í → ∞ ∗  

                                                	t* + ©�,&# u��.öÙ�,&,Ë (�)t* + ©�,&# u��	# ≤ I(Í��).                              \              (9.77)   

Proof 1) Note that the kernel of .öÙ�,&,Ë(�) (�) has bounded #-norms (9.25)-(9.26) for } = 1, and these bounds are 

uniform for Í ≤ ∞ ∗ . Thus the operators (9.75) are uniformly bounded, and it is sufficient to prove #-convergence on 

a total set of vectors, namely vectors in ®t©�,&# u  with exactly M particles. It is sufficient to prove the strong 

#-convergence of .öÙ�,&,Ë(�) (�) on this domain. For Õ ∈ ®t©�,&# u as M ∈ ℕ ∗  particle vector in ®t©�,&# u we obtain   

                                                                  mt.öÙ�,&,Ë(�) Õu(��, … , �V)m� =  

               i/��- ∑ /��- n o#� 
|º|«ËVÃæ� µ/��- n o#��ℎ�tµ − �ÏuÈÈÈÈÈÈÈÈÈÈÈÈ 

|f|�& ℎ�(µ − �)Ðìt£°uì(f)=〈£°,f〉=¤�
Ñìt£°uì(f) Ò ×                     (9.78)     

× Õt��, … , �Ã��, �, … , �Vum� ≤ 

          

≤ const Ó/��- ∑ /��- n o#� 
|º|«ËVÃæ� µ/��- n o#�� 

|f|�& mℎ�tµ − �Ãuℎ�(µ − �)mÑÆt�ÃuÆ(�)mÕt��, … , �Ã��, �, … , �VumÔ�
.  

The right side of (9.78) is monotonically decreasing as Í → ∞, ∗  since  



                                                  const�Æ(�) ≤ �Æ(µ − �)�Æ(µ − �)�Æ(�) 

and since ℎ� is #-rapidly decreasing, i.e., ℎ� ∈ W@AB# ( ℝ ∗  #�) 

                                      m(�, �) = /��- n o#� 
ℝ ∗ W#� µmℎ�(µ − �)ℎ�(µ − �)m�Æ(�)�Æ(�) 

is a kernel with finite #-norms (9.25)-(9.26) for } = 1. But the right side of (9.78) has the form (Ô|Õ|)�, where 
operator Ô is given by  

                                                    Ô = /��- n o#� 
|º¦|«& µ�…/��- n o#� 

|ºº|«& µá ×                                                 (9.79) 

                   v/��- n o#��� … /��- n o#� 
|£N|�& µ��ä(��) ∙∙∙ �ä(��)m(��, … , ��; µ�, … , µá)� (µ�) 

|£¦|�& ∙∙∙ �(µá) w,                    
here m(��, … , ��; µ�, … , µá) is a #-measurable kernel and |Õ| ∈ ®t©�,&# u since Õ ∈ ®t©�,&# u. Hence by Proposition  

9.2, the function Ô|Õ| ∈ <�# so that (9.78) is uniformly bounded by an <�# function. By the generalized dominated 
convergence theorem, the integral in RHS of (9.78) tends to zero as Í → ∞ ∗ , which completes the proof of strong 
#-convergence.                                                                                                                                                               

2) Note that the kernel of .öÙ�,&,Ë� (�) is bounded above by   

                    m(�, µ) = constÆ�(� − µ)´Æ(�)Æ(µ)¶��/�/��- n mℎ�(� − �)ℎ�(� − µ)mo#� 
|f|«Ë �.                             (9.80) 

By (9.67) we obtain 

                                                     ́ Æ(�)¶�¡ ≤ const´Æ(µ)¶�¡´Æ(� − µ)¶¡ , 
                                           ´Æ(� − µ)¶�=¡ ≤ const´Æ(� − �)¶�=¡´Æ(� − µ)¶�=¡ ,                                                  (9.81) 

                                             ´Æ(�)¶�¦
�=¡ ≤ const´Æ(�)¶�¦

�=¡´Æ(� − �)¶�¦
�=¡ . 

From (9.80) and (9.81) we obtain 

                                              |m(�, µ)| ≤ const´Æ(� − µ)¶��´Æ(µ)¶�¦
��¡ ×                                                          (9.82)  

                      × p/��- n mℎ�(� − �)ℎ�(� − µ)m´Æ(� − �)¶�Õ
�´Æ(� − µ)¶�=¡´Æ(�)¶�¦

�=¡o#� 
|f|«& �q ≤  

                                               ≤ const´Æ(�)¶�¦
�=¡´Æ(� − µ)¶��´Æ(µ)¶�¦

��¡ × 

                            × p/��- n mℎ�(� − �)ℎ�(� − µ)m´Æ(� − �)¶�Õ
�´Æ(� − µ)¶�=¡o#�� 

|f|«& q.  
From (9.82) by using the generalizef Schwarz inequality in � and the rapid decrease of ℎ� to bound the integral over � by a constant we get   

                                    |m(�, µ)| ≤ constI j|Ï|�¦
�=¡l ´Æ(� − µ)¶��´Æ(µ)¶�¦

��¡ .                                                   (9.83) 

Note that RHS of (9.83) for any ¨ > 0 obviously in <�#  and has an <�# #-norm that is I j|�|�¦
�=¡l for any ¨ > 0. This 

proves statement (2) of the theorem.                                                                                                                                       

3) The proof of this estimate is carried out by estimates on the kernels of .öÙ�,&(�)(�) and .öÙ�,&(�)(�). The estimate on 



the kernel of  .öÙ�,&(�)(�) is similar to the above. Now we estimate the <�#  #-norm of m(�, µ)´Æ(�)¶�¦
�´Æ(µ)¶�¦

� for the 

function m(�, µ) of (9.80). We then get an <�# #-norm that is I j|�|��
�=¡l, and by Proposition 9.3 in the case [ = 2,  

\ = 0, } = 1 for the creation part or α = 0, β = 2, τ = 1 for the annihilation part we obtain  

                                    	t* + ©�,&# u��.öÙ�,&(�)(�)t* + ©�,&# u��	# ≤ I j|Ï|��
�=¡l.                                                    (9.84) 

The estimate on the kernel of .öÙ�,&(�)(�)  will be made with the #-norm (9.25). We find that !�,& (} = 2)~I(|�|��) , 

so that by Proposition 9.3 following it                                                                                                         

                                                    �©�,&#��.öÙ�,&(�)(�)©�,&#���# ≤ I(|Ï|��).                                                                  (9.85) 

We now prove this estimate on the kernel of .öÙ�,&(�)(�). The kernel of .öÙ�,&(�)(�) is dominated by the function 

                          m«&(�, µ) = ´Æ(�)Æ(�)¶�/�/��- n mℎ�(µ − �)ℎ�(µ − �)mo#�µ 
|º|«& . 

Note that                                                                                                                                         

                                                              /��- n m«&(�, µ)o#�� 
 ≤ 

                    constÆ�(�)/��- n mℎ�(µ − �)ℎ�(µ − �)m´Æ(µ − �)¶�
�´Æ(µ)¶��o#�µ 

|º|«& o#�� ≤  

                const´Æ(�)¶��Æ�(�)/��- n mℎ�(µ − �)ℎ�(µ − �)m´Æ(µ − �)¶�
�´Æ(µ − �)¶��o#�µ 

|º|«& o#��. 

By the generalized Schwarz inequality we get 

                                                 /��- n m«&(�, µ)o#�� 
 ≤ const´Æ(�)¶��Æ�(�). 

Thus finally we obtain the inequality 

                                                 sup&]Æ�(�)/��- n m«&(�, µ)o#�� 
 c ≤ I(|Ï|��)  

which completes the proof of (9.85) and the proof of the theorem.                                                                                             

Definition 9.13 It is convenient to write öÙ�,& (�) and .öÙ�,& (�) in another form. We define the following operators 

with <�#   kernels on the domain ®t©�,&# u 

                                          ï�(µ) = �
(��)� p/��- n ℎ�(µ − �)´Æ(�)¶¦

��(�)o#�� 
|£ |�& q,                                              (9.86) 

                                      ï�(µ) = �
(��)� p/��- n ℎ�(µ − �)|�|´Æ(�)¶�¦

��(�)o#�� 
|£ |�& q,                                           (9.87) 

                                       ï�(µ) = �
(��)� p/��- n ℎ�(µ − �)K´Æ(�)¶�¦

��(�)o#�� 
|£ |�& q.                                            (9.88) 

Then for � = ℎ� , and Ï ≤ ∞ ∗ , on the domain ®t©�,&# u we get 

                                            öÙ�,&(�)(�) = �
� /��- n ∑ ï�∗��æ� 

|º |�& (µ)ï�(µ)o#�µ,                                                          (9.89) 



                                          .öÙ�,&(�)(�) = �
� /��- n ∑ ï�∗��æ� 

|º |«& (µ)ï�(µ)o#�µ.                                                         (9.90) 

Definition 9.14 We also define now following operators ô�(µ), ° = 1,2,3 on the domain ®tñ�,&�/�u by 

                                                      ô�(µ) = �
� 4ï�(µ) + ï�∗(−µ)7.                                                                           (9.91) 

        

Remark 9.4 Note that 

                                                                ́ô�(µ), ô�∗(µ)¶®tñ�,& u = 0.                                                                    (9.92)  

The operators ô�(µ), ° = 1,2,3 are related to the operator öÙ�,& (�) without Wick ordering. 

Definition 9.15 For Ï < ∞ ∗  we define 

                                              ö��,& (�) = ∑ v/��- n ô�∗ 
|º |«& (µ)ô�(µ)o#�µw��æ� ≥ 0.                                                (9.93) 

Direct calculation shows that 

                                                       öÙ�,& (�) = ö��,& (�) − 〈Ω�, ö��,& (�)Ω�〉.                                                              (9.94) 

Here Ω� is the no-particle vector. Since 

                                               〈Ω�, ö��,& (�)Ω�〉 = /��- n Ì&(µ, µ)Æ(µ)o#�µ 
ℝ ∗ W#� .                                                    (9.95) 

Here Ì&(��, ��) is defined in (9.71), we have for Ï < ∞ ∗  that öÙ�,& (�) is bounded from below and 

                                                     öÙ�,& (�) + /��- n Ì&(µ, µ) 
 Æ(µ)o#�µ ≥ 0.                                                              (9.96) 

Theorem 9.10 Let ε > 0 and �, �� be positive as mentioned above in (9.70). Then there is a finite constant > such 

that on ®t©�,&# u ×  ®t©�,&# u 

                                                        .öÙ�,&(�)(�) ≥ 0,  for all   0 ≤ Ï ≤ ∞ ∗                                                                (9.97)    

                                                                  ̈ñ�,& + öÙ� (�) + > ≥ 0,                                                                                 (9.98) 

                                                              ̈ ñ�,& + öÙ�,& (�) + > ≥ 0,                                                                           (9.99) 

                                                       ̈ ñ�,& + öÙ� (�) + öÙ�,& (�) + > ≥ 0.                                                                 (9.100) 

The inequalities (9.97)-(9.100) are also valid with ©�,&#   in place of  ñ�,&.                                                                       

Proof The positivity of .öÙ�,&(�)(�) is a consequence of the representation (9.89). In order to prove (9.98) we let 

                                      ¨ñ�,& + öÙ� (�) = ¨ñ�,& + .öÙ�,&(�)(�) + .öÙ�,&(�)(�) + öÙ�,& (�). 
Since  öÙ�,&(�)(�) is positive by (9.97) and öÙ�,& (�)  is bounded from below by (9.96), we need only prove that ̈ ñ�,& +
.öÙ�,&(�)(�) is bounded from below. By Theorem 9.9 (2), <�# #-norm of the kernel of .öÙ�,&(�)(�) is ItÏ��/�u and 

therefore  



                                            	t* + ñ�,& u��/�.öÙ�,&(�)(�)t* + ñ�,& u��/�	# ≤ I j|Ï|�¦
�l.                                        (9.101) 

For sufficiently large Ï,  (9.101) is less than ¨. Hence ̈ñ�,& + .öÙ�,&(�)(�) + ¨ ≥ 0 and (9.98) is proved. 

  

      

                                            §10. SECOND ORDER ESTIMATES  

In this section we consider a second order estimate on operators of the form 

                                                                   ©�,&# + ö�,&(��) + ö�,&(��).                                                                  (10.1) 

Here �� and �� are spatial cutoffs satisfying (9.70). For �(� 
) � model such an estimate was proved in [18].       
Theorem 10.1 Let s > 1. Then there is a constant > < ∞ ∗  such that for all \,  0 ≤ \ ≤ 1,  
                   t©�,&# + *u� + \�]ö�,&(��)c� + ]ö�,&(��)c� ≤ s]©�,&# + \ö�,&(��) + ö�,&(��) + >c�,                        (10.2) 

as a bilinear form on ®t©�,&#� u × ®t©�,&#� u.      
Proposition 10.1 Let s > 1 and ̈ >  0. Then there is a constant > < ∞ ∗   such that  

                                             ö�,&(��)©�,&# + ©�,&# ö�,&(��) ≥ −¨©�,&#� − >                                                              (10.3) 

And for all \,  0 ≤ \ ≤ 1, 
                                     t©�,&# + *u� + \�]ö�,&(��)c� ≤ s]©�,&# + \ö�,&(��) + >c�

                                                (10.4)  

as bilinear forms on ®t©�,&# u × ®t©�,&# u.                                                                                                                          

Proof First notice that 

                                 ]©�,&# + \ö�,&(��) + >c� =  t©�,&# + *u�
+\�ö�,&�  (��) +                                                       (10.5)             

       +2(> − 1) �©�,&# + * + \�ö�,&(��) + �

 (> − 1)
 + \t©�,&# ö�,&(��) + ö�,&(��)©�,&# u + �

� (> − 1)�,            
where  \� = \>(> − 1)��.  For > sufficiently large,  ©�,&# + \�ö�,&(��) + P


,  for the proof of Theorem 9.10 gives an 

estimate that is uniform for 0 ≤ \� ≤ 2. Hence it is sufficient to prove (10.3) to establish (10.4), for if         
                                                         ©�,&# ö�,&(��) + ö�,&(��)©�,&# ≥ −4¨©�,&#� − x,                                               (10.6) 

we have choose ¨ and > such that 4¨ ≤ 1and 
�
� >� ≥ x − 1.We write now 

                                                              ö� = ö�,& + .ö�,&(�)
 + .ö�,&(�).                                                                       (10.7) 

We prove (10.6) separately for each term in (10.7). Using (9.91)-(9.96) we obtain 

                ©�,&# ö�,& + ö�,&©�,&# = −2©�,&# ]/��- n Ì&(�, �) 
 Æ(�)o#��c + ©�,&# ö��,& + ö��,&©�,&# ≥                           (10.8) 



                                              ≥ −¨©�,&#� − const + ©�,&# ö��,& + ö��,&©�,&# = 

                             = −¨©�,&#� − const +   2 ∑ v/��- n ô�∗ 
|£ |«& (µ)©�,&# ô�(µ)o#�µw +��æ�         

             + ∑ v/��- n ]©�,&# , ô�∗(µ)c 
  

|£ |«& ô�(µ)o#�µw + ∑ v/��- n ô�∗(µ)]©�,&# , ô� (µ)c 
  

|£ |«& o#�µw .��æ���æ�  

Note that the kernels occurring in ô�(µ), ô�∗(µ), ]©�,&# , ô� (µ)c, ]©�,&# , ô�∗(µ)c all belong to W@AB# ( ℝ ∗  #�) for fixed µ. The 

 <�# #-norms of these kernels are uniformly bounded on any #-compact set in µ ∈ ℝ ∗  #�. Thus each of these operators 

is defined on domain ®tñ�,&�/�u and maps ®t©�,&# u into ®t©�,&#�/�u. As a consequence, each term in (10.8) is well 

defined. Since 

                                                         /��- n ô�∗ 
|£ |«& (µ)©�,&# ô�(µ)o#�µ ≥ 0                                                           (10.9) 

one needs only bound the commutator terms. By the above remarks on <�# #-norms of the kernels, the operators   

    t©�,&# + *u��/� p/��- n ]©�,&# , ô�∗(µ)c 
  

|£ |«& ô�(µ)o#�µ + /��- n ô�∗(µ)]©�,&# , ô� (µ)c 
  

|£ |«& o#�µq  t©�,&# + *u��/�
 

are bounded for any Ï < ∞ ∗ , so that 

                ∑ v/��- n ]©�,&# , ô�∗(µ)c 
  

|£ |«& ô�(µ)o#�µw + ∑ v/��- n ô�∗(µ)]©�,&# , ô� (µ)c 
  

|£ |«& o#�µw��æ���æ� ≥            (10.10)       

                                                     ≥ −conQ�t©�,&# + *u ≥ −¨©�,&# − const. 
Thus by (10.8)-(10.10) we obtain 

                                                     ©�,&# ö�,& + ö�,&©�,&# ≥ −¨©�,&# − const ,                                                          (10.11)            

which is the contribution of  ö�,& to (10.6). By Theorem 9.9 (2), the kernel of .ö�,&(�)  has  <�# #-norm that is ItÏ��/�u 

Hence 

                                          	 t©�,&# + *u��t©�,&# .ö�,&(�) + .ö�,&(�)©�,&# u t©�,&# + *u��	# ≤ ItÏ��/�u 

and for sufficiently large Ï ∈ ℝ ∗  # we get 

                                                         ©�,&# .ö�,&(�) + .ö�,&(�)©�,&# ≥ −¨t©�,&#� + *u,  
which is the contribution of  .ö�,&(�) to (10.6). Finally, for .ö�,&(�) we write 

                                   ©�,&# .ö�,&(�) + .ö�,&(�)©�,&# = 2©�,&#�/�.ö�,&(�)©�,&#�/� + v©�,&#�/�, ]©�,&#�/�, .ö�,&(�)cw                           (10.12)     

By Theorem 9.10, the first term on the right of (10.12) is positive, and we now study the double commutator. Since 

neither .ö�,&(�) nor ©�,&#�/� changes the particle number, we restrict attention to vectors  Õ ∈ ®t©�,&#� u with exactly 

M ∈ ℕ ∗  particles. Let .�(��, ��) be the kernel of .ö�,&(�)(�), then 

                                                     〈Õ, v©�,&#�/�, ]©�,&#�/�, .ö�,&(�)(�)cw Õ〉 =                                                                 (10.13) 

                    Mt/��- n ÕÈ(��, … , �V) 
 Õ(µ, ��, … , �V).�(��, µ)�(µ, ��, … , �V)o#�µo#��� … o#��Vu, 



where 

                                                                      �(µ, ��, … , �V) =                                                                             (10.14) 

                                       ](/��- ∑ Æ(��)V�æ� )�/� − (Æ(µ) + /��- ∑ Æ(��)V�æ� )�/�c� = 

                                       = (/��- ∑ Æ(��)V�æ� ) ´Ë1 + ì(º)�ì(£¦)
tÅJ�- ∑ ì(£�)h��¦ u¦/�Í

�/�
− 1µ

�
.  

If  Æ(µ) − Æ(��) ≥ 0, we use the inequality (1 + �)�/� − 1 ≤ �
� �, for � ≥ 0 to prove the inequality  

                                                       �(µ, ��, … , �V) ≤ �

 tÆ(µ) − Æ(��)u�.                                                            (10.15) 

Since �(µ, ��, … , �V) = �(��, µ , … , �V), the bound (10.15) is valid for all µ, ��, … , �V.  Since |Æ(µ) − Æ(��)| ≤constÆ(µ − ��) we get the inequality  

                                                  �(µ, ��, … , �V) ≤ const × Æ�(µ − ��).                                                               (10.16) 

Suppressing the variables ��, … , �V in (10.13) we have by (19.16), the Schwarz inequality, and the symmetry of 
|m(�, µ)|, 
           〈Õ, v©�,&#�/�, ]©�,&#�/�, .ö�,&(�)(�)cw Õ〉 ≤ const × Mt/��- n |Õ�(��).�(��, µ)|Æ�(�� − µ)o#�µo#��� 

 u, 
where the kernel .�(��, µ) is dominated by const × |�_(�� − µ)|´Æ(��)Æ(µ)¶�/� and therefore we have the estimate 

                                       /��- n |.�(��, µ)|Æ�(�� − µ)o#�µ ≤ const × 
 Æ(��), 

and so, by Proposition 9.1 we obtain 

           〈Õ, v©�,&#�/�, ]©�,&#�/�, .ö�,&(�)(�)cw Õ〉 ≤ const × Mt/��- n |Õ�(��)|Æ(��) 
 o#���u = const × 〈Õ, ©�,&# Õ, 〉 ≤  

                                                                   ≤ 〈Õ, t¨©�,&#� + constuÕ, 〉. 
Thus for (10.12) we obtain 

              ©�,&# .ö�,&(�) + .ö�,&(�)©�,&# ≥ 2©�,&#�/�.ö�,&(�)(�)©�,&#�/� − ¨©�,&#� − const ≥ −¨©�,&#� − const.  
This establishes (10.6) as inequality on domain ®t©�,&#� u × ®t©�,&#� u,it extends by #-closure to ®t©�,&# u × ®t©�,&# u, 
and this completes the proof of the proposition.                                                                                                         

Remark 10.1 Note that these methods can be used to prove that  Ô(}, M) = t�o©�,&# u j.ö�,&(�)(�)l , } ≤ 1, M ∈ ℕ ∗  is 

an operator on ®t©�,&# u, and that Ô(}, M)©�,&#�� is bounded.                                                                                    

Proposition 10.2 Let ̈ >  0 and Ï < ∞ ∗ . Then there exists a constant > < ∞ ∗  such that on ®t©�,&#� u × ®t©�,&#� u 

                                                ö�,&ö�,& + ö�,&ö�,& ≥ −¨ j©�,&#� + ö�,&�  l − >.                                                          (10.17) 

Proof Using (9.91)-(9.95), we obtain the identity 

                                           ö�,&ö�,& + ö�,&ö�,& = −constö�,& + ö�,&ö��,& + ö�,&ö��,& =                                           (10.18)  



          = −constö�,& + ∑ v/��- n ô�∗ 
|º |�& (µ)ö�,&ô�(µ)o#�µ + /��- n ô�  

|º |�& (µ)ö�,& ô�∗(µ)o#�µw +��æ�        

        + �
� ∑ v/��- n vô�(µ), ]ô�∗(µ), ö�,&cw 

|º |�& o#�µw +��æ� �
� ∑ v/��- n vô�∗(µ), ]ô�(µ), ö�,&cw 

|º |�& o#�µw .��æ�   

 Note that (10.18) follows from the identity 

                  ï(ô∗ô + ôô∗) + (ô∗ô + ôô∗)ï = 2ôïô∗ + 2ô∗ïô + ]ô, ´ô∗, ï¶c + ]ô∗, ´ô , ï¶c.  
We obtain a lower bound on each term on the right side of (10.18). Clearly for any  ¨� > 0, we have 

                                                     −constö�,& ≥ −¨�ö�,&�  − const. 
Furthermore, by (9.99), for ¨� > 0, 

                                                 ô �∗(µ)ö�,&ô�(µ) + ô�(µ)ö�,& ô �∗(µ) ≥   

                       ≥ −constô �∗(µ)ô�(µ) − ¨�pô �∗(µ)ñ�,&ô�(µ) + ô�(µ)ñ�,& ô �∗(µ) q.                                           (10.19) 

By the remarks following (10.10) on the  <�# nature of the kernels occurring in ô�(µ), we have for |µ| ≤ Ï < ∞ ∗ , and 
any ¨� > 0, 

                           −consttô �∗(µ)ô�(µ)u ≥ −consttñ�,& + *u ≥ − ¨�©�,&#� − const,                                            (10.20) 

        − ¨�pô �∗(µ)ñ�,&ô�(µ) + ô�(µ)ñ�,& ô �∗(µ) q ≥ − ¨�consttñ�,& + *u� ≥ − ¨�constt©�,&# + *u�.              (10.21) 

Thus we can choose  ¨�, ¨�, ¨� sufficiently small so that after summing (10.19)-(10.21) over ° and integrating over   
|µ| ≤ Ï we obtain for (10.18), 

                                             ö�,&ö�,& + ö�,&ö�,& ≥ − �
� ¨ j©�,&#� + ö�,&�  l − const +  

        + �
� ∑ v/��- n vô�(µ), ]ô�∗(µ), ö�,&cw 

|º |�& o#�µw +��æ� �
� ∑ v/��- n vô�∗(µ), ]ô�(µ), ö�,&cw 

|º |�& o#�µw .��æ�          (10.22) 

Note that vô�(µ), ]ô�∗(µ), ö� ,&cw and its #-adjoint are sums of second order monomials in creation and annihilation 

operators with  <�# kernels that have uniformly bounded  <�# #-norms for |µ| ≤ Ï, in this 3-dimensional region of µ 
we get 

                 vô�(µ), ]ô�∗(µ), ö�,&cw + vô�∗(µ), ]ô�(µ), ö�,&cw ≥ −consttñ�,& + *u ≥ −¨�ñ�,&� − const. 
Thus by choosing βi sufficiently small, we obtain from (10.22) the following inequality 

                                                        ö�,&ö�,& + ö�,&ö�,& ≥ − �
� ¨ j©�,&#� + ö�,&�  l.                                                      (10.23) 

The inequality (10.23) is the desired inequality (10.17) and completes the proof.                                                 
Proposition 10.3 Given ̈ > 0 there exists a hyperfinite constant Ï� such that for Ï > Ï�  

                                            ö�,&.ö�,&� + .ö�,&� ö� ,& ≥ −¨ j©�,&#� + ö� ,&�  + *l,                                                          (10.24) 



as bilinear forms on ®t©�,&# u × ®t©�,&# u.                                                                                                                       

Proof For any ̈ > 0 we have  

                 mÕ, ö� ,&.ö�,&(�)(�)Õm ≤ �ö�,&Õ�#�.ö�,&(�)(�)Õ�# ≤ ¡
� �ö�,&Õ�#

� + �
�¡ �.ö�,&(�)(�)Õ�#

� .                             (10.25) 

By Theorem 3.2.4 b, .ö�,&(�) has an  <�# kernel with #-norm ItÏ��/�u and therefore for given ¨ > 0,  
                 

�
�¡ �.ö�,&(�)Õ�# ≤ L(1)�tñ�,& + *uÕ�#

� = L(1)�t©�,&# + *uÕ�#
� ≤ ¡

� j�©�,&# Õ�#
� + ‖Õ‖#�l   

for Ï > Ï�(¨). Thus for Ï > Ï� we get the inequality 

                                                   ö�,&.ö�,&(�) + .ö�,&(�)ö�,& ≥ −¨ j©�,&#� + ö�,&�  l − ¨  

which completes the proof.                                                                                                                                              
Proposition 10.4 Given ̈ > 0 there exists a hyperfinite constant Ï� such that for Ï > Ï� 

                                                    ö�,&.ö�,&(�) + .ö�,&(�)ö�,& ≥ −¨t©�,&#� + *u,                                                             (10.26) 

as bilinear forms on ®t©�,&#� u × ®t©�,&#� u.                                                                                                                 

Proof We consider .ö�,&(�) as (3.2.39) and write  

                                 ö�,&.ö�,&(�) + .ö�,&(�)ö�,& = /��- n ï �∗(µ)ö�,&ï�(µ)  
|º|«& o#�µ +                                             (10.27) 

           + �
� ∑ /��- n vö�,&, ï �

∗(µ)w ï�(µ)  
|º|«& o#�µ��æ� + �

� ∑ /��- n ï �∗(µ)vï�(µ), ö�,& 
 
 w 

|º|«& o#�µ.��æ�    

The integrals over µ in (10.27) are absolutely #-convergent as weak integrals of bilinear forms on ®t©�,&#� u ×
®t©�,&#� u. Note that for any ̈� > 0 by using (3.2.48) the inequality holds 

       ∑ /��- n ï �∗(µ)ö�,&ï�(µ)  
|º|«& o#�µ ≥ −¨���æ� ∑ /��- n  ï �∗(µ)ñ�,&ï�(µ)  

|º|«& o#�µ��æ� − >.ö�,&(�).              (10.28) 

By Theorem 3.2.4c we get 

                                            −>.ö�,&(�) ≥ −I(Ï��)t©�,&# + *u� ≥ −¨�t©�,&# + *u,                                                (10.29) 

for Ï sufficiently infinite large. Since the right side of (4.28) commutes with the projection onto vectors with n 
particles, it is sufficient to bound it below on such vectors. By Theorem 3.2.1, or Lemma 3.2.3 we get  

      ∑ /��- n 〈Õ, ï �∗(µ)ñ�,&ï�(µ)Õ〉  
|º|«& o#�µ = 2(M − 1)��æ� 〈Õ, .ö�,&(�)Õ〉 ≤ const(M − 1)〈Õ, ©�,&# Õ〉 ≤         (10.30) 

       ≤ const〈Õ, ©�,&#� Õ〉. 
Inserting the bounds (10.29)-(10.30) into (10.28), we get for sufficiently small ¨� and ¨� , 

                                              ∑ /��- n ï �∗(µ)ö�,&ï�(µ)  
|º|«& o#�µ ≥ − ¡

�
��æ� t©�,&#� + *u.                                       (10.31) 

We now use Lemma 3.1.4 in order to obtain bound for the commutator terms in (10.27). We write out now 

                                                               ö�,& = ∑ t
�uö�,&,� ,
�æ�                                                                                (10.32) 



                  ö�,&,� = /��- n >(��, … , �
) 
 �∗(��) ⋯ �∗(��)�(−��=�) ⋯ �(−�
)o#��� ⋯ o#��
,                         (10.33) 

                                                    >(��, … , �
) = s '_¦(£¦=⋯=£Ê)
´ì(£¦)…ì(£Ê)¶¦/�                                                                        (10.34) 

for a constant s. Let us write ï�(µ)  of (3.2.35)-(3.2.37) as  

                                                       ï�(µ) = /��- n ℎ�(µ − �) >�(�)�(�)o#��,                                                     (10.35) 

                                                                     |>�(�)| ≤ ´Æ(�)¶¦
�.                                                                            (10.36) 

Let Ô��(Ï) be the expression   

                                      Ô��(Ï) = �
� t
�u/��- n ï �∗(µ)]ï�(µ), ö�,&,�co#�µ =  

  
|º|«&                                                 (10.37) 

                     /��- n m�,�(��, … , �
; Ï) �∗(��) ⋯ �∗(��)�(−��=�) ⋯ �(−�
)o#��� ⋯ o#��
. 
Here m�,�(��, … , �
; Ï) is the symmetrization in ��, … , �� of    

                                                 
�
� t
�u�s>�(��)´Æ(��) … Æ(�
)¶��/� ×                                                                   (10.38) 

             /��- n o#�µ 
|º|«& /��- n o#��>�(�) ´Æ(�)¶��/�ℎ�(µ − ��)ÈÈÈÈÈÈÈÈÈÈÈÈÈℎ�(µ − �)�_�(� + �� + �� + �
). 

Thus using (10.31) we write for (10.27) 

                        ö�,&.ö�,&(�) + .ö�,&(�)ö�,& ≥ − �
� ¨t©�,&#� + *u + ∑ ∑ tÔ��(Ï) + tÔ��(Ï)u∗u
�æ���æ� .                            (10.39) 

We will use now Lemma 3.1.4 in the case of � creators, (4 − �) annihilators, [ = min(2, �) , \ = min(2, 4 −  �),  
} = 1 and  = 1 to prove that 

                           	ñ&#�(��_)/�©�,&#�_/�Ô��(Ï)©�,&#�`/�ñ&#�(��`)/�	# ≤ ItÏ��u, . < �
�.                                        (10.40)   

Assuming (10.40), we have for all ° and � that, 	t©�,&# + *u��Ô��(Ï)t©�,&# + *u��	# ≤ ItÏ��u, . < �
�.   

Exchanging [ and \ gives a similar bound for tÔ��(Ï)u∗
. Thus for sufficiently infinite large Ï, we conclude from 

(10.39) that, 

                                                        ö�,&.ö�,&(�) + .ö�,&(�)ö�,& ≥ −¨t©�,&#� + *u,                                                         (10.41) 

which is the desired bound (10.26). We now estimate the kernel m�,� of (10.38). Note that by (10.36) 

                i/��- n o#�µ 
|º|«& /��- n o#��>�(�) ´Æ(�)¶��/�ℎ�(µ − ��)ÈÈÈÈÈÈÈÈÈÈÈÈÈℎ�(µ − �)�_�(� + �� + �� + �
)i ≤            (10.42)  

                      ≤ /��- n o#�µ 
|º|«& /��- n o#��mℎ�(µ − ��)ℎ�(µ − �)�_�(� + �� + �� + �
)m ≤  

                                       ≤ /��- n o#�µ 
|º|«& mℎ�(µ − ��)ℎ�(µ + �� + �� + �
)m. 

Here  ℎ�(µ) = /��- nmℎ�(µ − �)�_�(�)m o#��  is a rapidly decreasing function in W  @AB# ( ℝ #� ∗ ). Since for 0 ≤ ¨ ≤ 1, 
1 ≤ const × ´Æ(µ − ��)¶¡´Æ(µ)¶�¡´Æ(��)¶¡ and therefore we have by (10.42) 



               i/��- n o#�µ 
|º|«& /��- n o#��>�(�) ´Æ(�)¶��/�ℎ�(µ − ��)ÈÈÈÈÈÈÈÈÈÈÈÈÈℎ�(µ − �)�_�(� + �� + �� + �
)i ≤             (10.43) 

              const × ´Æ(��)¶¡/��- n o#�µ´Æ(µ)¶�¡´Æ(µ − ��)¶¡ 
|º|«&  mℎ�(µ − ��)�_�(� + �� + �� + �
)m ≤                                   

≤ const × ´Æ(��)¶¡´Æ(Ï)¶�¡/��- ³ o#�µ´Æ(µ − ��)¶¡ 
|º|«&

 mℎ�(µ − ��)�_�(� + �� + �� + �
)m 

                   ≤ const × ´Æ(��)¶¡´Æ(Ï)¶�¡��(�� + �� + �� + �
), 
                                                  ��(�) = /��- n o#�µ´Æ(µ)¶¡ 

 mℎ�(µ)mℎ�(µ + �).                                                 (10.44) 

Note that ��(�) is a rapidly decreasing function in W  @AB# ( ℝ #� ∗ ) independent of Ï. Therefore for m�,�, the 
symmetrization of (10.38), we have by (10.36) and (10.43) that 

   mm�,�(��, … , �
; Ï)m ≤ const × ´Æ(Ï)¶�¡ j∑ ]Æt�Ãuc�=¡
Ãæ� l tÆ(��) ∙∙∙ Æ(�
)u��/���(�� + �� + �� + �
)     (10.45) 

By applying Lemma 3.1.4 with [ = min(2, �) and \ = min(2, 4 − �), we have 2 ≤ [ + \ ≤ 4. 
Since / �([, 1) / Z(\, 1) is a homogeneous polynomial of degree [ + \ in the  Æ(��) 's, the most favorable bounds 
occur with [ +β = 4 and the least favorable bounds occur with [ − β = 2. In any case we get  

                                / =  sup �×Ã���,Ã�

]Æ(��)Æt�Ãuc  ≤ const × / �([, 1)/ Z(\, 1).                                                   (10.46) 

Note that  

     ́ Æ(��)¶� ≤ const × /Æ(�� + �� + �� + �
) ≤ const × / �([, 1)/ Z(\, 1)Æ(�� + �� + �� + �
).             (10.47) 

Thus by (10.45) we obtain 

                         
m¼�,N(£¦,…,£Ê;&)m

tÅ ¾(_,�)Å ¿(`,�)u¦/� ≤ const × ´Æ(Ï)¶�¡t∑ ]Æt�Ãuc¡
Ãæ� utÆ(��) ∙∙∙ Æ(�
)u��/� ×                         (10.48) 

                                         × Æ(�� + �� + �� + �
)��(�� + �� + �� + �
). 
Since ��(�) is a rapidly decreasing function in W  @AB# ( ℝ #� ∗ ), the right side of (10.48) is square #-integrable for 
 ¨ < 1/2,  and therefore 

                                                                À ¼�,N(£¦,…,£Ê;&)
tÅ ¾(_,�)Å ¿(`,�)u¦�

À
#�

≤ I(Ï�¡), ¨ < �
� . 

Tus by Lemma 3.1.4, (10.40) is valid. This completes the proof of the proposition.                                                    
Proof of the Theorem 10.1.We expand now 

                        ]©�,&# + \ö�,&(��) + ö�,&(��) + >c� = v©�,&# + \ö�,&(��) + P
�w� + ]ö�,&(��)c� +                       (10.49) 

  > v©�,&# + \ö�,&(��) + 2ö�,&(��) + ÁP
� w + �

� >� + ö�,&(��)]©�,&# + \ö�,&(��)c + ]©�,&# + \ö�,&(��)cö�,&(��).   
Given ̈ >  0 and > sufficiently large, proposition 10.2 ensures that the first term on the right of (10.49) is       
greater than 



                                                            (1 − ¨) �©�,&#� + \� jö�,&(��)l��.                                                              (10.50) 

Furthermore, for > sufficiently large, the proof of Theorem 3.2.5 ensures that for 0 ≤ \ ≤ 1, 
                                                 ©�,&# + \ö�,&(��) + 2ö�,&(��) + ÁP

� ≥ 0.                                                              (10.51) 

Hence to prove the theorem it is sufficient to prove that for > sufficiently large, the last three terms of (10.49) satisfy 

          
�
� >� + ö�,&(��)]©�,&# + \ö�,&(��)c + ]©�,&# + \ö�,&(��)cö�,&(��) ≥ −¨ �©�,&#� + \� jö�,&(��)l��.           (10.52) 

We set now ö� = ö�,& + .ö�,&(�) + .ö�,&(�). Then by propositions 10.3-10.5, for > sufficiently large we obtain 

                                 
�

�Î >� + ö�,&(��)ö�(��) + ö�(��)ö�,&(��) ≥ −¨ �©�,&#� + \� jö�,&(��)l��.                          (10.53) 

Hence we need only prove that for large >, 

                                                
�

�Î >� + ö� ,&(��)©�,&# + ©�,&# ö�,&(��) ≥ −¨©�,&#� .                                                    (10.54) 

We expand now  

                                  ö�,&©�,&# + ©�,&# ö�,& = 2©�,&#�/�ö�,&©�,&#�/� + v©�,&#�/�, ]©�,&#�/�, ö�,&cw. 
Using (3.2.48) we get 

                                     ö�,&©�,&# + ©�,&# ö�,& ≥ −¨©�,&#� − const + v©�,&#�/�, ]©�,&#�/�, ö�,&cw.                                      (10.55) 

Note that                                                                                                                                                            

                                                        v©�,&#�/�, ]©�,&#�/�, ö�,&cw ≥ −¨©�,&#� − const.                                                      (10.56) 

Obviously from (10.55) and (10.56) one obtains (10.54).                                                                                         
Alternatively, a proof of (10.54) could be obtained by using the equality  

                                  ö�,&©�,&# + ©�,&# ö�,& = 2/��- n �∗(� )ö�,&�(� )Æ(� ) 
 o#�� +  

  +/��- n X]ö�,&, �∗(� )c�(� ) + �∗(� )]ö�,& , �(� )cdÆ(� ) 
 o#��  

and using the methods of the proof of Proposition 10.5 

                                           §11. FOURTH ORDER ESTIMATES 

In this section we study the operator !& = [©�,& + ö�,& ( �� ) + ö�(��). 
Theorem 11.1 [15] Let [ > 0 and let �� = ´ℎ� ¶�, �� = ´ℎ�¶�, ℎ� , ℎ� ∈ W@AB# ( ℝ ∗  #�), ℎ� ≥ 0, ℎ� ≥ 0, then operator  

                                                       !&   = [©�,& + ö�,& ( �� ) + ö�(��)                                                                  (11.1) 



is self -#-adjoint on ®t©�,& u ∩ ®tö�(��)u and is essentially self -#-adjoint on � C ∗ t©�,& u.                                          
Proof  We let [ = 1, ô = ©�,& + ö�(��) + > and ï(£) = ö� ( �� ). We choose > sufficiently large so that ô ≥ *. Note 

that ô is self -#-adjoint on ®t©�,& u ∩ ®tö�(��)u and that ô is essentially self -#-adjoint on � C ∗ t©�,& u. Let ®(ô) =
� C ∗ t©�,& u. The inequality ‖ïÕ‖# ≤ �‖(ô + \ï)Õ‖# is proved as follows: By Theorem 9.8, namely the 

boundedness of (9.60), we have ‖ö� ( �� )Õ‖# ≤ const�t©�,&# + *uÕ�#. By Theorem 10.1, if s > 1 and > is 

sufficiently large, we obtain  

                                       �t©�,&# + *uÕ�# ≤ s�]©�,&# + \ö�,&(��) + ö�,&(��) + >cÕ�#                                                                                                                              

for all \, 0 ≤ \ ≤ 1. Thus for Õ ∈ ®(ô) = � C ∗ t©�,& u we obtain 

                                        ‖ö� ( �� )Õ‖# ≤ s�]©�,&# + \ö�,&(��) + ö�,&(��) + >cÕ�#. 
By Theorem 6.8, ! is essentially self #-adjoint on domain � C ∗ t©�,& u and ! is self #-adjoint on domain ®t©�,& u ∩
®tö�(��)u = ®(#-ô̅).                                                                                                                                             

Theorem 11.2 [15] The operator ! ≜ !& defined by (11.1) has the same #-cores as the operator ©�,&# + ö�,&(��).           
Proof Directly from Theorem 11.2 and Theorem 6.9 

Theorem 11.3 [15] Let ! denote the self #-adjoint operator !  = [©�,& + ö� ( �� ) + ö�(��) with [ and ��, ��as 

above. Then ®(!�) ⊂ ®t©�,&# ñ&#u, and there are constants > < ∞ ∗ , s < ∞ ∗  such that as forms on ®(!�) × ®(!�) 

                                                                   ©�,&#� ñ&#� ≤ s(! + >)
.                                                                         (11.2) 

Proof We need to prove that ®(ñ&#! ) ⊂ ®tñ&#©�,&#  u and that there are constants >, s such that, for Õ ∈ ®(ñ&#! ) 

                                                �ñ&#©�,&# Õ�# ≤ s‖(* + ñ&#)(! + >)Õ‖#.                                                              (11.3) 

The inequality (10.2), see Theorem 10.1 extends to ®(! ) × ®(! ) since by Theorem 11.1, � C ∗ t©�,& u is a #-core 

for ! and the operators involved are #-closable. Hence ®(! ) ⊂ ®t©�,&# u, so  

                                             ®(!� ) ⊂ ®t©�,&# !u ⊂ ®(ñ&#! ) ⊂ ®tñ&#©�,&#  u  

and by (11.3) for new constants s�, s� , >� and  Õ ∈ ®(!�) 

                                    �ñ&#©�,&# Õ�# ≤ s�‖(* + ñ&#)(! + >)Õ‖# ≤ s�(! + >�)
.                                               (11.4) 

As a first step to prove (11.3), we prove that � C ∗ t©�,& u is a #-core for ℌ = (* + ñ&#)(! + >), where > is 

sufficiently large so that ! + > is positive. It is sufficient to show that the range of ℌ ↾ � C ∗ t©�,& u is #-dense, for 

this operator has a #-continuous inverse. Hence the #-closure of its inverse is the inverse of its #-closure. Let  ®�# 
denote vectors in Fock space ℱá#(©# ) with a finite or hyperfinite number of particles.                                                                              

Remark 11.1 Note that 1) � C ∗ t©�,& u ∩ ®�# is a #-core for [©�,&# + ö�,&(��). Hence by Theorem 11.2, it is a #-core 

for operator !, so that ®�# = (! + >)t� C ∗ t©�,& u ∩ ®�#u is #-dense. 2) Every vector in ®�# is an #-analytic vector 

for the operator ñ&#, and hence ®�#  is a #-core for the operator ñ&#.                                                                                                                                     

Thus we conclude that (ñ&# + *)®�# is #-dense; so � C ∗ t©�,& u is a #-core for (* + ñ&#)(! + >).                                        
Note that it is sufficient to prove (11.3) for Õ belonging to a #-core for (* + ñ&#)(! + >), so we show that as forms 

on  ®t©�,&#  u × ®t©�,&#  u 



                                                     ©�,&# ñ&#� ≤ s(! + >)(* + ñ&#)�(! + >).                                                          (11.5) 

Remark 11.2 Note that it is sufficient to prove (11.5) for [ = 1, since the constant [ may be absorbed into ��  , �� , > 
and s.                                                                                                                                                                             

Remark 11.3 Now we let ö&# = ö�,& + ö�,&, and note that (11.5) is equivalent to showing that the following operator 

is positive 

                           ©�,&#� (* + ñ&#)� − s��©�,&#� ñ&#� +  ö&#(* + ñ&#)� ö&# +  ö&#(* + ñ&#)�©�,&# +                                 (11.6) 

          +©�,&# (* + ñ&#)� ö&# + >t©�,&# +  ö&#u(* + ñ&#)� + >(* + ñ&#)�t©�,&# +  ö&#u + >�(* + ñ&#)� =  

           ©�,&#� (* + ñ&#)� − s��©�,&#� ñ&#� +  ö&#(* + ñ&#)� ö&# + 2>(* + ñ&#) j©�,&# +  ö&# + P

l (* + ñ&#) + 

         +2>]ñ&#, ´ñ&#,  ö&#¶c +  ö&#(* + ñ&#)�©�,&# + ©�,&# (* + ñ&#)� ö&# + P�
� (* + ñ&#)�. 

For sufficiently large > we get 

                                  ö&#(* + ñ&#)� ö&# + 2>(* + ñ&#) j©�,&# +  ö&# + P

l (* + ñ&#) ≥ 0  

as a sum of positive  terms and if s > �
� we get 

                                                        
�
� ©�,&#� (* + ñ&#)� − s��©�,&#� ñ&#� ≥ 0. 

Thus (11.6) is positive for large > if the following inequalities hold:   

                                                          
�
� >(* + ñ&#)� + ]ñ&#, ´ñ&#,  ö&#¶c ≥ 0,                                                             (11.7) 

                  
�
� ©�,&#� (* + ñ&#)� +  ö&#(* + ñ&#)�©�,&# + ©�,&# (* + ñ&#)� ö&# + �


 >�(* + ñ&#)� ≥ 0.                              (11.8) 

In order to prove (11.7), we note that ]ñ&#,  ö�,&� c = 0, therefore ]ñ&#, ´ñ&#,  ö&#¶c is a sum of Wick ordered monomials 

of degree two or four with <�#  kernels. Thus the operator (* + ñ&#)��]ñ&#, ´ñ&#,  ö&#¶c(* + ñ&#)�� is bounded and 

(11.7) is positive for large >. To prove (11.8), we note that 

                                                     ö&#(* + ñ&#)�©�,&# + ©�,&# (* + ñ&#)� ö&# =                                                           

                       = (* + ñ&#)t ö&#©�,&# + ©�,&#  ö&#u(* + ñ&#) + v´ ö&#, ñ&#¶, (* + ñ&#)�©�,&# w =                                     

                      = (* + ñ&#)t ö&#©�,&# + ©�,&#  ö&#u(* + ñ&#) + 2(* + ñ&#)©�,&#�/� ö�,&# ©�,&#�/�(* + ñ&#) +                      (11.9) 

            +(* + ñ&#) v©�,&#�/�, ]©�,&#�/�, ö�,&# cw (* + ñ&#) + ]´ ö&#, ñ&#¶, ñ&#c©�,&# + (* + ñ&#) v´ ö&#, ñ&#¶, ©�,&# w. 
By Proposition 10.1, we have for the first term in (11.9) 

                       (* + ñ&#)t ö&#©�,&# + ©�,&#  ö&#u(* + ñ&#) ≥ − �
Û ©�,&#� (* + ñ&#)� − >�(* + ñ&#)�                              (11.10) 

for any ̈ > 0 and for some >� < ∞ ∗ . The second term in (11.9) is bounded below since by using (3.2.48) we get 

                      2(* + ñ&#)©�,&#�/� ö�,&# ©�,&#�/�(* + ñ&#) ≥ −¨�©�,&#� (* + ñ&#)� − >�©�,&# (* + ñ&#)� ≥                        (11.11) 



                                                  ≥ − �
Û ¨ ©�,&#� (* + ñ&#)� − > ©�,&# (* + ñ&#)� 

for any ̈ > 0 and for some > >(¨).                                                                                                                                         
Remark 11.4 Note that for any ̈ > 0 there is a > such that  

                                                     v©�,&#�/�, ]©�,&#�/�, ö�,&# cw ≥ − �
Û ¨ ©�,&#� − >. 

And therefore we obtain the inequality 

                  (* + ñ&#) v©�,&#�/�, ]©�,&#�/�, ö�,&# cw (* + ñ&#) ≥ − �
Û ¨ ©�,&#� (* + ñ&#)� − > ©�,&# (* + ñ&#)�.                        (11.12) 

Since ́ ö&#, ñ&#¶ contains second or fourth order Wick monomials with <�#  kernels,  

                                                    ℑ&# = (* + ñ&#)��]´ ö&#, ñ&#¶, ñ&#c(* + ñ&#)��  

is a bounded operator. Thus for any Õ ∈ � C ∗ t©�,&# u we obtain the inequality 

                                m〈Õ, ]´ ö&#, ñ&#¶, ñ&#c©�,& Õ〉m = m〈(* + ñ&#)Õ, ℑ&#(* + ñ&#)©�,&# Õ〉m ≤                                    (11.13) 

              ≤ const‖(* + ñ&#)Õ‖# �(* + ñ&#)©�,&# Õ�#
 ≤ �

Û ¨ �©�,&# (* + ñ&#)Õ�#
�+const‖(* + ñ&#)Õ‖#� .   

Finally we consider the operator (* + ñ&#) v´ ö&#, ñ&#¶, ©�,&# w. We write  ö&# = ö�,& + ö�,& and consider these two terms 

separately. Let                                                                                                                                                                                        

                                                                    ] ö�,&# , ñ&#c = ℌ� + ℌ�.   
Here ℌ� and ℌ� are respectively terms of the form (3.1.14) with � = 2, Q = 0 and with � = 0, Q = 2 and each such 

term has <�#  kernel. Applying Lemma 3.1.3, we have that ©�,&#��]ℌ�, ©�,&# c and ]ℌ�, ©�,&# c©�,&#�� are bounded forms on  

®t©�,&#  u × ®t©�,&#  u and therefore we obtain the inequality  

                           i〈Õ, (* + ñ&#) v] ö�,&# , ñ&#c, ©�,&# w Õ〉i ≤ m〈©�,&# (* + ñ&#)Õ, ©�,&#��]ℌ�, ©�,&# cÕ〉m +                        (11.14) 

                                                        +m〈(* + ñ&#)Õ, ]ℌ�, ©�,&# c©�,&#��©�,&# Õ〉m ≤ 

                                   ≤ const j�©�,& (* + ñ&#)Õ�#
 ‖Õ‖# + ‖(* + ñ&#)Õ‖# �©�,& Õ�#l ≤    

                                                 ≤ �
Û ¨ �©�,& (* + ñ&#)Õ�#

�+const‖(* + ñ&#)Õ‖#� .  
The remaining part of the expression (* + ñ&#) v´ ö&#, ñ&#¶, ©�,&# w  consists of the contribution from ] ö�,&# , ñ&#c. Let 

 ö&# =  ö�,&# + . ö�,&# , where  ö� ,&#  is defined as in (4.32)~(4.34), but the kernel (4.34) is multiplied by the characteristic 

function of 4��||��| ≤ Ï, ° = 1,2,3,47. Then v] ö�,&# , ñ&#c, ©�,&# w is consists of Wick monomials with <�#   kernels. As in 

(11.13), we have 

                            m〈Õ, ]´ ö&#, ñ&#¶, ñ&#c©�,& Õ〉m = m〈(* + ñ&#)Õ, ℑ&#(* + ñ&#)©�,&# Õ〉m ≤                                        (11.15)     

              ≤ const‖(* + ñ&#)Õ‖# �(* + ñ&#)©�,&# Õ�#
 ≤ �

Û ¨ �©�,&# (* + ñ&#)Õ�#
�+const‖(* + ñ&#)Õ‖#�                                                            



Using Lemma 3.1.4, we analyze the high hyperfinite energy contribution, . ö�,&# . It is a sum of Wick monomials of 

degree four, and at least one variable kt is greater than K in magnitude. By Lemma 3.1.4, and (4.47),  

                                                ℘&# = t* + ©�,&# u�� v]. ö�,&# , ñ&#c, ©�,&# w t* + ©�,&# u��
  

is a bounded operator, and an estimate of the kernels of v]. ö�,&# , ñ&#c, ©�,&# w shows that ‖℘&#‖# ≤ I(Ï�),} < 1/2. 
Thus for sufficiently infinite large Ï we obtain the inequality  

               ijÕ, (* + ñ&#) v]. ö�,&# , ñ&#c, ©�,&# w Õli ≤ I(Ï�)�(* + ñ&#)t* + ©�,&# uÕ�#�t* + ©�,&# uÕ�# ≤           (11.16) 

                                                  ≤ �
Û ¨ �©�,&# (* + ñ&#)Õ�#

� + ‖(* + ñ&#)Õ‖#� .  
The inequalities (11.13)-(11.19) dominate the various terms in (11.12). Added together, they show that (11.12) is 
bounded by 

                  ö&#t* + ©�,&# u�©�,&# + ©�,&#  t* + ©�,&# u� ö&# ≥ −¨©�,&#�  t* + ©�,&# u� − const t* + ©�,&# u�. 
Thus (11.11) is valid for > sufficiently large and the proof of the theorem is complete. 

          §12. Q#-SPACE REPRESENTATION OF THE FOCK SPACE STRUCTURES                                               

In this section the construction of a non-Archimedean �#-space and <�#(�#, o#Æ#) , another representation of the 
Fock space structures are presented. In analogy with the one degree of freedom case where ℱ#( ℝ ∗  # )  is isomorphic 

to <�#( ℝ ∗  #, o#�) in such a way that Φâ#(1) becomes multiplication by�, we will construct a #-measure 

space 〈�#, Æ#〉, with Æ#(�#) = 1, and a unitary map S#: ℱá#(©# ) → <�#(�#, o#Æ#) so that for each Y ∈ ©�#, S#d&#(Y) S#�� acts on <�#(�#, o#Æ#) by multiplication by a Æ#-measurable function. We can then show that in the case of the 

free scalar field of mass K in 4-dimensional space-time !
#, Ç = S#©�,&# (�)S#�� is just multiplication by a function 

Ç(�) which is in <�#(�#, o#Æ#) for each µ ∈ ℕ ∗ . Let 4�V7Væ�C ∗  be an orthonormal basis for ©# so that each � ∈ ©�#  

and let  4�V7Væ�~ , ñ ∈ ℕ ∗  be a finite or hyperfinite subcollection of the set 4YV7Væ�C ∗  .Let 	~ be a set of the all external 

finite and hyperfinite polynomials /��-	´�, . . . , ~¶ and ℱ~# be the #-closure of the set 
4/��-	´�&#(��), . . . , �&#(�~)¶|	 ∈ 	~7 in ℱá#(©#) and define a set ç�~ = ℱ~# ∩ ç�. From Theorem 55 it follows that 

�&#(�£) and ê&#(�£), for all 1 ≤ �, � ≤ ñ are essentially self-#-adjoint on ç�~ and that 

                                                  (/��-exp´°��&#(�£)¶)(/��-exp´°�ê&#(�å)¶) = 

                                    t/��-exp]−°Q�.£å   cu(/��-exp´°�ê&#(�å)¶)(/��-exp´°��&#(�£)¶) .            

Therefore we have a representation of the generalized Weyl relations in which the vector  Ω� satisfies the equality                              
(´�&#(�£)¶� + ´ê&#(�å)¶� − 1)Ω� = 0 and is cyclic for the operators 4�&#(�£)7£æ�~ . Therefore there is a unitary map  

S#(~): ℱ~# → <�#( ℝ ∗  #~) such that: 1)  S#(~)�&#(�£)tS#(~)u�� = �£ , 2) S#(~)ê&#(�£)tS#(~)u�� = − �
�

¢#
¢#J\ and                  

3) S#(~)Ω� = ê�~/
 v/��-exp j−/��- ∑ J\��
~£æ� lw. It is convenient to use the non-Archimedean Hilbert space                   

<�# Þ ℝ ∗  #~, ê�~/
 Ë/��-exp j−/��- ∑ J\��
~£æ� lÍß o#~� instead of <�#( ℝ ∗  #~) so we let o#Æ£#= /��-exp j− J\�� l o#�£ 

and define the operator (öY)(�) = ê~/
 Ë/��-exp j/��- ∑ J\��
~£æ� lÍ, Then ö is a unitary map of <�#( ℝ ∗  #~) onto 



<�#t ℝ ∗  #~ , /��- ∏ o#Æ£#~£æ�  u and if we let   S�#(~) = öS#(~) we get: 1) S�#(~):ℱ~# → <�#t ℝ ∗  
#~ , /��- ∏  o#Æ£#~£æ�  u,        

2) S�#(~)�&#(�£)tS�#(~)u�� = �£ , 3) S�#(~)ê&#(�£)tS�#(~)u�� = − J\
� + �

�
¢#

¢#J\ and 4) S�#(~)Ω� = 1, where 1 is the 

function identically one. Note that each #- measure Æ£# has mass one, which implies that  

               〈Ω�, t/��- ∏ 	£t�&#(�£)u~£æ� uΩ�〉 = n (/��- ∏ 	£(�£)~£æ� ) 
ℝ ∗ W#à t/��- ∏ o#Æ£#~£æ� u =                           (12.1) 

                               = /��- ∏ n 	£(�£) 
ℝ ∗ W#à~£æ� o#Æ£# = /��- ∏ n 〈Ω�, 	£(�&#(�£)Ω�)〉 

ℝ ∗ W#à~£æ� .                                                       

Here 	�, .∙. . , 	~ are external finite and hyperfinite polynomials. Now we can to construct directly the #-measure 

space 〈�#, Æ#〉. We define a space �# =⤬£æ�C ∗ ℝ ∗  #. Take the #-algebra generated by hyper infinite products of 

#-measurable sets in ℝ ∗  # and set Æ# =⊗£æ�C ∗ Æ£#. We denote the points of  �# symbolically by � = 〈��, ��, … 〉, then 

〈�#, Æ#〉 is a #- measure space and the set of functions of the form 	(��, ��, … ), where 	 is a polynomial and 
M ∈ ℕ ∗  is arbitrary, is #-dense in <�#(�#, o#Æ#). Let 	 be a polynomial in  ñ ∈ ℕ ∗  variables 	(��, ��, … , �~) =
/��- ∑ så¦,…,åà�£¦

å¦å¦,…,åà ∙∙∙ �£à
åà  and define �#: 	 j�&#t�£¦u, … , �&#t�£àul Ω� → 	t�£¦ , �£� , … , �£àu. Then we get  

             j�&#t�£¦u, … , �&#t�£àul Ω� = /��- ∑ sâsã̅ jΩ�, �&#t�£¦uå¦=¤¦ , … , �&#t�£à uåà=¤àΩ�l â,ã = 

           /��- ∑ sâsã̅ n �£¦
å¦=¤¦ 

ℝ ∗ W#à × … × â,ã �~åà=¤àt/��- ∏ o#Æ£�#~�æ� u = /��- n m	t�£¦ , �£� , … , �£àum� �# o#Æ#. 
By the equation (99) and the fact that each measure Æ£�#  has mass one. Since Ω� is cyclic for polynomials in the 

fields, �#extends to a unitary map of ℱá#(©# ) onto <�#(�#, o#Æ#).                                                                                           

Theorem 12.1 [15] Let �¤,&# (�), Ï ∈ ℝ ,C# ∗ be the free scalar field of mass K (in 4-dimensional space-time) at time 

zero. Let � ∈ <�#( ℝ ∗  #�) ∩ <�#( ℝ ∗  #�) and define ©�,&,�(&)(�) = �(Ï) j/��- n �(�) 
ℝ ∗ W#� :  �¤,&#
 (�): o#��l, 

where �(Ï) ∈ ℝ ,≈# ∗ . Let � # denote the unitary map  � #: ℱá#(©# ) → <�#(�#, o#Æ#) constructed above. Then Ç =� #©�,&,�(�)� #��is multiplication by a function Ç&,�(�) which satisfies: (a) Ç&,�(�) ∈ <º# (�#, o#Æ#) for all µ ∈ ℕ ∗ . 
(b) /��-exp j−�Ç&,�(�)l ∈ <�#(�#, o#Æ#) for all � ∈ ´0, ∞ ∗ ).                                                                                                                                              

Proof (a) Note that  �¤,&# (�) is a well-defined operator-valued function of � ∈ ℝ ∗  #�. We define now :  �¤,&#
 (�): by 

moving all the �  ä′s to the left in the formal expression for  �¤,&#
 (�). By Theorem 59  :  �¤,&#
 (�): is also a well-

defined operator for each � ∈ ℝ ∗  #�.  Notice that for each � ∈ ℝ ∗  #� operator :  �¤,&#
 (�): takes ç� into itself. Thus for 

each � ∈ ℝ ∗  #� operator :  �¤,&#
 (�): reads :  �¤,&#
 (�) ≔  �¤,&#
 (�) + o�(Ï) �¤,&#� (�) + o�(Ï) where the coefficients 

o�(Ï) and o�(Ï) are hyperfinite constant independent of �. For each � ∈ ℝ ∗  #�, � #�¤,&# (�)(�)� #��is the operator on 

#-measurable space <�#(�#, o#Æ#) which acts by multiplying by the function /��- ∑ s£(�, Ï)�£C ∗£æ�  where s£(�, Ï) =   

(2ê)��/�t�£, t/��-exp(°µ�)uÐ(Ï, µ)Æ(µ)��/�u and Ð(Ï, µ) ≡ 1 if |µ| ≤ Ï, Ð(Ï, µ) ≡ 0 if |µ| > Ï. Note that 

                                          /��- ∑ |s£(�, Ï)|�C ∗£æ� = (2ê)��/�‖Ð(Ï, µ)Æ(µ)‖#�� ,                                                     (12.2) 

so the functions � #�¤,&#
 (�)(�)� #�� and � #�¤,&#� (�)(�)� #�� are in <�#(�#, o#Æ#) and the <�#(�#, o#Æ#) norms are 

uniformly bounded in �. Therefore, since � ∈ <�#( ℝ ∗  #�), � #©�,&,�(&)(�)� #��operates on <�#(�#, o#Æ#) by 

multiplication by some <�#(�#, o#Æ#)-function which we denote by Ç�,&,�(&)(�). Consider now the expression 

for ©�,&,�(&)(�)Ω�. This is a vector (0,0,0,0, Õ#
, 0, … ) with  

      Õ#
(µ�, µ�, µ�, µ
) = /��- n �(&)'(J)Ó(&,º)�ÅJ�-���j��J ∑ º���Ê��¦ l
¢�J
(��)�/� ∏ ´�ì(º�)¶¦/�Ê��¦

 
ℝ ∗ W#�   = �(&) ∏ Ó(&,º�)Ê��¦ �ÅJ�-'_j∑ º���Ê��¦ l


(��)ä/� ∏ ´�ì(º�)¶¦/�Ê��¦              (12.3) 



Here |µ�| ≤ Ï, 1 ≤ ° ≤ 4. We choose now the parameter � = �(Ï) ≈ 0 such that ‖Õ#
‖#�� ∈ ℝ and therefore we 

obtain � ©�,&,�(&)(�)Ω��#�
� ∈ ℝ, since � ©�,&,�(&)(�)Ω��#�

� = ‖Õ#
‖#�� . But, since � #Ω� = 1, we get the equalities  

                    � ©�,&,�(&)(�)Ω��#�
 = �� #©�,&,�(&)(�)� #�����#t�# ,¢#ì#u

 = �Ç�,&,�(&)(�)���#t�#,¢#ì#u
 .                       (12.4) 

From (12.3)-( 12.4) we get that �Ç�,&,�(&)(�)���#t�#,¢#ì#u
 ∈ ℝ. It is easily verify that each polynomial 

	(��, ��, … , �V), M ∈ ℕ ∗  is in the domain of the operator Ç�,&,�(&)(�) and � #©�,&,�(&)(�)� #�� ≡ Ç�,&,�(&)(�) on that 

domain. Since Ω� is in the domain of ©º�,&,�(&)(�), µ ∈ ℕ ∗ , 1 is in the domain of the operator Çº�,&,�(&)(�) for all 

µ ∈ ℕ ∗ . Thus, for all µ ∈ ℕ ∗   Ç�,&,�(&)(�) ∈ <�º# (�#, o#Æ#), since Æ#(�#) is finite, we conclude that Ç�,&,�(&)(�) ∈
<º# (�#, o#Æ#) for all µ ∈ ℕ ∗ .  (b) Remind Wick's theorem asserts that  

: �¤,&#Ã (�) ≔ ∑ (−1)�´Ã/�¶�æ�
Ã!

(Ã���)!�! s&� �¤,&#(Ã���)(�) with s& = ��¤,&# (�)Ω��#�
� . For Á = 4 we get −I(s&�) ≤

:  �¤,&#
 (�): and therefore    − j/��- n �(�) 
ℝ ∗ W#� o#��l I(s&�) ≤ ©�,&,�(&)(�).Finally we obtain 

/��- n /��-exp j−�t:  �¤,&#
 (�): ul �# o#Æ# ≤ /��-exptI(s&�)u and this inequality finalized the proof. 

                                    §13. GENERALIZED HAAG KASTLER AXIOMS 

Definition 13.1 [15] A non- Archimedean Banach algebra ô# is a complex #-algebra over field ℂ ∗  # (or ℂ ∗  ,@AB# =
ℝ ∗ �,@AB

# + i ℝ ∗  ,@AB
#  �  which is a non-Archimedean Banach space under a ℝ ∗ �

# -valued -norm which is sub 

multiplicative, i.e., ‖�T‖#  ≤ ‖�‖#‖T‖#for all �, T ∈ ô#. An involution on a non- Archimedean Banach algebra ô#  
is a conjugate-linear isometric antiautomorphism of order two denoted by � ↦ �∗, i.e.,�� + T�∗ = �∗ + T∗, and for 

all �, T ∈ ô#: ��T�∗ = T∗�∗, ����∗ = �̅�,��∗�∗ = �, ‖�∗‖# = �, � ∈ ℂ ∗  
#. A Banach #- algebra is a non- 

Archimedean Banach algebra with an involution.                                                                                                                                                                   
Definition 13.2 An ∁#

∗ -algebra is a Banach #-algebra ô# satisfying the ∁#
∗ -axiom: for all � ∈ ô#, ‖�∗�‖# = ‖�‖#

�. 
Definition 13.3 1) A linear operator  �: ©# → ©# on a non-Archimedean Hilbert space ©# is said to be bounded if 
there is a number � ∈ ℝ ∗  

# with ‖�û‖# ≤ �‖û‖# for all û ∈ ©#. 2) A linear operator �: ©# → ©# a non-

Archimedean Hilbert space ©# is said to be finitely bounded if there is a number � ∈ ℝ ∗  ,@AB
#  with ‖�û‖# ≤ �‖û‖# 

for all û ∈ ©#. The infimum of all such � if exists, is called the #-norm of �, written ‖�‖#.                          
Abbreviation 13.1 The set of all finitely bounded operators �: ©# → ©# we will be denoting by ℬ#�©#�.                         
Abbreviation 13.2 The set of all finitely bounded operators �: ©# → ©# we will be denoting by ℬ#

 �©#�.                 
Remark 13.1 Note that ℬ#

 �©#� is a ∁#
∗ -algebra over field ℂ ∗  ,@AB

# .                                                                          
Definition 13.4 If W ⊆ ℬ#�©#� (or ℬ#

 �©#� ) then the commutant W- of W is W- = 4� ∈ ℬ#�©#�|∀� ∈ W(�� = �� )7. 
Remark 13.2 The algebra ℬ#(©#) of bounded linear operators on a non-Archimedean Hilbert space ©# is a ∁#∗ -algebra with involution ö →  ö∗, ö ∈ ℬ#(©#). Clearly, any #-closed #-selfadjoint subalgebra of ℬ#(©#) is also a ∁#∗ -algebra.                                                                                                                                                                       
Remark 13.3 We will be especially concerned with #-separable Hilbert Spaces where there is an orthonormal basis, 

i.e. a hyper infinite sequence , 4û�7�æ�C ∗  of unit vectors with 〈û� , ûÃ  〉 = 0 for ° ≠ Á and such that 0 is the only element 

of ©# orthogonal to all the û� .                                                                                                                                                                          
Definition 13.5 1) The topology on ℬ#(©#) (or ℬ# (©#) of pointwise #-convergence on ©# is called the strong 
operator topology.  A basis of neighbourhoods of � ∈ ℬ#(©#)  (or � ∈ ℬ# (©#) is formed by the following way  

                                        ñ(�, 4û�7�æ�V , ¨) = 4>|‖(> − �)û�‖# < ¨, ∀°(1 ≤ ° ≤ M)7.                                                                                                                   

2) The weak operator topology is formed by the basic neighbourhoods    

                               ñ(�, 4û�7�æ�V , 4��7�æ�V , ¨) = 4>|〈(> − �)û� , ��〉 < ¨, ∀°(1 ≤ ° ≤ M)7.                                                                                                                                                                                              



Theorem 13.1 If ! =  !∗ is subalgebra of  ℬ#(©#) (or ℬ# (©#) with 1 ∈  !, then the following statements are 
equivalent: 1)  ! = !-- ; 2) ! is strongly #-closed; 3) ! is weakly #-closed.                                                                                                                                                                             
Definition 13.6 A subalgebra of ℬ#(©#) (or ℬ# (©#) satisfying the conditions of Theorem 61is called a von 
Neumann #-algebra.                                                                                                                                                                           
Theorem 13.2 [15] (Generalized Gelfand-Naimark theorem) Let ô be a ∁#∗ -algebra with unit. Then there exist a non-
Archimedean Hilbert space ©# and an #-isometric homomorphism + of ô into ï(©#) such that +�∗  =  +�∗, �∈ô.        

Abbreviation 13.3 We denote by !
# = X ℝ ∗  
#
, (∙,∙)d, the vector space ℝ ∗  #
 with the Minkowski product: (�, T) =

��T� − ��T� , ° = 1,2,3.                                                                                                                                                                  

Statement of the Axioms [15]. Let !
#  be Minkowski space over field ℝ ∗ �# of four space-time dimensions. 

 1. Algebras of Local Observables. To each finitely bounded #-open set I ⊂ !
# we assign a unital ∁#∗  -algebra                               

                                                                   I → ℬ#(I)         

 2. Isotony. If  I� ⊂ I� , then ℬ(I�) is the unital ∁#∗  -subalgebra of the unital ∁#∗ -algebra ℬ(I2) : 
                                                                     ℬ#(I�) ⊂ ℬ#(I�). 

This axiom allow us to form the algebra of all local observables 

                                                                   ℬ#±�� = ⋃ ℬ#(I)N⊂1Ê# .                                                                     

The algebra ℬ#±�� is a well-defined ∁#∗  -algebra because given any I�, I� ⊂ !
#, both ℬ#(I�) and ℬ#(I�) are 

subalgebras of the ∁#∗  -algebraℬ#(I� ∪ I�).  From there one can take the #-norm completion to obtain  

                                                                           ℬ# = #-ℬ#±��ÈÈÈÈÈÈÈ ,                                                                                                
called the algebra of quasi-local observables. This gives a ∁#∗  -algebra in which all the local observable ∁#∗  -algebras 
are embedded. 

3. Poincare ≈ -Covariance. For each Poincare transformation � ∈  	 2 =↑ , there is a ∁#∗ - isomorphism [' ∶  ℬ#  →  ℬ# 

such that   

                                                                ['tℬ#(I)u ≈ ℬ#t�(I)u,                                                                             

for all bounded #-open I ⊂ !
#. For fixed � ∈ ℬ# , the map � → ['(ô) is required to be #-continuous. 

 3-. For each Poincare transformation � ∈  	 2 =↑ , there is a ∁#∗ - isomorphism [' ∶  ℬ#  →  ℬ# such that   

                                                           st j['tℬ#(I)ul = st jℬ#t�(I)ul,                                                                             

for all bounded #-open I ⊂ !
#. For fixed � ∈ ℬ# , the map � → ['(ô) is required to be #-continuous. 

4. ≈-Causality. If I� and I� are spacelike separated, then all elements of ℬ#(I�) ≈ -commute with all elements of a       ∁#∗  -algebra ℬ#(I�)  

                                                                    ́ℬ#(I�), ℬ#(I�)¶ ≈ 0.  
4-. If I� and I� are space-like separated, then the standard part of the all elements of ∁#∗  -algebra  ℬ#(I�) commute 
with the standard part of the all elements of  ∁#∗  -algebra ℬ#(I�)  



                                                                   sttℬ#(I�), ℬ#(I�)u = 0.                                                                              

Definition 13.7 If I ⊂ !
#, we say � belongs to the future causal shadow of I if every past directed time-like or 
light-like trajectory beginning at x intersects with I. Essentially, I separates the past light cone of �.Likewise, we 
say � belongs to the past causal shadow of I if every future-directed timelike or lightlike trajectory beginning at � 

inter-sects with I. The causal completion or causal envelope I� of I is the union of its future and past directed 

causal shadows. This definition of the causal completion I�  can be reformulated in terms of “causal complements,” 
which are computationally easier to deal with. If I ⊂  !
#, we define the causal complement I- of I to be the set of 

all points with are spacelike to all points in I. Then I-- = I� is the causal completion of I. One expects the 

observables localized to I� to be completely determined by the observables localized to I, carrying the same 
information.  

5. Time Evolution.  

                                                                            ℬ#tI�  u = ℬ#(I).  
6. Vacuum state and positive spectrum. There exists a faithful irreducible representation ê� ∶  ℬ#  → r(©#)  with a 
unique (up to a factor) vector Ω ∈  ©# such that Ω is cyclic and Poincaré invariant, and such that unitary 
representation of translations, given by 

                                                                  +(�)ê� (ô)Ω = ê([J(ô))Ω,                                                          

where ô ∈ ℬ# and [J(∙) is the ∁#∗ -isomorphism from Axiom 3 associated with translation by � ∈  !
#, has 
Hermitian generators 	ì , Æ = 1,2,3 whose joint spectrum lies in the forward light cone. The last phrase is the most 
physically important here; it simply states that we have energy-momentum operators whose spectrum satisfies 
/� − ç� ≫ 0, i.e, or in other words, that the energy E ≥ 0 and nothing can move faster than the speed of light. The 
vector Ω is the vacuum state This axiom does not appear to be purely algebraic; we have had to introduce an non-
Archimedean Hilbert space ©# . In fact, we can rewrite the axiom in a completely algebraic but less transparent way 
as follows. We postulate that there exists an vacuum state y� on the ∁#∗  -algebra (i.e., a normalized, positive, 
bounded linear functional) such that the following holds  y�(�∗�) = 0 for all � ∈ ℬ# of the form 

                                                         �(Y, ô) = /��-n Y(�)[J(ô) o#
� 

where ô ∈ ℬ#  and Y(�) is a #-smooth function whose Fourier transform has bounded support disjoint from the 

forward light-cone centered at the origin in !
#.                                                                                                         
Remind that in a quantum system with a Hamiltonian ©, the Heisenberg picture dynamics is given by the canonical 
formula  

                                                ô(�) = 4/��-exp´°�©¶7ô(0)4/��-exp´−°�©¶7.                                                                                                                             

Then ô(�) is the observable at time � corresponding to the time zero observable ô(0). In our model we have hyper 
finitely locally correct Hamiltonians ©(�) but no hyper infinitely global Hamiltonian, and we construct the 
Heisenberg picture dynamics nonetheless. We do this by restricting the observables to lie in the local algebras ℬ#(I) and by using the finite propagation speed implicit in axiom 3.                                                                     

Definition 13.8 Let ℱV# be the space of symmetric <�#( ℝ ∗  #�V) functions defined on ℝ ∗  #�V, ℱ�# = ℂ ∗  # and let � # =
/��-⨁Væ�C ∗ ℱV#, Ω� = 1 ∈ ℂ ∗  # ⊂ ℱ #. Let WV be the projection of  <�#( ℝ ∗  #�V) onto ℱV#and let k# be the #-dense 

domain in ℱ # spanned algebraically by Ω� and vectors of the form WV(/��- ∏ Y£(�V)V£æ� ) where 

Y£ ∈ W@AB#  ( ℝ ∗  #�, ℝ ∗  #�), M ∈ ℕ ∗ .                                                                                                                                       
Definition 13.9  We set now 



                                      ©�,& = /��- n �
� : tê&�(�) + ∇#�&�(�) + K��&�(�)u: o#��.                                                (13.1) 

Theorem 13.3 As the bilinear form on the domain k# × k#  

                                                    ©�,& = /��- n Æ(�) 
|�|�& �ä(�)�(�)o#��.                                                           (13.2)          

Theorem 13.4 (1) The operator ©� = ©�,& leaves each subdomain k#⋂ℱV# invariant. (2) The operator ©� = ©�,&  is 

essentially self-#-adjoint as an operator on the domain k#.                                                                                                           
Definition 13.10 We set now 

                                             �&,�# (�, �) = /��-exp(°�©�)�&#(�)/��-exp(−°�©�)                                                 (13.3) 

                                            ê&,�# (�, �) = /��-exp(°�©�)ê&#(�)/��-exp(−°�©�)                                                   (13.4)  

                                               �&,�# (Y, �) = /��- n �&,�# (�, �) 
ℝ ∗ W#� Y(�)o#��                                                            (13.5) 

                                               ê&,�# (Y, �) = /��- n ê&,�# (�, �) 
ℝ ∗ W#� Y(�)o#��.                                                            (13.6) 

Here �&#(�) and ê&#(�) is given by formulas (97) and (98) respectively.                                                                    

Remark 13.4 Note that �&,�# (�, �) and ê&,�# (�, �) are bilinear forms defined on k# × k#.                                            
Theorem 13.5 As bilinear forms on k# × k#.                                             
         �&,�# (�, �) = /��- n ∆#(� − ¹, �) 

ℝ ∗ �#Ç ê&
#���o#�¹ + /��- n é#

S#� ∆#�� − ¹, �� 
ℝ ∗ �#Ç �&

#���o#�¹                            (13.7) 

          ê&,�
# ��, �� = /��- n S#

S#� ∆#�� − ¹, �� 
ℝ ∗ �#Ç ê&

#���o#�¹ + /��- n é#�

S#�� ∆#�� − ¹, �� 
ℝ ∗ �#Ç ê&

#���o#�¹                     (13.8) 

Remark 13.5 Here ∆#��, �� is the solution of the generalized Klein-Gordon equation  

                     é#�

S#�� ∆#��, �� − é#�

S#J¦�
∆#��, �� − é#�

S#J��
∆#��, �� − é#�

S#J��
∆#��, �� + K�∆#��, �� = 0                                     (13.9) 

with Cauchy data ∆#��, 0� = 0, é#

S#�  ∆#��, 0� = .#���.   

                             ∆#��, �� = �
����#�� �/��- n t/��-exp�−°À̧ ∙ �� − /��-exp�°¸ ∙ �À�u 

ℝ ∗ �#Ç
¢#�¸

�¸�=¤�
, 

             � = 〈�⁰, �¹, �², �³〉, �À = 〈��, −��, −��, −�³〉, ¸ = 〈µ⁰, µ¹, µ², �³〉, À̧ = 〈µ�, −µ�, −µ�, −µ³〉.   

                                                                                                                                                                                             
Proof From (13.3) by #-differentiation we obtain  

                               
S#�

S#�� �&,�
# ��, �� = �°��/��-exp�°�©�� v©�,& , ]©�,& , �&

#���cw /��-exp�−°�©��.  

]©�,& , �&
#���c = 

= /��-³ /��-³ Æ���
�2ê#�

�
��2Æ�â�

 

|â|�&
 

|�|�)
× 

                     × 4(/��-exp´°〈â, �〉¶)´�ä(�)�(�), �(â)¶ + (/��-exp´−°〈â, �〉¶)´�ä(�)�(�), �ä(â)¶7o#��o#�â =  



                                                             =/��- n /��- n ì(�)
(��#)����ì(â)

 
|â|�&

 
|�|�) × 

         × X(/��-exp´°〈�, �〉¶)t−�(�).#(� − â)u + (/��-exp´−°〈â, �〉¶)�ä(�).#(� − â)do#��o#�� =  

                   =/��- n ì(�)
(��#)��√�

 
|�|�) 4(/��-exp´°〈�, �〉¶)�(�) + (/��-exp´−°〈�, �〉¶)�ä(�)7o#��=−°ê&#(�). 

  v©�,&, ]©�,&, �&#(�)cw = /��- n ì(�)�
(��#)����ì(�)

 
|�|�) 4(/��-exp´°〈�, �〉¶)�(�) + (/��-exp´−°〈�, �〉¶)�ä(�)7o#�� = 

                                               = ¨− �j S#
S#J¦ l � + j S#

S#J� l � + j S#
S#J� l �� + K�©�&,�# (�, �).  

Thus  

                                                                              
S#�
S#�� �&,�# (�, �) = 

                                   /��-exp(°�©�) ��j S#
S#J¦ l � + j S#

S#J� l � + j S#
S#J� l � − K�
�&#(�)�/��-exp(−°�©�) = 

                                  �j S#
S#J¦ l � + j S#

S#J� l � + j S#
S#J� l � − K�
/��-exp(°�©�)�&#(�)/��-exp(−°�©�) = 

= ÞË U#U#�� 
Í

 �
+ Ë U#U#�� 

Í
 �

+ Ë U#U#�� 
Í

 �
− K�ß�&,�# (�, �). 

Thus �&,�# (�, �) satisfies generalized Klein-Gordon equation 

                                    
S#�
S#�� �&,�# (�, �) = �j S#

S#J¦ l � + j S#
S#J� l � + j S#

S#J� l � − K�
�&,�# (�, �)                                 (13.9-) 

with Cauchy data  �&,�# (�, 0) = �&#(�), S#
S#�  �&,�# (�, 0) = ê&#(�).  Thus (13.7) holds since  ∆#(�, �) is a fundamental 

solution for a linear partial #-differential operator  ⊡#� 

                                         ⊡#�= S#�
S#�� − �j S#

S#J¦ l � + j S#
S#J� l � + j S#

S#J� l �� + K�.  
                                                                                                                                                                                   
Remark 13.6 Note the distribution ∆#(�, �) has support in the double light-cone |�| ≤ |�|.                                         
Lemma 13.1 Let Y�, Y� ∈ W#( ℝ ∗  #�). The operator �&#( Y�)+ê&#(Y�) is essentially self-#-adjoint on the domain k#.                                                                                                                             Proof First for ì ∈ k#  we establish the inequality 
                                                  ‖´�&#( Y�) + ê&#¶Vì‖# ≤ ´I(M!#)¶¦

� �»ÆJ
¦
�  Y�»

#�
+ »ÆJ

¦
�  Y�»

#�
�V

,                                            

where Æ� = �− �j é#
S#J¦ l � + j é#

S#J� l � + j é#
S#J� l �� + K�
�/�. Since k# is also invariant, ì is then an #-analytic 

vector for (�&#( Y�) + ê&#) ↾ k# .Since k# is #-dense, the lemma follows from generalized Nelson's theorem, see 
§6 Theorem 6.5. To prove (13.10-), we expand the M-th power on the left as a sum of 4V terms, each of the form 



                                                                  �]/��- ∏ �⍟tℎÃu£Ãæ� cì�#                                                                   (13.10-)              

where �⍟tℎÃu = �tℎÃu or �ätℎÃu and ℎÃ  is proportional to ÆJ
±¦

� Y� If ! is the maximum number of particles in ì, 
(13.10-) is dominated by 

                                                                                                                                                                                                        Theorem 13.6 Let Y�, Y� ∈ W@AB# ( ℝ ∗  #�). The operator �&,�# ( Y�, �) + ê&,�# (Y�, �) is essentially self-#-adjoint on the 

domain k#.                                                                                                                                                                                                            Proof 
Notation 13.1 We let �&#( Y ) now denote the self-#-adjoint #-closure, �&#( Y ) = #-(�&#( Y ) ↾ k#)ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ . Let ó# be the 

non-Archimedean von Neumann algebra generated over field ℂ ∗  #� by the operators 
                                                       X/��-expt°�&#( Y )u|Y ∈ W@AB# ( ℝ ∗  #�)  d.                                                                                                                             

By definition, a non-Archimedean von Neumann algebra is a *-algebra of bounded in ℝ ∗  # operators, #-closed under 
strong #-limits. It is easy to see that ó# is also generated by the joint spectral projections of finite and hyperfinite 
families  

                                                                   /��- ∏ �&#tY�  u,V�æ�  Y� ∈ W@AB# ( ℝ ∗  #�). 
Such a spectral projection is a multiplication operator on <�#(�, o�#�). In fact it is multiplication by the characteristic 
function of a #-Borel cylinder set. Conversely, any such a multiplication operator is a spectral projection, and so 
these multiplication operators generate ó#.                                                                                                                          

Proposition 13.1 ó# = < C ∗# (�, o�#�).                                                                                                                                            
Proof 
Definition 13.11 We introduce now the class ℑtW#( ℝ ∗  #�)u  of bilinear forms on  k# × k#  expressible as a linear 

combination of the forms 
                          Ç = ∑ jVÃl /��- n i(�) 

ℝ ∗ W#�hVÃæ� �ä(��) ∙∙∙ �ät�Ãu�t�Ã=�u ∙∙∙ �(�V)o#�V�                                  (13.10) 

with symmetric kernels i(�) ∈ W#( ℝ ∗  #�)  having real Fourier transforms.                                                              

Theorem 13.7 Let Ç ∈ ℑtW#( ℝ ∗  #�)u. Then Ç is essentially self-#-adjoint on k#.                                                       

Theorem 13.8 Let I be a bounded #-open region of vector spaceℝ ∗  #� and let ℳ#(I) be the von Neumann algebra 
generated by the field operators /��-exp´°�&#(Y )¶ with Y ∈ W#( ℝ ∗  #�, ℝ ∗  #�) and suppY ⊂ I. Let �(�) = 0 on 
ℝ ∗  #�\õ. Then /��-exp´°�©�(�)¶ ∈ ℳ#(I) for all � ∈ ℝ ∗  #.                                                                                                  

Definition 13.12 Let I be a bounded #-open region of space and let ℬ#(I) be the von Neumann algebra generated 

by the operators /��-exp]°t�&#(Y�) + ê&#(Y�)uc with Y�, Y� ∈ W#( ℝ ∗  #�, ℝ ∗  #�) and suppY�, suppY� ⊂ I. Let I� be the 

set of points with distance less than |�| to I for any instant of the time �.                                                                                      
Theorem 13.9 /��-exp(°�©�)ℬ#(I)/��-exp(−°�©�) ⊂ ℬ#(I�).                                                                           
Theorem 13.10 If I� and  I� are disjoint bounded open regions of vector spaceℝ ∗  #� then the standard part of the 
operators in ℬ#(I�) commute with the standard part of the operators in operators in ℬ#(I�).                                                                                        

Theorem 13.11 Let � ∈ <�#t( ℝ ∗  #�)u, and let � = 0 on open region I, then /��-exp´°�©�(�)¶ ∈ ℬ#(I )- for all 

 � ∈ ℝ ∗  #.                                                                                                                                                                            

Theorem 13.12 [15] (Free field ≈-Causality) Let Y�, Y� ∈ W  @AB# ( ℝ ∗  #
, ℝ ∗  #
) with suppY� ⊂ I�, suppY� ⊂ I�. We set 

now    �&,�# (Y�) = /��- n �&,�# (�, �) 
ℝ ∗ W#Ê Y� (�, �)o#
� and �&,�# (Y�) = /��- n �&,�# (�, �) 

ℝ ∗ W#Ê Y� (�, �)o#
�. If region I� 



and region I�  are space-like separated, then  ]�&,�# (Y�),  �&,�# (Y�)cÕ ≈ 0 for all near standard vector Õ ∈ ©#.                                                                                           

Proof. The commutator ]�&,�# (Y�),  �&,�# (Y�)c reads                       

      ]�&,�# (Y�),  �&,�# (Y�)c = /��- n o#���o# 
ℝ ∗ W#Ê ��/��- n o#���o#��∆&# 

ℝ ∗ W#Ê (�� − ��, �� − ��)Y�(��, ��)Y�(��, ��), 

          ∆&#(�� − ��, �� − ��) = Ξ�(�� − ��, �� − ��; Ï) − Ξ�(�� − ��, �� − ��; Ï), where                                             
                      Ξ�(�� − ��, �� − ��; Ï) = /��- n Xexp4´°¸(�� − ��)¶ − °y(¸)(�� − ��)7d 

|¸|�&  ¢#�¸
�¸»=¤�,                                              

                      Ξ�(�� − ��, �� − ��; Ï) = /��- n X−exp]´°¸(�� − ��)¶ + °y(¸)(�� − ��)cd 
|¸|�&  ¢#�¸

�¸»=¤� .                                         

Here Ï ∈ ℝ ∗  ,C#  , y(µ) = �¸» + K�. Define ΞX�(�� − ��, �� − ��; Ï) and ΞX�(�� − ��, �� − ��; Ï) by  

                      ΞX�(�� − ��, �� − ��; Ï) = /��- n Xexp4´°¸(�� − ��)¶ − °y(¸)(�� − ��)7d 
|¸|«&  ¢#�¸

�¸»=¤�, 

                     Ξ�(�� − ��, �� − ��; Ï) = /��- n X−exp]´°¸(�� − ��)¶ + °y(¸)(�� − ��)cd 
|¸|«&  ¢#�¸

�¸»=¤�. 

Note that: (a) ΞX�(�� − ��, �� − ��; Ï) ≈ 0 and Ξ�(�� − ��, �� − ��; Ï) ≈ 0, (b) Ξ�(�� − ��, �� − ��; Ï) and     
Ξ�(�� − ��, �� − ��; Ï) are Lorentz ≈-invariant tempered distribution (see definition 4), since the distributions 
Ξ�(�� − ��, �� − ��) and Ξ�(�� − ��, �� − ��) defined by 

Ξ�(�� − ��, �� − ��; Ï) + Ξ��(�� − ��, �� − ��; Ï) = /��- n Xexp]´°¸(�� − ��)¶ − °y(¸)(�� − ��)cd 
   ¢#�¸

�¸»=¤�     

Ξ�(�� − ��, �� − ��; Ï) + ΞX�(�� − ��, �� − ��; Ï) = /��- n Xexp]´−°¸(�� − ��)¶ + °y(¸)(�� − ��)cd 
   ¢#�¸

�¸»=¤�       

are Lorentz invariant  by Theorem 56. From expression of the distribution Ξ�(�� − ��, �� − ��; Ï) by replacement 
¸ → −¸ we obtain    

                     Ξ�(�� − ��, �� − ��; Ï) = −/��- n Xexp]´°¸(�� − ��)¶ + °y(¸)(�� − ��)cd 
|¸|«&  ¢#�¸

�¸»=¤�.   
And therefore finally we get 

                    ∆&#(�� − ��, �� − ��) = /��- n sin´y(¸)(�� − ��)¶exp´°¸(�� − ��)¶ 
|¸|�&  ¢#�¸

�¸»=¤�.     
Thus for any points (��, ��) and (��, ��) separated by space-like interval we obtain that ∆&#(�� − ��, �� − ��) ≈ 0, 
since ∆&#(�� − ��, �� − ��) is a Lorentz ≈-invariant tempered distribution.                                                                                                                              

Theorem 13.13 (Time zero free field ≈ -locality) Let Y�, Y� ∈ W  @AB# ( ℝ ∗  #�, ℝ ∗  #�) with suppY� ⊂ I�,  and suppY� ⊂
I�  are disjoint bounded open regions of vector spaceℝ ∗  #�, then ]�&,�# (Y�, 0), �&,�# (Y�, 0)c ≈ 0.                                           
Proof. It follows immediately from Theorem 11.12.                                                                                                                                                   
Theorem 13.14 Let I be a bounded #-open region of vector spaceℝ ∗  #�, let � ∈ ℝ ∗  # , let � be a nonnegative 
function in <�#( ℝ ∗  #�) ∩ <�#( ℝ ∗  #�) and let � be identically equal to one on I�.For ô ∈ ℬ#(I), then  

                                             �(ô) = 4/��-exp´°�©(�)¶7ô4/��-exp´−°�©(�)¶7 



is independent of � and �(ô) ∈ ℬ#(I�).                                                                                                                      
Proof. Let  ��(ô) = 4/��-exp´°�©�¶7ô4/��-exp´−°�©�¶7 and ��(ô) = 4/��-exp´°�©�¶7ô4/��-exp´−°�©�¶7. 
Notice that generalized Trotter's product formula is valid for the unitary group /��-exp]°�t©� + ©�(�)uc. Thus we 

get the following product formula for the associated automorphism group:    

                                                   �(ô) = #-limV→ C ∗ ] t�/V� �/V� uV(ô)c.                                                              (13.11) 

Each automorphism �� maps each ℬ#(Iá) into itself and is independent of � on ℬ#(Iá) for |Q| ≪ |�|. To see this, let 
Ð(Iá)  be the characteristic function of a set Iá. We assert that 

                      �/V� (�)  = X/��-exp]°(�/M)©�tÐ(Iá)ucd�X/��-exp]−°(�/M)©�tÐ(Iá)ucd                                  (13.12) 

for any � ∈ ℬ#(Iá) and that ��(�) ∈ ℬ#(Iá). In other words the interaction automorphism has propagation speed 
zero and is independent of � on ℬ#(Iá) for |Q| ≪ |�|. The theorem follows from (13.11), (13.14) and Theorem 13.9. 

To prove (13.11), we rewrite ©�(�) = ©�tÐ(Iá)u + ©�(�´1 − Ð(Iá)¶) as a sum of commuting self-#-adjoint 

operators. By Theorem 13.15  /��-exp]°�©�tÐ(Iá)uc ∈ ℬ#(Iá) and so the right side of (13.3) belongs to ℬ#(Iá). 

By Theorem 70, 

/��-exp´°�©�(�´1 − Ð(Iá)¶)¶ ∈ ℬ#(Iá)- 

and (13.11) follows.                                                                                                                                                                  
Definition 13.13 Let ï be a bounded #-open region of spacetime !
# and for any time �, let ï(�)  =  4�| �, � ∈  ï7 
be the time � time slice of ï. We define ℬ#(ï) to be the von Neumann algebra generated by  

                                                                     ⋃ á jℬ#tï(�)ul .á                                                                            (13.13) 

Theorem 13.15 The generalized Haag-Kastler axioms (1)-(5) are valid for all these local algebras ℬ#(ï).                           
Proof (Except Lorentz rotations) The axioms (1) and (2) are obvious, while (4) follows easily from the finite 
propagation speed, Theorem 11.10, together with the time zero ≈-locality, Theorem 11.12. Because the time zero 
fields coincide with the time zero free fields, and because the time zero fields generate ℬ# by Theorem 11.12 and the 
definition of the local algebras, the free field result carries over to our scalar model with interaction ©� ≠ 0. In the 
Poincaré covariance axiom (3), the time translation is given by �. Let ï + �  be the time translate of the space time 

region ï ⊂ !
#. Then (ï + �)(Q) = ï(Q − �) and so   

       � v⋃ á jℬ#tï(Q)ulá w = ⋃ á=� jℬ#tï(Q)ulá = ⋃ á jℬ#tï(Q − �)ul = ⋃ á=� jℬ#tï(Q + �)uláá         (13.14) 

Thus �tℬ#(ï)u = ℬ#(ï + �) and axiom (3) is verified for time translations. Since the local algebras are #-norm 

dense in ℬ# and since automorphisms of ∁#∗ -algebras preserve the #-norm, � extends to an automorphism of 
algebra ℬ#.                                                                                                                                                                            
Definition 13.14 To define the space translation automorphism á, we set now 

            	ì = /��- n µì�ä(µ)�(µ) 
‖º‖≪& o#
µ, Æ = 1,2,3; �(ô) = 4/��-exp´−°�	¶7ô4/��-exp´°�	¶7.            (13.15) 

Then we get  4/��-exp´−°�	¶7�&(�)4/��-exp´°�	¶7 = �&(� + T),  4/��-exp´−°�	¶7ê&(�)4/��-exp´°�	¶7 =
�(� + T).                                                                                                                                                                                                     The following theorem completes the proof of Theorem 11.16 except for Lorentz rotations.                                                                                                                              Theorem 13.16 The automorphism Jtℬ#(ï)u = ℬ#(ï + �), st(J) extends up to  ∁#∗ -automorphism of ℬ#, and 
〈�, �〉 → st(J)st(�) = = st(�)st(J)  defines a 4-parameter abelian automorphism group of ℬ#.                               



Theorem 13.17 Let I be a bounded #-open region of space and let ℬ#(I) be the von Neumann algebra generated 

by the operators /��-exp]°t�&(Y�) + ê&(Y�)uc where Y�, Y� ∈ ℰ@AB# ( ℝ # ∗ ) and suppY� ⊂ ï, suppY� ⊂ ï. Then 

                                                  /��-exp(°�©�)ℬ#(I)/��-exp(−°�©�) ⊂ ℬ#(I�).   

Remark 13.7 We reformulate the theorem by saying that ©� has propagation speed at most one.                                                                     

In order to obtain automorphisms for the full Lorentz group and to complete the proof of Theorem 11.16, there are four separate steps.                                                                                                                                                                                   
1. The first step is to construct a self-#-adjoint locally correct generator for Lorentz rotations. This generator then 
defines a locally correct unitary group and automorphism group.                                                                                                           
2. The second step is to prove this statement for the fields, by showing that the field �&(�, �), considered as a non-
standard operator valued function on a suitable domain, and is transformed locally correctly by our unitary group.                    
3. The third step is to show that the local algebras ℬ#(ï) are also transformed correctly.                                                         
4. The fourth final step is to reconstruct the Lorentz group automorphisms from the locally correct pieces given by 
the first three steps. This final step is not difficult as in in the case of the two dimensional spacetime o = 2, see [16], 
[17],[18]. 

Let ©�,&(�) denote the integrand in (13.1), where  

                      ©�,& = /��-n ©�,&(�)o#�� = /��- n �
� : tê&�(�) + ∇#�&�(�) + K��&�(�)u: o#�� .                        (13.16) 

The formal generator of classical Lorentz rotations is 

             !&�£ = !�,&�£ + !�,&�£ = /��- n �£©�&,(�)o#�� + /��- n �£: 	 (�&(�)): o#��, � = 1,2,3.                     (13.17) 

The local Lorentzian rotations are   

     !&�£t��(£), ��(£)u = ¨©�,& + ©�,&t��(£)u + ©�,&t, ��(£)u, ©�,&t��(£)u = /��- n ©�,&(�)��(£)(�)o#��.                (13.18) 

We require that 0 < ¨ and that: ��(£)(��, ��, ��), ��(£)(��, ��, ��), � = 1,2,3  be nonnegative ��C ∗  functions. In the 

second step we require more, for example that ¨ + ��(£)(��, ��, ��) = �£ and ��(£)(��, ��, ��) = �£, � = 1,2,3 in 
some local space region. This region is contained in the Cartesian product ́¨, ∞ ∗ ) × ´¨, ∞ ∗ ) × ´¨, ∞ ∗ ). By using 
decomposing  ©�,&t��(£)u into a sum of a diagonal and an off-diagonal term we obtain ©�,&t��(£)u =                                                       

  /��- n i ú,&(£) (�, â) �∗(�)�(â)o#��o#�â + /��- n i �ú,&(£) (�, â) ´�∗(�)�∗(â) +  �(−�)�(−â)¶o#Ç�o#Çâ =   

                                                       = ©�,&ú t��(£)u + ©�,&�út��(£)u,                                                                                                                              

where   

                  i ú,&(£) (�, â) = s�Ð(�, â, Ï)(Æ(�)Æ(â) + 〈� , â 〉 + K�)´Æ(�)Æ(â)¶��/��_�(£)(−�� + ��, −�� + ��, −�� + ��),  
             i �ú,&(£) (�, â) = s�Ð(�, â, Ï)(−Æ(�)Æ(â) − 〈� , â 〉 + K�)´Æ(�)Æ(â)¶��/��_�(�)(−�� − ��, −�� − ��, −�� − ��),                                  
and where � = (��, ��, ��), â = (��, ��, ��), 〈� , â 〉 = ∑ ����æ� �� , Ð(�, â, Ï) =1 if |�| ≤ Ï and |â| ≤ Ï, otherwise 
Ð(�, â, Ï) = 0.  
Theorem 13.18 (a) i �ú,&(£) ∈ <�#t ℝ ∗  

#�u. (b) Function i ú,&(£)  is the kernel of a nonnegative operator and ¨Æ(�).(� −
â) + \i ú,&(£)  is the kernel of a positive self-#-adjoint operator, for \ ≥ 0, these operators are real in configuration 

space.                                                                                                                                                                            



Proof. The statement (a) is obvious. The statement (b) is proved by using a finite sequence of Kato perturbations. 

Leti (̀£) = ¨Æ(�).(� − â) + \i ú,&(£)  and let Ç̀  and Çú denote the operators with kernels i (̀£) and i ú,&(£)  

correspondingly. The operator Çú  is a sum of three terms of the form ô∗!'¦ô in configuration space, where !'¦is 

multiplication by �� ≥ 0. Thus 0 ≤ Çú. Moreover for x sufficiently small, but chosen independently of \, we 

obtain xÇú ≤ �
� Ç� ≤ �

� (Ç� + \Çú) = �
� Ç̀  and therefore Ç̀ =û = Ç̀ + xÇú is a Kato perturbation, in the sense of 

bilinear forms. Consequently if the operator Ç̀  is self-#-adjoint, so is Ç̀ =û and k jÇ̀ =û�/� l = ktÇû�/�u. Thus 

canonical finite induction starting from Ç� = Ç�∗ shows that Ç̀  is self-adjoint, for all \ ≥ 0.                                                                                                                                  

Theorem 13.19 The operator ©�út��(£)u is nonnegative and ¨©� + \©�út��(£)u is self-#-adjoint, for all \ > 0.                                             
The main purpose of the third step is to give a covariant definition of the local algebras ℬ#(ï). Le Y ∈ ℰ@AB# (ï) be 

the ℝ ∗  #�-valued function with support in ï. Let 4[�7�æ�V , M ∈ ℕ ∗  be finite hyperreal numbers and consider the 
expressions 

                                          �&#(Y) = /��-n �&#(�, �) Y(�, �)o#��o#�                                                                        (13.19) 

                                                   �&#(Y, �) = /��n �&#(�, �) Y(�, �)o#��                                                                  (13.20) 

                                                              ℜ(Y) = /��∑ [��&#(Y, ��)V�æ�                                                                                (13.21) 

                                          ê&#(Y, �) = /��-n ê&#(�, �) Y(�, �)o#��.                                                                             (13.22) 

For � ≡ 1  on a sufficiently large set (the domain of dependence of the region ï), the time integration in (1) 

#-converges strongly, and all four operators above are symmetric and defined on kt©(�)u.                                                                

Theorem 13.20 The operators (13.19)-(13.22) are essentially self-#-adjoint on any #-core for ©(�)�/�.                                     

Theorem 13.21 The algebra ℬ#(ï) is the von Neumann algebra generated by finitely bounded functions of 

operators of the form (13.19).                                                                                                                                                                                
Proof. Note that if a hyper infinite sequence  4ôV7 of self-#-adjoins operators #-converges strongly to a self 
#-adjoint #-limit ô on a core for ô then the unitary operators /��-exp(°�ôV) #-converge strongly to /��-exp(°�ô). 
Using this fact, one can easily show that the operators (1) and (4) generate the same von Neumann algebra, ℬ#�(ï) 
and that ℬ#�(ï) ⊃ ℬ#(ï). To show that ℬ#�(ï) ⊂ ℬ#(ï), recall that a self- #-adjoint operator ô commutes with a 
finitely bounded operator � provided �k ⊂  k(ô) and �ô =  ô� on k, for some core k of ô. Equivalently is the 
condition that the operator � commutes with all finitely bounded functions of ô. Also equivalent is the relation 
�ô =  ô� on k(ô). We choose k =  k(©(�)). If the operator � commutes with all operators of the form (13.20), 
it also commutes on k(©(�)) with all operators of the form (13.21). Hence we get ℬ#(ï)- ⊂ ℬ#�(ï)- and so ℬ#�(ï) = ℬ#�(ï)-- ⊂ ℬ#(ï)-- = ℬ#(ï)--.                                                                                                                                                

Remark 13.8 The Poincare group 	=↑ 2  is the semidirect product of the space-time translations group ℝ�,� with the 
Lorentz group  O(1,3) such that 4�� + Λ�74�� + Λ�7 = 4�� +  ���,  � �7. Here � ∈ ℝ�,� and Λ(\): (�� , �) →
t�� × cosh(\) + � × sinh(\), �� × sinh(\) + � × cosh(\)u, ° = 1,2,3. We prove that there exists a representation 

(�, Λ) of the Poincare group  	=↑ 2  by ∗ - automorphisms of ℬ#, such that (�, Λ)tℬ#(I)u = ℬ#(4�,  7I) for all 

bounded open sets I and all 4�, Λ7 ∈ 	=↑ 2 . The Lorentz group composition law gives (�, Λ) = (�, *)(0,Λ). 
Obviously the existence of the automorphism representation (�,  ) follows directly from the construction of the 
pure Lorentz transformation (0,  ) = ( ). One obtains ( ) by constructing locally correct infinitesimal 
generators. Formally, the operators, 

        !&�£ = !�,&�£  + !�,&�£  = /��- n �
� p: ê&(�)�: +: t∇�&(�)u�: +K�: �&(�)�: q 

ℝ ∗ W#� �£o#�� + ©�,&(�£�)          (13.23)    



� = 1,2,3 are infinitesimal generators of Lorentz transformations in a region I if the cutoff function � equals one on 
a sufficiently large interval. We consider now the regions I� contained in the sets 4� ∈ ℝ ∗  #�| ��, ��, �� > |�| + 17. 
Thus for such regions I�  we may replace (1) by !�£ =  /��- n ©(�) 

ℝ ∗ W#� �£�(�)o#��, with a nonnegative functions 

�£�(�), � = 1,2,3.  Here ©(�) is the formally positive energy density:                       

                           ©(�) = �
� p: ê&(�)�: +: t∇#�&(�)u�: +K�: �&(�)�: q + ©�,&(�) = ©�,&(�) + ©�,&(�).  

Therefore !�£ is formally positive. In fact it is technically convenient to use different spatial cutoffs in the free and 

the interaction part of !�£, � = 1,2,3. Final formulas for !&�£ reads 

                                        !&�£ = !&�£t��£ , �£u = [©�,& + ©�,&(�£��£) + ©�,&(�£� ).                                        (13.24) 

Here                                                                                                                                                                                        

                                                 0 < [  and 0 ≤ �£��£(�), 0 ≤ �£� (�), � = 1,2,3  
and in order that (13.24) be formally correct, we assume that: 

                                                                      [ + �£��£ = �£ = �£�                                                                   (13.24-) 

on ´1, O¶� = ´1, O¶ × ´1, O¶ × ´1, O¶ with O sufficiently large.  

For technical reasons we assume that: 

                                                           [ + �£��£(�) = �£, � = 1,2,3 on supp(�).   

By above restrictions on ��£ and �  we have that supp(��£), supp(� ) ⊂ 4�|[ ≤ �£, � = 1,2,37 and we show that the 
operator !&�£ is essentially self- #-adjoint and it generates Lorentz rotations in an algebra  ℬ#(I�)                   

                                /��-exp(°\!&�£)ℬ#(I�)/��-exp(−°\!&�£) ⊂ ℬ#(4�, Λ(\)7I�)                                        (13.25) 

provided that I� and 4�, Λ(\)7I� are contained in the region 

                                   4� ∈ ℝ ∗  #�, � ∈ ℝ ∗  #| |�| + 1 < �£ < O − |�|, � = 1,2,37,                                                  (13.26) 

where !�£ is formally correct. These results permit us to define the Lorentz rotation automorphism ( ) on an 
arbitrary local algebra ℬ#(I ). Using a space time translation (�), � ∈ ℝ ∗  #
 we can translate I into a region   

I + � = I� ⊂ 4� ∈ ℝ ∗  #�, � ∈ ℝ ∗  #| �� > |�| + 17 and for O ∈ ℝ ∗  # large enough, I� and 4�, Λ(\)7I� are contained 

in the region (1) we define t0, Λ(\)u = tΛ(\)u by  

                          tΛ(\)u ↾  ℬ#(I ) = (4−Λ(\)�, *7)(40, Λ(\)7)(4�, *7) ↾  ℬ#(I ). 
Theorem 13.22 Let !�£(��, �), � = 1,2,3 be given by (126), with  [, ��(�), �(�) restricted as mentioned above. 

Then !�£(��, �) is essentially self #-adjoint on � C ∗ (© ∩ ©�).                                                                                                                   
Theorem 13.23 Let I� and 40, Λ(\)7I� be contained in the set (1). Then the following identity holds between self- 
#-adjoint operators: 

                               /��-exp(°\!�£)�&#(Y)/��-exp(°\!�£) ≈  �&#tY(40, Λ(\)7�)u = 

                                            n �&# jYt40, Λ(\)7(�, �)ul 
ℝ ∗ W#Ê o#��o#�.                                                                    (13.27)                



Here provided  supp(Y) ⊂ I�. 
The proof of the Theorem 13.23 is reduced to the verification of the following equations 

                                    p�£ S#
S#� + � S#

S#J\q �&#(�, �) = ´°!�£ , �&#(�, �)¶, � = 1,2,3.                                                 (13.28)         

Here (13.28) that is equation for bilinear forms on an appropriate domain. Since !�£ is self #-adjoint, we can 

integrate (13.28), thus we compute formally for © = ©�,& + ©�,&(�),    
                            ´°!�£ , �&#(�, �)¶ = ´°!�£, /��-exp(°�©)�&#(�, �)/��-exp(−°�©)¶ = 

                                             /��-exp(°�©)´°!�£(−�), �&#(�, 0)¶/��-exp(−°�©).                                              (13.29)   

Here !�£(−�) = /��-exp(−°�©)!�£/��-exp(°�©). Formally one obtains that   

 !�£(−�) = /��- þ (−�)V
M!

C ∗
Væ� �oV(°©)(!�£), � = 1,2,3. 

Note that if !�£ and © were the correct global Lorentzian generators and Hamiltonian they would satisfy 

                  ́°©, !�£¶ = �o (°©)(!�£) = 	£ , ]°©, ´°©,  !�£¶c = 0,  !�£(−�) =  !�£ − 	£�.                          (13.30)        

Here 	£ , � = 1,2,3 are the generators of space translations. Thus from (131) we get 

                              ´ °!�£, �&#(�, 0)¶ = ´°!��£¶ = �ê&#(�, 0), ´°	£ , �&#(�, 0)¶ = −∇#(�&#)(�, 0). 
Formally we have (130).However the difficulty with this formal argument is that © and  !�£   do not obey (132) 
exactly, since they are correct only in I�. We have instead (13.30) the equations 

                                         ´°©, !�£¶ = 	å} £ , ]°©, ´°©,  !�£¶c = O£å}  , � = 1,2,3.                                                        (13.31)        
Here 	å} £  acts like the momentum operators only in the region I�, i.e. 

                                                   ]	å} £ , �&#(�, �)c = ´	£ , �&#(�, �)¶, (�, �) ∈ I�. 
Hence ]°©, 	å} £ c = O£å}  , � = 1,2,3 is not identically zero, but commutes with ℬ#(I�). Formally, further 

commutators of O£å}  , � = 1,2,3 with © are localized outside region I�, and (13.28) follows formally even for our 
approximate, but locally correct © and !�£. In order to convert this formal argument into a rigorous mathematical 
result, we apply now generalized Taylor series expansion [13] for the quantities  

                                       /£(−�) = 〈Ω, ´ °!�£(−�), �&#(�, 0)¶Ω〉, � = 1,2,3.                                                       (13.32) 

Here Ω ∈ � C ∗ (©) and thus we obtain 

                                    /£(−�) = /£(0) − � ¢#Å\(�)
¢#�  + ��

�
¢#�Å\(�)

¢#��  , where û ∈ ´−�, �¶. 
From (13.31) we obtain 

                                  
¢#�Å\(��)

¢#�� = 〈/��-exp(°û©)Ω, ]°O£å}  , �&#(�, û)c/��-exp(°û©)Ω〉. 
Note that (�, �) ∈ I�, so that with û ∈ ´−�, �¶, (�, û) ∈ I� and therefore  



                                                              ]O£å}  , �&#(�, û)c ≡ 0.                                                                                (13.33) 

After integration over � ∈ ℝ ∗  #� with a function Y ∈ W@AB# ( ℝ ∗  #�) we obtain the operator identity: 

                                /��-n ]O£å}  , �&#(�, û)cY(�)o#�� 
ℝ ∗ W#� ≡ 0, � = 1,2,3.                                                             (13.34) 

 Therefore    
¢#�Å\(�)

¢#�� ≡ 0 if |û| ≤ |�| and                 

                        /£(−�) = /£(0) − � ¢#Å\(�)
¢#� = 〈Ω, X´ °!�£, �&#(�, 0)¶ − �]	å} £ , �&#(�, 0)cdΩ〉 =  

                                                       = 〈Ω, 4�ê&#(�, 0) + �∇#(�&#)(�, 0)} Ω 〉. 
Thus we get  

                                       ´ °!�£(−�), �&#(�, 0)¶ = �ê&#(�, 0) + �∇#�&#(�, 0)                                                       (13.35) 

Inserting the relation (13.35) in (131) finally we obtain (13.28).This completes the proof of Lorentz covariance. 

Definition 13.14 For the local free field energy we set ö�(�) = ö��(�) + ö��(�), where 

    ö��(�) = s�/��- n o#� 
|�¦|�& ��/��- n o#� 

|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ¨ì(�¦)ì(��)=〈�¦,��〉=¤�
�ì(�¦)ì(��) © ×     (13.36) 

�ä(��)�(��) =              

    ∑ s�/��- n o#� 
|�¦|�& ��/��- n o#� 

|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ¨ì(�¦)ì(��)=£¦� £��=¤�
�ì(�¦)ì(��) ©�ä(��)�(��) =�æ��æ�  

   = ∑ ö�,�� (�)��æ� , 

  ö��(�) = s�/��- n o#� 
|�¦|�& ��/��- n o#� 

|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ¨�ì(�¦)ì(��)=〈�¦,��〉=¤�
�ì(�¦)ì(��) © ×    (13.37) 

   × 4�ä(��)�ä(−��) + �(−��)�(��)7 =   
 ∑ s�/��- n o#� 

|�¦|�& ��/��- n o#� 
|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ¨�ì(�¦)ì(��)=£¦� £�� =¤�

�ì(�¦)ì(��) © × �æ��æ�   
× 4�ä(��)�ä(−��) + �(−��)�(��)7 = ∑ ö�,�� (�).��æ�    
Here �� = (���, ���, ���), �� = (���, ���, ���), 〈��, ��〉 = ∑ �����æ� ��� ,  �_(¸) = /��- n (/��-´°〈¸, �〉¶)�(�) 

ℝ ∗ �#Ç o#��. 

Similarly, for the components of the local momentum we set  	�
 ��� = 	 

������� + 	 
�������, ° = 1,2,3 where 

         	 �
������ = s�/��- n o#� 

|�¦|�& ��/��- n o#� 
|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ×                              (13.38)    

        × ¨£¦�ì(��)=£�� ì(�¦)
�ì(�¦)ì(��) © �ä(��)�(��),   

        	 �(�)(�) = s�/��- n o#� 
|�¦|�& ��/��- n o#� 

|��|�& ���_(��� − ���, ��� − ���, ��� − ���) ×                                 (13.39)    



         × ¨£¦� ì(��)�£�� ì(�¦)
�ì(�¦)ì(��) © 4−�ä(��)�ä(−��) + �(−��)�(��)7.   

Definition 13.15 Let 	X&(Y) be the local operator, defined for Y ∈ W@AB# ( ℝ ∗  #�) by  

                                     	X&(Y) = ©�&,(Y) − K� n : 
ℝ ∗ W#� �&#�(�): Y(�)o#��                                            (13.40)   

Theorem 13.24 Suppose that the operators !�£ , � = 1,2,3 and © are given by !�£ = [©� + ö�t�£��(£)u +
ö�(�£�� ),  © ≜ ©�,& + ©�,& , where ©� ≜ ©�,& and ö� ≜ ©�,& . Then the following statements hold.                                                                                        

(1) For � = 1,2,3, k((!�£)�) ⊂ k(© ), k(©�) ⊂ k(!�£).                                                                                                                                                           

(2) For � = 1,2,3,  k(!�£) ⊂ k j(© + >)¦
�l, k(© ) ⊂ k j(!�£ + >)¦

�l,  where > is a constant sufficiently large so 

that © + > and ! +  > are positive.                                                                                                                            

Proof By Theorem 11.3, k((!�£)�) ⊂ k(©�ñ&) and k(©�) ⊂ k(©�ñ&). Elementary estimates show that 

                                                         k(ñ&�) ⊂ ktö�(�£�� )u ∩ ktö�(�� )u   

and by Theorem 3.2.1, we get k(©�) ⊂ k jö�t�£��(£)ul and therefore k(©�ñ&) ⊂ k(!�£) ∩ k(©). This proves 

inclusions (1). Note that                                                                                                                                                                                                           

                                                                     k(©�) ⊂ k j(© + >)¦
�l                                                                  (13.40-)                           

By Theorem 3.2.1, the proof of (13.40-) extends to show that k(©�) ⊂ k j(! + >)¦
�l, since k(!�£) ∪ k(©) ⊂

(©�) the inclusions (2) hold.                                                                                                                                                                                    

Theorem 13.25 Let the operators  !�£ , � = 1,2,3 are given by !�£ = [©� + ö�t�£��(£)u + ö�(�£�� ), where 

©� ≜ ©�,& and  ö� ≜ ©�,& .  Then the following statements hold.                                                                                                                             

(1) For � = 2,3, 4, � = 1,2,3  
                                                            !�£: k(©å) → k(©å��).                                                                           (13.41) 

(2) As operator equalities on k(©�) for � = 1,2,3, 
                                               ´°©,!�£¶ = ∑ 	� Ë¢#jJ\'J(\)l

¢#J� Í�æ��æ� .                                                                 (13.42)  

(3) As operator equalities on k(©
), for � = 1,2,3, 
                                    ]°©, ´°©,!�£¶c = ∑ 	X& Ë¢#�jJ\'J(\)l

¢#J�� Í�æ��æ� − ∑ ö� j¢#'¦ 
¢#J�l�æ��æ� .                                         (13.43) 

(4) The roles of © and !�£ can be interchanged in the following sense: for  � = 2,3, 4 and for � = 1,2,3,     
                                                               ©: k((!�£)å) → k((!�£)å��).                                                            (13.41-) 

The equalities (13.42) hold on the domain k((!�£)�), and on the domain k((!�£)
), for � = 1,2,3,          
                                                                    ]°!�£ , ´°!�£, ©¶c = 

        ∑ ö� ÞË ¢#
¢#J� t�£��(£)uÍ

�ß�æ��æ� + ∑ ö� ËË ¢#
¢#J� (�£�� )Í

 
Í −�æ��æ� ∑  	X& Ët[ + �£��(£)u ¢#�

¢#J\� t�£��(£)uÍ�æ��æ�         (13.43-)   



Remark 13.9 If condition (13.24-) also holds, then the double commutators (13.43) is formally localized outside a 

neighbourhood of the region ℜ´Q,P¶
 . It is this localization, made precise in the following sense: that these results in 

!�£ generating Lorentz transformations in the region ℜ´Q,P¶
 , see Definition 11.16.                                                                                                                                                    

Proof The case of (13.41) for � =  2 is covered by Theorem 13.24, which also defines !�£ , � = 1,2,3 as a bilinear 

forms on k(©�) × k(©�). From this and the fact that 	, 	X&, and ö� are operators defined on k(©�ñ&) ⊃ k(©�) it 
follows that the terms involved in (13.42) and (13.43) are defined as bilinear forms on k(©�) × k(©�). In Lemma 
6.6 we will prove that (13.42)-(13.43) hold as bilinear forms on k(©�) × k(©�). Assuming this, we now prove 
parts (1)-(3) of the theorem. Let Ð, Õ ∈ k(©�). We have for � = 1,2,3,          
                                   〈©Ð, !�£Õ〉# = 〈Ð, !�£©Õ〉# − ° 〈Ð, ∑ 	� Ë¢#jJ\'J(\)l

¢#J� Í Õ�æ��æ� 〉#.                                        (13.44) 

Since, by Theorem 10.1 and Theorem 11.1   

                                                         ‖(©� + *)Ω‖# ≤ const ‖(© + >)Ω‖#.                                                        (13.45) 

for all Ω ∈ k(© ), it follows from Theorem 11.3  that 

                             ‖!�£Ω‖# ≤ ‖(©� + *)Ω‖# + const ‖ñ&�Ω‖# ≤ const ‖(© + >)�Ω‖#,                                (13.46) 

for all Ω ∈ k(©�). Let Ω = ©Õ, then by (13.46) we obtain the inequality 

                                         |〈Ð, !�£©Õ〉#| ≤ ´const‖(© + >)�Õ‖#¶‖Ð‖#.                                                           (13.47)      

Since by Theorem 9.8 and (13.45) we have the inequality 

                 �〈Ð, ∑ 	� Ë¢#jJ\'J(\)l
¢#J� Í Õ�æ��æ� 〉#� ≤ ´const‖(©� + *) Õ‖#¶‖Ð‖# ≤ ´const‖(© + >) Õ‖#¶‖Ð‖#, 

we get by (13.44)  and (13.47)  that    

                                                     |〈©Ð, !�£Õ〉#| ≤ ´const‖(© + >)�Õ‖#¶‖Ð‖#.                                               (13.48) 

Hence !�£Õ ∈ ktt© ↾ k(©�)u∗u since © is essentially self #-adjoint on k(©�). This proves part (1) for � = 3. As 

a consequence, °´©, !�£¶, � = 1,2,3, is an operators on k(©�) and by (13.44), we obtain  

                                                       〈Ð, ´©, !�£¶Õ〉# = 〈Ð, ∑ 	� Ë¢#jJ\'J(\)l
¢#J� Í�æ��æ� Õ〉#.  

for all Ð, Õ ∈ k(©�). This proves (13.42), since the Ð′s are #-dense.  

The proof of (13.41) for the case � =  4 and the proof of (13.43) are similar. Let Ð, Õ ∈ k(©
). From (13.41) with 

 � =  2,3, and the assumption that (13.43) is valid as a bilinear form, we have for � = 1,2,3 

                            〈©�Ð, !�£Õ〉# = −〈Ð, !�£©�Õ〉# + 2〈© Ð, !�£©Õ〉# − 〈Ð, ]°©, ´°©, !�£¶cÕ〉# =               (13.49)  

                    = −〈Ð, !�£©�Õ〉# + 2〈Ð, ©!�£© Õ〉# − 〈Ð, Ó∑ 	X& Ë¢#�jJ\'J(\)l
¢#J�� Í�æ��æ� − ∑ ö� �¢#'¦(\)

¢#J� 
�æ��æ� Ô Õ〉#. 
By (13.48), (13.46) and the inequality  



            �〈Ð, Ó∑ 	X& Ë¢#�jJ\'J(\)l
¢#J�� Í�æ��æ� − ∑ ö� �¢#'¦(\)

¢#J� 
�æ��æ� Ô Õ〉#� ≤ const´‖(©� + *) Õ‖# + ‖(ñ� + *) Õ‖#¶‖Ð‖#   

which follows directly from Theorem 11.3, we have from (13.49) the inequality 

                                                     〈©�Ð, !�£Õ〉# ≤ ´const‖(© + >)
Õ‖#¶‖Ð‖#. 
Hence !�£Õ ∈ ktt©� ↾ k(©
)u∗u = k(©�), proving (13.41) for the case � =  4. Thus ]°©, ´°©, !�£¶c is an 

operators defined on k(©
), and we find from (13.49) that (13.43) holds.  

The proof of parts (1)-(3) of the theorem is thus completed when we establish the equalities (13.42)-(13.43) in the 
sense of bilinear forms on k(©�) × k(©�) and k(©
) × k(©
) respectively. The proof of part (4) of the theorem is 
similar. For example, we replace the inequality (13.45) by the inequalities 

                                                         ‖(©� + *)Ω‖# ≤ const ‖(!�£ + >)Ω‖#.                                                   (13. 50) 

for all Ω ∈ k(!�£). This also follows from Theorem 10.1 and Theorem 11.1. By Theorem 11.3, we replace (13.46) 
with 

                                                                 ‖©Ω‖# ≤ const ‖(!�£  + >)�Ω‖#,                                                    (13.51) 

To complete the proof of part (4) of the theorem, we need to establish (13.42) as a bilinear form on               
k((!�£)�) × k((!�£)�) and (13.43-) as a form on k((!�£)
) × k((!�£)
).                                                      

Theorem 13.26 As bilinear forms on k(©�) × k(©�) for Y, � ∈ W@AB# ( ℝ ∗  #�) 

                                        ´°ö�(Y), ö�(�)¶ = ∑ 	� jY ¢#'
¢#J� − � ¢#Ì

¢#J�l�æ��æ� ,                                                                 (13.52)         

                                        ´°ö�(Y), 	�(�)¶ = 	X jY ¢#'
¢#J�l −ö� j� ¢#Ì

¢#J�l.                                                                  (13.53)        

The equalities (13.52)-(13.53) also hold if Y = 1 or � = 1. In particular from (13.53) we get  

                                                       ́ °©�, 	�(�)¶ = 	X j¢#'
¢#J�l.                                                                                 (13.54)  

Since k(©�) ⊃ k(© ) ∪ k(!�£), these equalities hold as forms on k(© ) × k(© ) and on k(!�£) × k(!�£).                                                                                               

Proof The operators ö�, 	, 	X are #-closable (symmetric), defined on k(©�) and bounded as operators relative to 
©� + *. Therefore (13. 52)-(13. 53) are defined as bilinear forms on k(©�) × k(©�)  and it suffices to establish 

equality on a core for ©�, e.g. on k# = XÕ ∈ ℱ#|Õ�V) ∈ W@AB# ( ℝ ∗  #�V), Õ(¤) = 0 for all sufficiently large md. By 

direct calculations on k# × k# one obtains the equalities (13.44)-(13.46). For example                                                                

 ´°©�, ö��(�)¶ = s�/��- n o#� |�¦|�& � /��- n o#� |��|�& ¸�_��� − µ� , �� − 2, �� − µ� ) ¨ì(� )ì(¸)=〈�,¸〉=¤�
�ì(�)ì(¸) © ×             

´©�, �ä(�)�(¸)¶ = 
°s�/��-n o#� |�¦|�& � /��- n o#� |��|�& ¸�_��� − µ� , �� − 2, �� − µ� )tÆ(� ) − Æ(¸)u ¨ì(� )ì(¸)=〈�,¸〉=¤�

�ì(�)ì(¸) © �ä(�)�(¸)   

=∑ Ós�/��- n o#� |£¦|�& � /��- n o#� |£�|�& ¸´��� − µ� )�_(�� − µ� , �� − 2, �� − µ� )¶ ¨£� ì(¸)=º� ì(� )
�ì(�)ì(¸) ©Ô =�æ��æ�  



    = ∑ 	�(�) j ¢#'
¢#J�l�æ��æ� ,                                                                                                                                          (13.55) 

since the following equality holds 

                      ´Æ(� ) − Æ(¸)¶´Æ(�)Æ(¸) + 〈�, ¸〉 + K�¶ = X∑ (�� − µ�)�æ��æ� ´�� Æ(¸) + µ� Æ(� )¶d.  
By a similar calculation on k# × k# one obtains                                                                                       

]°ö�(�)(Y), ö�(�)(�)c + ]°ö�(�)(Y), ö�(�)(�)c = þ 	�(�) ËY o#�
o#�� − � o#Y

o#��Í�æ�
�æ� . 

The remaining calculations are similar. 

Theorem 13.27 As bilinear forms on kt©�,&ñ&u × kt©�,&ñ&u 

                               ´°ö�(ℎ), ö�(Y)¶ = −4�/��- n Y(�) 
ℝ ∗ W#� ℎ(�): �&#�(�)ê&#(�): o#��,                                  (13.56)  

                                               ´°ö�(ℎ), 	�(Y)¶ = −ö� j¢#(ÌT)
¢#J� l.                                                                    (13.57)  

      Proof. The operators ö�, ö� , 	 are #-closable, defined on kt©�,&ñ&u, and are bounded as operators relative to 

t©�,&ñ& + *u. Note that the right hand side of (13.56) is a bilinear form on kt©�,&ñ&u × kt©�,&ñ&u, and that  

t©�,&ñ& + *u�� v/��- n Y(�) 
ℝ ∗ W#� ℎ(�): �&#�(�)ê&#(�): o#��w t©�,&ñ& + *u��

 is a bounded operator. Hence each term 

in (150)-(151) is a bilinear form on kt©�,&ñ&u × kt©�,&ñ&u. It suffices to establish equality on k# × k#, as in the 

proof of the Theorem 84, since k# is a #-core for ©�,&ñ&. Note that on the domain k# × k#, the equalities (150)-

(151) are seen to hold by direct computation in momentum space similarly to proof of the Theorem 11.27.               
Remark 13.10 We assume now the relations: 

                     0 < [, �£��(£)(��, ��, ��) = ]ℎ�(£)(��, ��, ��)c�, � = 1,2,3; ° = 0,1; ℎ�(£) ∈ W@AB# ( ℝ ∗  #�).                  (13.58) 

On a neighbourhood of a polyhedron ´�, >¶� ⊂ ℝ ∗  #, we assume for � = 1,2,3  

                                  [ + �£��(£)(��, ��, ��) = �£ = �£�� (��, ��, ��).                                                         (13.59) 

For all �£ ∈ ℝ ∗  #�, � = 1,2,3, we assume 

                             �£�� (��, ��, ��) = j[ + �£��(£)(��, ��, ��)l �� (��, ��, ��).                                              (13.60) 

The conditions (13.60) are satisfied if [ + �£��(£)(��, ��, ��) = �£ is valid on the support of ��  for � = 1,2,3. The 
condition (13.60) makes the required commutators densely defined operators, rather than bilinear forms.            

Definition 13.16 Let ℜ´Q,P¶
  be a set 

               ℜ´Q,P¶

 = 4(��, ��, ��, �) ∈ ℝ ∗  #
|� + |�| < �£ < > − |�| for all � = 1,2,37.                                      (13.61) 

Remark 13.10 Note that the operators !�£ , � = 1,2,3 are formally a Lorentz generators for the space-time region ℜ´Q,P¶
 , also note that (13.58) implies that interval * = ´�, >¶ lies in the positive half line. Of course, we can also 

consider the operators !§�£ = −[©� + ö�t�£�¿�(£)u + ö�t�£�¿�(£)u with �¿�(£)(�) = ��(£)(−�) and therefore the 

operators !§�£ , � = 1,2,3 are locally correct generators for ℜ§ ´Q,P¶

 = ℜ´�Q,�P¶
 .                                                                                               



Definition 13.17  We also write ℜ�
 instead ℜ´Q,P¶

  for * = ´�, >¶  and we write * á� for *� = ´� − Q, > + Q¶�. The 

conditions (13.58)-( 13.60) are satisfied since we can choose ��(£) so that for some ¨, 0 <  ¨ <  �/3, 
                                            supp�� ⊂ * �¡� ; supp��(£) ⊂ * �¡� ,  � = 1,2,3                                                              (13.62) 

and [ + �£��(£)(��, ��, ��) = �£ , �£ ∈ * �¡�  . Hence the conditions (154) hold. We can also let�� = 1, �£ ∈ * ¡�; so the 

conditions (13.59) hold on * ¡�.  The Hamiltonian      

                                                                   © = ©�& + ö�(�� )                                                                              (13.63)            

 is correct in the region ℜ�
. We shall work as above with this particular choice of the Hamiltonian.                                 
Theorem 13.28 For the operators !�£ in Theorem 11.25 and © in (13.63) the following hold:                                                     
(1) k((!�£)�) ⊂ k(© ), k(©�) ⊂ k(!�£), � = 1,2,3                                                                                                                

(2) k(!�£) ⊂ k j(© + >)¦
�l , k(© ) ⊂ k j(!�£ + >)¦

�l , � = 1,2,3                                                                                          

where > is an constant sufficiently large so that the operators  © +  > and !�£ +  > are positive.                                                                                                            
Theorem 13.29 Ander the conditions (13.59) and (13.60) the equalities (13.42)-(13.43) and (13.43-) hold as bilinear 
forms on k(©�) × k(©�) and on k((!�£)�) × k((!�£)�).                                                                                                                             
Proof As bilinear forms on k(©�) × k(©�) or k((!�£)�) × k((!�£)�) for � = 1,2,3 the following equalities hold 

´°©, !�£¶ = ]°©�, ö�t�£��(£)uc + p´°©�, ö�(�£�� )¶ + ´°ö�(�� ), [©�¶ + ]°ö�(�� ), ö�t�£��(£)ucq. In order to compute 

these commutators we apply Theorem 11.27 and Theorem 11.28.  

 ´°©, !�£¶ = ∑ 	� Ë¢#jJ\'J(\)l
¢#J� Í�æ��æ� + 4�/��- n p�£�� (�) − [�� (�) − �£�� (�)��(£)(�)q 

ℝ ∗ W#� : �&#�(�)ê&#(�): o#�� =
∑ 	� Ë¢#jJ\'J(\)l

¢#J� Í�æ��æ� .                                                                                                                                             (13.64) 

By condition (13.60),  

                                                 
¢#

¢#J� vj�£ − [ − �£��(£)(��, ��, ��)l �� (��, ��, ��)w = 0.  
And �£ − [ − �£��(£)(��, ��, ��) = 0 for �£ ∈ supp(�� ). Therefore for ° = � we get  

                                               �� (��, ��, ��) = �� (��, ��, ��) ¢#
¢#J\ j�£��(£)(��, ��, ��)l.                                      (13.65) 

And for ° ≠ �, �� , �£ ∈ supp(�� ) we get  

                                                                   
¢#

¢#J� j�£��(£)(��, ��, ��)l = 0.                                                            (13.66) 

From (13.64)-(13.66) we get for  ° = �, � = 1,2,3                                                                                                                                                     

                                                                 ́°©, !�£¶ = 	£ Ë¢#jJ\'J(\)l
¢#J\ Í.                                                                (13.67) 

And for ° ≠ �, 
                                                                         	� Ë¢#jJ\'J(\)l

¢#J� Í = 0.                                                                      (13.68) 



These equalities (13.67)-(13.68) hold by the conditions (13.60). Hence the equality (13.42) holds on k(©�) ×
k(©�) and on the domain k((!�£)�) × k((!�£)�). This proves (13.42).                                                                                                                             
Similarly, using Theorem 11.27 and Theorem 11.28, we compute in the sense of bilinear forms on k(©�) × k(©�) 
or on k((!�£)�) × k((!�£)�)  

                              �°©, 	� Ë¢#jJ\'J(\)l
¢#J� Í� = �°©�& , 	� Ë¢#jJ\'J(\)l

¢#J� Í� + �°ö�(�� ), 	� Ë¢#jJ\'J(\)l
¢#J� Í� =                    (13.69) 

                                                         = 	X& Ë¢#�jJ\'J(\)l
¢#J�� Í − ö� �¢#J\'J(\)

¢#J� 
.  
 From (13.65)-(13.66) and (13.68) we get for ° = �, � = 1,2,3                                                                                                                                                                                                                       

                                          �°©, 	£ Ë¢#jJ\'J(\)l
¢#J\ Í� = 	X& Ë¢#�jJ\'J(\)l

¢#J\� Í − ö� �¢#J\'J(\)
¢#J\ 
.                                          (13.70)       

And for ° ≠ �, 
                                                         	X& Ë¢#�jJ\'J(\)l

¢#J�� Í − ö� �¢#J\'J(\)
¢#J� 
 = 0.                                                          (13.71) 

These equalities (13.70)-(13.71) prove (13.43).                                                                                                         
Similarly for � = 1,2,3 

                                   − �°!�£ , 	� Ë¢#jJ\'J(\)l
¢#J� Í� = −[ �°©�, 	� Ë¢#jJ\'J(\)l

¢#J� Í� −                                              (13.72)  

                            − �°ö�t�£��(£)u, 	� Ë¢#jJ\'J(\)l
¢#J� Í� − �°ö�(�£�� ), 	� Ë¢#jJ\'J(\)l

¢#J� Í� =  

       = −[	X& Ë¢#�jJ\'J(\)l
¢#J�� Í − 	X& Ë�£��(£) ¢#�jJ\'J(\)l

¢#J�� Í + ö� ÞË¢#jJ\'J(\)l
¢#J� Í

�ß + ö� Þ ¢#
¢#J� Ë�£�� 

¢#jJ\'J(\)l
¢#J� Íß.  

From (13.65)-(13.66) and (13.72) we get for ° = �, � = 1,2,3 

                                     − �°!�£ , 	£ Ë¢#jJ\'J(\)l
¢#J\ Í� = −[ �°©�, 	£ Ë¢#jJ\'J(\)l

¢#J\ Í� −                                              (13.73)  

                               − �°ö�t�£��(£)u, 	£ Ë¢#jJ\'J(\)l
¢#J\ Í� − �°ö�(�£�� ), 	£ Ë¢#jJ\'J(\)l

¢#J\ Í� =  

       = −[	X& Ë¢#�jJ\'J(\)l
¢#J\� Í − 	X& Ë�£��(£) ¢#�jJ\'J(\)l

¢#J\� Í + ö� ÞË¢#jJ\'J(\)l
¢#J\ Í

�ß + ö� Þ ¢#
¢#J\ Ë�£�� 

¢#jJ\'J(\)l
¢#J\ Íß,  

which simplifies to (13.43-) by condition (13.60).                                                                                                          

Again let the operators !�£ , � = 1,2,3 and © are given by !�£ = [©� + ö�t�£��(£)u + ö�(�£�� ),  © ≜ ©�,& + ©�,& , 

where ©� ≜ ©�,& and ö� ≜ ©�,& and assume that (13.58) and (13.60) ) hold:                                                                                                                       

Theorem 13.30 If  M ≥ 2, k(©V) is a #-core for !�£ and k((!�£)V) is a #-core for ©.                                                                             



Proof  k(©�) ⊂ k(!�£),  � = 1,2,3 by Theorem 13.24. We prove first that k(©�) is a #-core for !�£ . Since 

k((!�£)�) is a #-core for !�£ , it suffices to show that 

                                                             kt!�£ ↾ k(©�)u ⊃ k(©�)                                                                     (13.74)  

We use the smoothing operator, for Á =  1 , 2, 3, . . .,  
                                                                      /Ã = v1 + �

Ã (© + >)w��,                                                                  (13.75)  

which has the following properties 

                                                                        /Ã: k(©å) → k(©å=�),                                                                   (13.76) 

                                                                                 �/Ã�# ≤ 1,                                                                            (13.77) 

                                                                              st. #- limÃ→ C ∗ /Ã ,                                                                      (13.78) 

and on k(© ), ]/Ã , ©c = 0. Let Õ ∈ k((!�£)�). Since k((!�£)�) ⊂ k(© ), /ÃÕ ∈ k(©�), by (13.76). Since         

/ÃÕ → Õ the desired inclusion (13.74) would follow from 

                                                                             !�£/ÃÕ → !�£Õ.                                                                    (13.79) 

We now prove (13.79) for all Õ ∈ k((!�£)�). First we show that for Ω ∈ k(©�), � = 1,2,3 , 
                                                       !�£/ÃΩ = /Ã!�£Ω − �

Ã /Ã	£ Ë¢#jJ\'J(\)l
¢#J� Í /ÃΩ.                                             (13.80) 

Each term in (13.80) is defined since k(©�) ⊂ k(!�£), � = 1,2,3, and 	£ is defined on k(© ) ⊂ k(© �). We now 

compute ]/Ã , !�£c on k(©�). If Ω ∈ k(©�) 

      ]/Ã , !�£cΩ = /Ã/Ã�� ]/Ã , !�£c/Ã��/ÃΩ = /Ã]!�£ , /Ã��c/ÃΩ = �
Ã /Ã´!�£ , ©¶/ÃΩ = �

Ã /Ã	£ Ë¢#jJ\'J(\)l
¢#J� Í /ÃΩ.   

Here we have used Theorem 13.25, part (1) and (6.17). Hence we have established (13.80) on the domain k(©�). 
Let Õ ∈ k((!�£)�), Ω ∈ k(©�). Since !�£ , � = 1,2,3  is self #-adjoint on k(!�£),  
                                           〈/Ã!�£Ω, Õ〉# = 〈!�£Ω, /ÃÕ〉# = 〈Ω, !�£/ÃÕ〉#. 
And                                                                                                                                                                     

                                                           〈!�£/ÃΩ, Õ〉# = 〈Ω, /Ã!�£Õ〉#. 

Thus one obtains   

         〈Ω, ]!�£/ÃcÕ〉# = 〈]/Ã!�£cΩ, Õ〉# = 〈�
Ã  /Ã	£ Ë¢#jJ\'J(\)l

¢#J� Í /ÃΩ, Õ〉# = 〈Ω, − �
Ã  /Ã	£ Ë¢#jJ\'J(\)l

¢#J� Í /ÃÕ〉#.   
Since k(©�) is #-dense, 



                                                       !�£/ÃÕ = /Ã!�£Õ − �
Ã /Ã	£ Ë¢#jJ\'J(\)l

¢#J� Í /ÃÕ.                                            (13.81)  

And therefore (13.80) holds on k((!�£)�).The strong #-convergence (13.78) now follows. By (13.77),  

                                                                  /Ã!�£/ÃÕ → /Ã!�£Õ.   
 And  

                
�
Ã »/Ã	£ Ë¢#jJ\'J(\)l

¢#J� Í /ÃÕ»
#

≤ �
Ã »	£ Ë¢#jJ\'J(\)l

¢#J� Í /ÃÕ»
#

≤ const �
Ã �(©� + *) /ÃÕ�# ≤ 

                  ≤ const �
Ã �(©� + >) /ÃÕ�# = const �

Ã �/Ã(©� + >) Õ�# ≤ const �
Ã ‖(©� + >) Õ‖# →# 0 if Á → ∞ ∗ . 

We have used the fact that Õ ∈ k((!�£)�) ⊂ k(© ) ⊂ k(© �). Hence by (13.81),              

                                                                    !�£/ÃÕ → !�£Õ 

which proves (13.79) and establishes that k(©�) is a #-core for !�£. The inequality (13.46) and the fact that 
k(©V) for M ≥ 2, is a #-core for ©� shows that 

                                                             kt!�£ ↾ k(©�)u ⊃ k(©�),.  
Since k(©�) is a #-core, it follows that k(©V) is also a #-core for !�£. The proof that k((!�£)V) is a #-core for © 
is similar, and follows the above proof by interchanging © with !�£ . In the following, we assume that !�£ and © 
are given by by 

                                           !�£ = [©� + ö�t�£��(£)u + ö�(�£�� ),  © ≜ ©�,& + ©�,& ,  

where ©� ≜ ©�,& and ö� ≜ ©�,& and assume that (13.58-(13.60) ) hold.                                                                                  

Theorem 13.31 Let Y ∈ W@AB# ( ℝ ∗  #�) and suppY ⊂ ℜ´Q,P¶

 , then the operator �#(Y) is defined on k((!�£)�), 

�#(Y): k((!�£)�) → k(!�£), � = 1,2,3 and, as the operator equalities on k(!�£), � = 1,2,3 

                                                       ́ °!�£ , �&# (Y)¶ = −�&# j� S#Ì
S#J\ + �£ S#Ì

S#�l.                                                     (13.82) 

Remark 13.11 Note that for Y real, the operator �&# (Y) is essentially self #-adjoint on k(©V) for any M ≥ 1/2  and 

                                                       �&# (Y): k((© + >)V) → k j(© + >)V�¦
�l.                                                     (13.83) 

Proof The terms in (13.82) are operators on k(©�) since �&# (Y)k(©�) ⊂ k(©�) ⊂ k(!�£), � = 1,2,3 and !�£k(©�) ⊂ k(© ) ⊂ kt�&# (Y)u by (13.83) and Theorem 13.25. Note that by Theorem 11.40 (13.82) holds on   

the   domain k(©Á). Assuming this, we now can to prove the theorem. Let Õ ∈ k((!�£)�), � = 1,2,3. By Theorem 
11.29, k((!�£)�) ⊂ k(© ) and by (13.83) we get Õ ∈ kt�&# (Y)u. Let us prove now that 
                                                          �&# (Y)Õ ∈ k(!�£), � = 1,2,3.                                                                                   (13.84) 
Note that !�£Õ ∈ k(!�£) ⊂ k j(© + >)¦

�l ⊂ kt�&# (Y)u by Theorem 11.29 and (159), also for � = 1,2,3 



                                                         Õ ∈ k Ë�&# j� S#Ì
S#J\ + �£ S#Ì

S#�lÍ. 
Therefore by the assumption mentioned above that (158) holds on domain k(©Á), we get for all � = 1,2,3  and for 
all Ð ∈ k(©Á) that  

                       〈!�£Ð, �&# (Y)!�£Õ〉 = 〈Ð, �&# (Y)!�£Õ〉 + ° 〈Ð, �&# j� S#Ì
S#J\ + �£ S#Ì

S#�l Õ〉.                                (13.85) 

So �&# (Y)Õ ∈ ktt!�£ ↾ k(©Á)u∗u for � = 1,2,3. By Theorem 11.31, k(©Á) is a #-core for the  !�£ , � = 1,2,3 

and therefore we get inclusion (13.84). By using (13.84) we can rewrite (13.85) in the following equivalent form 

                                〈Ð, ´!�£ , �&# (Y)¶Õ〉 = 〈Ð, °�&# j� S#Ì
S#J\ + �£ S#Ì

S#�l Õ〉.                                                                   (13.86) 

Since k(©Á) is #-dense, we get´!�£ , �&# (Y)¶Õ = °�&# j� S#Ì
S#J\ + �£ S#Ì

S#�l Õ, proving (13.82) on the stated domains 

k(!�£), � = 1,2,3.                                                                                                                                                                  
Remark 13.12 Let us consider the self #-adjoint operators 

                                            !�£(�) = /��-exp(−°�©)!�£/��-exp(°�©), � = 1,2,3.  
Since the operator /��-exp(°�©) leaves k(©V) invariant, we have by Theorem 11.29 and Theorem 11.26 that 

k(©�) ⊂ kt!�£(�)u, � = 1,2,3 and for � = 2, 3, 4 we have that  

                                                 !�£(�): k(©å) → k(©å��), � = 1,2,3.                                                                         (13.87) 

Let Y ∈ W@AB# ( ℝ ∗  #
) with suppY ⊂ ℜ�
  for * = ´�, >¶. By (13.83) and (13.87) we can to conclude that 

�#(Y)k(©�) ⊂ k(©�) ⊂ kt!�£(�)u, � = 1,2,3 and  !�£(�)k(©�) ⊂ k(© ) ⊂ k(�&#(Y) ) or more generally, we  

can replace the operator �&#(Y) by /��-exp(°�©)�&#(Y)/��-exp(−°�©). Thus for Õ ∈ k(©�) and Y ∈ W@AB# ( ℝ ∗  #
) 

with suppY ⊂ ℜ∆
 , we can to define the functions  

              ç£(�) = 〈Õ, ´°!�£(�), �&#(Y)¶Õ〉 = 〈Õ(�), ´°!�£ , /��-exp(°�©)�&# (Y)/��-exp(−°�©)¶Õ(�)〉.          (13.88) 

Where                                                                                                                                      

                                                             Õ(�) = /��-exp(°�©)Õ.                                                                          (13.89) 

Let * = ´�, >¶, *� = ´� − ., > + .¶  and let ℜ∆� be the causal shadow of ∆�= *� ×  *� ×  *�. Let ℜá
  be a set  

               ℜá
 = ℜ∆R|º| ∩ p(�, �)||�| < �
� ¨q = p(�, �)||�| < �

� ¨, � + |Q| + |�| < > − |Q| − |�|q.                            (13.90)  

Note that the points of  ℜá
 have small times, and ℜá
 translated by times less than |Q| lies in ℜ∆
.                                      
Theorem 13.32  Let Õ ∈ k(©Á), then ç£(�), � = 1,2,3 in (13.88) is twice #-continuously #-differentiable. If 

function Y has #-compact support in ℜá, then for |�| ≤ |Q|, ¢#��\(�)
¢#�� ≡ 0.                                                                                                       

Proof First we prove the #-differentiability of ç£(�), � = 1,2,3. Let ∆V be the difference quotient for the 
M-derivative of /��-exp(°�©) at � = 0. For instance, 

                                                        ∆�(¨) = ¨��(/��-exp(°¨©) − * ).  
Note that for a given vector  Õ ∈ k(©V), and K + Á ≤ M, as ¨ →# 0, we get 



                                           �©¤X∆Ã(¨) − (°©)ÃdÕ�# = �X∆Ã(¨) − (°©)Ãd©¤Õ�# →# 0.  

Hence, for Õ ∈ k(©V), the operator valued functions  !�£(/��-exp(°�©) ) is M − 2 times #-differentiable, since 

for Á ≤ M − 2 we get �!�£(/��-exp(°�©) )X∆Ã(¨) − (°©)ÃdÕ�# ≤ �X∆Ã(¨) − (°©)Ãd(© + >)�Õ�# →# 0. All these 

functions ç£(�) has the following form 

   ç£(�) = °〈!�£(/��-exp(°�©) )Õ, /��-exp(°�©)�&# (Y)Õ〉 − °〈/��-exp(°�©)�&# (Y)Õ, !�£(/��-exp(°�©) )Õ〉.                         
For a given vector  Õ ∈ k(©Á), �&# (Y)Õ ∈ k(©
) and ç£(�) is three times #-continuously #-differentiable. Note 
that 

                
¢#�\(�)

¢#�  = 〈!�£©Õ(�), /��-exp(°�©)�&# (Y)Õ〉 − 〈!�£Õ(�), ©(/��-exp(°�©) )Õ〉 −                       (13.91) 

                       −〈/��-exp(°�©)�&# (Y)Õ, ©!�£Õ(�)〉 + 〈/��-exp(°�©)�&# (Y)Õ, !�£©Õ(�)〉. 
By rearranging the terms in (13.91) and using the domain relations of Theorem 11.26.1 we obtain by (143) that 

                          
¢#�\(�)

¢#�  = 〈Õ, ´©, !�£(�)¶�&# (Y)Õ〉 − 〈�&# (Y)Õ, ´©, !�£(�)¶Õ〉 =                                           (13.92)    

                            −° 〈Õ, (/��-exp(−°�©) )	 Ë¢#jJ\'J(\)l
¢#J\ Í (/��-exp(°�©) )�&# (Y)Õ〉 + 

                                 ° 〈�&# (Y)Õ, (/��-exp(−°�©) )	 Ë¢#jJ\'J(\)l
¢#J\ Í (/��-exp(°�©) )Õ〉. 

By #-differentiating (13.92) and writing 	£ for the operator 	 Ë¢#jJ\'J(\)l
¢#J\ Í we obtain 

                              
¢#��\(�)

¢#�� = −〈Õ, (/��-exp(−°�©) )´©, 	£¶(/��-exp(°�©) )Õ〉 +                                           (13.93) 

                                        〈�&# (Y)Õ, (/��-exp(−°�©) )´©, 	£¶(/��-exp(°�©) )Õ〉 = 

                ° 〈Õ(�), �	X Ë¢#�jJ\'J(\)l
¢#J\� 

Í − ö� j¢#('¦)
¢#J\ l , (/��-exp(°�©) )�&# (Y)(/��-exp(−°�©) )Õ�〉. 

Note that the all terms in (13.93) are well defined. For instance, ©	£(/��-exp(°�©) )�&# (Y)Õ is well defined since, 
for a given vector Õ ∈ k(©Á), (/��-exp(°�©) )�&# (Y)Õ ∈ k(©
), and by Theorem 11.26 for all � = 1,2,3 we 
obtain 

                              	£(/��-exp(°�©) )�&# (Y)Õ = ´°©,!�£¶(/��-exp(°�©) )�&# (Y)Õ.  
Note that ©!�£tk(©
)u ⊂ k(© ) and !�£©tk(©
)u ⊂ k(© ), so ©	£(/��-exp(°�©) )�&# (Y)Õ is well defined.         

Now, assuming that suppY ⊂ ℜá
, |�| ≤ |Q| we can to show that 
¢#��\(�)

¢#�� ≡ 0, � = 1,2,3, this proof is based on the 

locality of the operators W£, � = 1,2,3 

                                                    W£ = 	X& Ë¢#�jJ\'J(\)l
¢#J\� Í − ö� j¢#'¦ 

¢#J\l.                                                                    (13.94) 

The operators W£ are symmetric on k(©�ñ) and by (153) for � = 1,2,3 and ° = 1,2,3   



                                                                   
¢#�jJ\'J(\)l

¢#J\� = 0 = ¢#'¦ 
¢#J\   

in a neighbourhood of ∆= ´�, >¶�. We prove that W£ , � = 1,2,3 commutes with the von Neumann algebra  Ô(*) =
X/��-expt°�&# (ℎ�) + °ê&# (ℎ�)u|ℎ� = ℎla ∈ W@AB# ( ℝ ∗  #�), suppℎ� ⊂ ℜ�d--

generated by the spectral projections of the 

time zero fields  /��- n �&#(�) 
ℝ ∗ W#� ℎ�(�)o#�� and /��- n ê&#(�) 

ℝ ∗ W#� ℎ�(�)o#��, ℎ� = ℎla ∈ W@AB# ( ℝ ∗  #�), suppℎ� ⊂ ℜ�.                                                                                                                 

Theorem 13.33 On the domain k(©�) for � = 1,2,3 the equalities hold 

                                                            ́W£ , Ô(*)¶k(©�) = 0.                                                                               (13.95)  

Proof Let k# be the domain of well-behaved vectors. 

                    k# = XÕ ∈ ℱ#|Õ�V) ∈ W@AB# ( ℝ ∗  #�V), Õ(¤) = 0 for all sufficiently large md.                                   (13.96) 

For Ð�, Ð� ∈ k#, direct momentum space computation gives for all M ∈ ℕ ∗  

                       〈W£Ð�, t�&# (ℎ�) + ê&# (ℎ�)uVÐ�〉 = 〈t�&# (ℎ�) + ê&# (ℎ�)uVÐ�, W£Ð�〉                                           (13.97) 

By easy computation we get the inequality �t�&# (ℎ�) + ê&# (ℎ�)uVÐ � ≤ s�s�V(M!)¦
� for constants s� and s� 

depending on vector Ð ∈ k#. Therefore Ð ∈ k# are entire vectors for the operator t�&# (ℎ�) + ê&# (ℎ�)u,  and the 

sum                                                                                                                                   

                         +Ð = /��- ∑ j�Y�#  (T¦)=���#  (T�)l�
V!C ∗Væ� Ð = /��-exp]°t�&# (ℎ�) + ê&# (ℎ�)ucÐ                                (13.98)    

#-converges strongly. Now, we multiply (13.97) by ° V(M!)�� and by summation over M using the #-convergence of 
the hyper infinite series (13.98) we get for all � = 1,2,3 that 

                                                〈W£Ð�, +Ð�〉# = 〈+∗Ð�, W£Ð�〉# = 〈Ð�, +W£Ð�〉#  

for Ð� ∈ k#, ° = 1,2. Note that this equality extends to Ð� ∈ k(©�&ñ), ° = 1,2 since k# is a core for operators ©�&ñ 
and W£ and 

                                                                ‖W£Ð‖# ≤ Æ‖(©�&ñ + *)Ð‖#,  
where Æ is finite constant. Therefore for Ð ∈ k(©�&ñ), we have proved that +Ð ∈ k(W£∗) and 

                                                                     W£∗+Ð = +W£ Ð, � = 1,2,3.                                                    

For the next step we now prove that Ð ∈ k(©�&ñ) ⇒ +Ð ∈ k(©�&ñ), so that 

                                                                 W£ +Ð = +W£Ð, � = 1,2,3,                                                                     (13.99) 

since the operators W£  are symmetric on k(©�&ñ). We define on k(©�&ñ) a #-norm by 

                                                                    ‖Ð‖# = ‖(©�&ñ + *)Ð‖#�.  
Note that the corresponding scalar product makes k(©�&ñ) a non-Archimedean Hubert space, say ©#� . For the next 

step we now prove that the operator ℬ = �&# (ℎ�) + ê&# (ℎ�) generates a one parameter group 

                                       +([) = /��-exp(°[ℬ) = /��-exp]°[tℬ = �&# (ℎ�) + ê&# (ℎ�)uc  



on ©#�  and therefore we need to prove that the operator 

                                                                ℬ� = (©�&ñ + *)ℬ(©�&ñ + *)��                                                        (13.100) 

is a generator to one parameter group on a corresponding Fock space. Since ℬ� is essentially self #-adjoint on k#, 
and on this domain we have that 

    ℬ� = ℬ + ´©�&ñ,ℬ¶(©�&ñ + *)�� = ℬ+ ´ñ,ℬ¶©�&(©�&ñ + *)�� + ñ´©�& ,ℬ¶(©�&ñ + *)�� = ℬ + ô.                      
Hear ô is bounded operator. Note that  ℬ� ↾ k# is a bounded perturbation of an essentially self #-adjoint operator. 

Hence it #- closure #- tℬ� ↾ k#uÈÈÈÈÈÈÈÈÈÈÈÈ generates a one parameter group on Fock space ℱ#, and operator ℬ ↾ (©�&ñ +*)k# has a #- closure in ©#�  that generates a one parameter group on ©#� . Since the topology of ©#�  is stronger than 
that of ℱ#,  the #-closure of ℬ ↾ (©�&ñ + *)k# in ©#�  is a restriction of #- ℬa in ℱ# and the one parameter group in 
©#�  is a restriction of the one parameter group generated by #- ℬa in ℱ#. This proves that  

                                                               +: k(©�&ñ) → k(©�&ñ)                                                                     (13.101) 

And (13.99).Therefore we have proved that  W£ +Ð = +W£Ð, � = 1,2,3. Now by passing to strong limits of linear 
combinations of such operators + we obtain (13.95) on restricting to the domain k(©�) ⊂ k(©�&ñ). This makes 
precise the statement that operators W£ , � = 1,2,3 are localized outside ∆= ´�, >¶�.                                                                                                     

Remark 13.13 Note that for each ��, |��| ≤ |Q�|, the spectral projections of  /��- n �&#(�)Y(�, ��)o#�� 
ℝ ∗ W#�  belong to 

Ô j#-intt∆�|á|ul, where #-intt∆�|á|u is the #-interior of  ∆�|á|= 4�|(�, ��) ∈ ℜá
7 = 4(��, ��, ��)|� + |Q| < �£ <
> − |Q|7. Note that suppY ⊂ ℜá
, hence the spectral projections of 

                    /��-exp´°©(� + ��)¶ j/��- n �&#(�)Y(�, ��)o#�� 
ℝ ∗ W#� l /��-exp´−°©(� + ��)¶                             (13.102) 

belong to Ô j#-intt∆|�|�|á|ul. For |�| ≤ |Q|, #-°M�t∆|�|�|á|u ⊂ ∆; so the spectral projections of  (13.102) belong to 

Ô(∆). Now we use the locality property (13.95) of the operators W£ , � = 1,2,3. Note that for vector Ð ∈ k(©�),Õ ∈
k(©�)  we have that 

                                                   Õ ∈ k j/��- n �&#(�, 0)Y(�, ��)o#�� 
ℝ ∗ W#� l,  

 and for �&#(Y) = /��- n �&#(�, �)Y(�, � )o#�� 
ℝ ∗ W#� o#�, by (159) it follows 

                                                    /��-exp´°�©¶�&#(Y)/��-exp´°�©¶Õ ∈ k(©�).                                               (13.103) 

Therefore by (13.95) and the localization of (13.102) for all � = 1,2,3 we get 

                〈W£ Ð, /��-exp´°©(� + ��)¶ j/��- n �&#(�)Y(�, ��)o#�� 
ℝ ∗ W#� l /��-exp´−°©(� + ��)¶Õ〉 =                (13.104) 

                   〈/��-exp´°©(� + ��)¶ j/��- n �&#(�)Y(�, ��)o#�� 
ℝ ∗ W#� l /��-exp´−°©(� + ��)¶Ð, W£ Õ〉.     

Note that for |�| ≤ |Q| and Y ∈ W@AB# ( ℝ ∗  #
) with suppY ⊂ ℜá
  we can integrate the equality (13.104) over �� to obtain 

      〈W£ Ð, /��-exp´°©(�)¶�&#(Y)/��-exp´−°©(�)¶Õ〉 = 〈/��-exp´°©(�)¶�&#(Y)/��-exp´−°©(�)¶Ð, W£ Õ〉 =                  

                                            〈Ð, W£ /��-exp´°©(�)¶�&#(Y)/��-exp´−°©(�)¶Õ〉.                                                  (13.105) 



Here the last equality in (13.105) follows by (13.103) and the fact that W£  is a symmetric operator on k(©�&ñ) ⊃
k(©�). From (13.105) we obtain that W£ Õ ∈ ktt(/��-exp´°©(�)¶�&#(Y)/��-exp´−°©(�)¶) ↾ k(©�)u∗u and 

therefore that 

                                           W£ Õ ∈ k(/��-exp´°©(�)¶�&#(Y)/��-exp´−°©(�)¶),  
since k(©�) is a #-core for �&#(Y). Finally from (13.105) we get for |�| ≤ |Q| and Y ∈ W@AB# ( ℝ ∗  #
) with suppY ⊂ ℜá
  
for all � = 1,2,3 that 

             W£ /��-exp´°©(�)¶�&#(Y)/��-exp´−°©(�)¶Õ = /��-exp´°©(�)¶�&#(Y)/��-exp´−°©(�)¶W£ Õ.           (13.106) 

We apply the relations (13.106) to (13.93). In that case Õ(�) ∈ k(©Á) ⊂ k(©�), so 

                                                                       
¢#��\(�)

¢#�� ≡ 0, for |�| ≤ |Q|.                       
Theorem 13.34 [15] Let Y ∈ W@AB# ( ℝ ∗  #
) and suppY ⊂ ℜá
 , then on domain k(©Á) the operator equalities hold for 

all � = 1,2,3 

                                          ´°!�£(Q), �&#(Y) ¶ = ´°!�£ , �&#(Y) ¶ − Q �	£ Ë¢#jJ\'J(\)l
¢#J\ Í , �&#(Y)�.                        (13.107) 

Proof Each of the six terms in (13.107) is an operator defined on k(©Á), since �&#(Y): k(©å) → k(©å��),     !�£(Q): k(©å) → k(©å��) for � = 2, 3, 4, � = 1,2,3, and (by Theorem 6.3) 

                                                                 	£ Ë¢#jJ\'J(\)l
¢#J\ Í : k(©�) → k(© ).       

Let  Õ ∈ k(©Á) . Then we get 

                                                                 〈Õ, ´°!�£(Q), �&#(Y) ¶Õ〉# =  ç£(Q) 

for ç£ , � = 1,2,3 defined in (6.45). By Theorem 13.32, any ç£  has two #-derivatives. Hence by generalized Taylor's 
theorem with remainder [13], 

                                                                ç£(Q)= ç£(0) + Qç£#-(0) + á�
� ç£#--(�) 

for some �, |�| ≤ |Q|. Furthermore, by Theorem 13.32 for � = 1,2,3, 

                                                                       ç£(Q) =  ç£(0) + Qç£#-(0) 

By definition, for � = 1,2,3,  

                                                                ç£(0) = 〈Õ, ´°!�£ , �&#(Y) ¶Õ〉# 

and by (13.92),    

                                                       ç£#-(0) = −° 〈Õ, �	£ Ë¢#jJ\'J(\)l
¢#J\ Í , �&#(Y) �Õ〉#. 

This proves the equality  



                          〈Õ, ´!�£(Q), �&#(Y) ¶Õ〉# = 〈Õ, ´°!�£ , �&#(Y) ¶Õ〉# − Q 〈Õ, �°	£ Ë¢#jJ\'J(\)l
¢#J\ Í , �&#(Y) �Õ〉# 

which proving (13.107) by polarization and the #-density of k(©Á).                                                                                            
The next step in the proof of Theorem 13.31 is to pass to the sharp time #-limit of Theorem 11.35, thus we need to 

choose a hyper infinite sequence of functions YV ∈ W@AB# ( ℝ ∗  #
), M ∈ ℕ ∗  which pick out a time zero contribution in the 
#-limit. Let us define now 

                                                 ô&(Y, �) = /��- n �&#(�)Y(�, �)o#�� 
ℝ ∗ W#� ,                                                          (13.108) 

                                                 ï&(Y, �) = /��- n ê&#(�)Y(�, �)o#�� 
ℝ ∗ W#� .                                                           (13.109) 

Where �&#(�) and ê&#(�) the canonical time-zero fields. For real Y ∈ W@AB# ( ℝ ∗  #
), with #-compact support, ô&(Y, �) 

and ï&(Y, �) are essentially self-#-adjoint on k j(© + >)¦
�l. Let Y ∈ �  �C ∗ ( ℜ�
) and let YV(�, �) ∈ W@AB# ( ℝ ∗  #
), M ∈ ℕ ∗  

be a hyper infinite sequence of functions of the following form YV(�, �) = YV(�, Q).V(�) with support in ℜá
 and 
#-converging in the weak sense to YV(�, Q). (�) as M → ∞. ∗  For the vector  Õ ∈ k(©Á), the vectors !�£(Q)Õ, � =
1,2,3, and the vectors 

                                                      !�£(Q)Õ,!�£Õ, 	 Ë¢#jJ\'J(\)l
¢#J\ Í Õ  

the same as in the proof of Theorem 11.35. Note that the bilinear form  �&#(�, �) for (�, �) ∈ ℜ�
 determines a 
bounded operator 

                                               Ì(�, �) = (© + >)¦
� �&#(�, �)(© + >)�¦

�.                                                              (13.110)  

Note that the operator valued function Ì(�, �)  is #-continuous in variable (�, �).                                                                                                                     

Theorem 13.35 Let Y ∈ W@AB# ( ℝ ∗  #
) and suppY ⊂ ℜ∆
. Then, in the sense of bilinear forms on k(©Á) × k(©Á), for 
all � = 1,2,3 

                               ´°!�£(Q), ô&(Y, Q)¶ = ´°!�£ , ô&(Y, Q)¶ − Q´°	£ , ô&(Y, Q)¶                                                 (13.111)  

Here 	£ = 	£ Ë¢#jJ\'J(\)l
¢#J\ Í.                                                                                                                                         

Proof Choose a m∗-#-convergent sequence of #-measures YV(�, �) ∈ W@AB# ( ℝ ∗  #
), M ∈ ℕ  ∗ as above. Consider, for 
example, the first term in (13.107) as a bilinear form on k(©Á) × k(©Á). Let Õ, Ð ∈ k(©Á)  

                 〈Õ, ´°!�£(Q), �&#(YV) ¶Ð〉# = /��- n 〈−°!�£(Q)Ð, �&#(�, �)Õ〉#Y(�, Q).V(�)o#�� 
ℝ ∗ W#Ê o#� +  

                                      +/��- n 〈�&#(�, �)Ð, °!�£(Q)Õ〉#Y(�, Q).V(�)o#�� 
ℝ ∗ W#Ê o#�,                                         (13.112) 

where on the right hand side �&#(�, �) is considered as a bilinear form on k j(© + >)¦
�l × k j(© + >)¦

�l 

#-continuous in (�, �) by (13.110). Thus, by the #-convergence of the YV the terms on the right hand side of (13.112) 
#-converge as M → ∞ ∗   to           

                 /��- n 〈– °!�£(Q)Ð, �&#(�)Õ〉#Y(�, Q)o#�� 
ℝ ∗ W#Ê + /��- n 〈�&#(�)Ð, °!�£(Q)Õ〉#Y(�, Q)o#�� 

ℝ ∗ W#Ê .                                        



This is the left side of (13.111), evaluated on Ð ×  Õ. The other terms of (13.111) are similarly obtained by passing 
to the same #-limit in (13.107).                                                                                                                                   

Theorem 13.36 [15] Let Y ∈ �  �C ∗ ( ℜ∆
). As an equality of bilinear forms on k(© ) × k(© ) 

                                                                ́° 	£ , ô&(Y, Q)¶ = ô& j ¢#Ì
¢#J\ , Ql.                                                           (13.113) 

                                                                       	£ = 	£ Ë¢#jJ\'J(\)l
¢#J\ Í.                                                                   (13.114)                                                                        

Proof Let k# is the domain k# = XÕ ∈ ℱ#|Õ�V) ∈ W@AB# ( ℝ ∗  #�V), Õ(¤) = 0 for all sufficiently large md of #-smooth 

vectors. We prove (13.113) in the sense of bilinear forms on k# × k# by direct computation in momentum space 
for � = 1,2,3 (e.g. as in the proof of Theorem 13.26):  

                                                       ´° 	£ , ô&(Y, Q)¶ = ô& � ¢#
¢#J\ �Y ¢#J\'J(\)

¢#J\ 
 , Q
 

which agrees with (13.113) because �£��(£) = �£ − [ on a #-neighbourhood of ∆= *�, while Y(�, �) vanishes for 

� ∉ ∆. Note that k# is a #-core for ©�& and  

                                                      |〈 	£Õ, ô&(Y, Q)Õ〉#| ≤ const‖�©�& + *)‖#,   
for all Õ ∈ k(©�&). Hence the equality (13.113) extends from k# × k# to k(©�&) × k(©�&), since the operators 
involved are closable. Since k(©&) ⊂ k(©�&), the theorem is proved.                                                                                                          

Theorem 11.37 Let Y ∈ �  �C ∗ ( ℜ∆
). As the equalities of bilinear forms on k(©�) × k(©�) for all � = 1,2,3 

                                              ´°!�£ , ô&(Y, Q)¶ = ´°©, ô&(�£Y, Q)¶ = ï&(�£Y, Q).                                              (13.115) 
Proof The proof is similar to the proof of Theorem 13.36.                                                                                      

Theorem 11.38 [15] Let |Y|#� be the #-norm |Y|#� = s j/��- n p‖Y(∙, �)‖#� + ∑ �UJ�# Y(∙, �)�#�
��æ� q o#� 

ℝ ∗ �#Ç l.                

Let  |Y|#� is finite. Then on the domain  k j�© + >�
�
�l, ), the field �&

#�Y� satisfies the following equation 

                                             �U�#�&#��Y� = −�&#�U�#Y� = ê&#�Y� = [°©, �&#�Y�].                                               (13.116) 

Proof Note that the first equality in (13.116) is the definition of a distribution #-derivative. The out the difference 

quotient ∆¡Y��, �� to #-derivative  U�#Y reads ∆¡Y��, �� = [Ì�J=¡,���Ì�J,��]
¡ ,  note that #-lim¡→#� ∆¡Y��, �� =

U�
#Y��, ��. Note that for any vector Õ such that Õ ∈ k j�© + >�

¦
�l by canonical consideration we get   

                                                      #-lim
¡→#�

��&
#�U�

#Y�Õ − �&
#t∆¡Y��, ��uÕ�# = 0. 

We have for Õ ∈ k j�© + >�
�
�l that   

                    �&
#t∆¡Y��, ��uÕ = ¨���* − /��-exp[°¨©]� p/��- n �&

#��, � − ¨�Y��, ��o#��Õo#� 
ℝ ∗ �#Ç q+ 

                                              ¨�� p/��- n ô&�Y, ���/��-exp[°¨©] − *�Õo#� 
ℝ ∗ �#Ç q. 



Here the last term #-converges as ¨ →# 0 and it #-limit is: ° j/��- n ô&(Y, �)©Õo#� 
ℝ ∗ �#Ç l. Since �&

#t∆¡Y��, ��uÕ  

#-converges as ¨ →# 0, the remaining term in expression for �&
#t∆¡Y��, ��uÕ  #-converges also to a #-limit Õ�. For 

Ð ∈ k�©� we obtain that 

   〈Ð, Õ�〉 = #-lim
¡→#�

〈Ð, ¨���* − /��-exp[°¨©]� p/��- n �&
#��, � − ¨�Y��, ��o#��Õo#� 

ℝ ∗ �#Ç q〉 = 〈°©Ð, �&
#�Y�Õ〉. 

Since © = ©∗, it follows that �&#�Y�Õ ∈ k�©� and Õ� = °©�&#�Y�Õ and therefore: −�&#�U�#Y�Õ = [°©, �&#�Y�]Õ. 
From the above equation we obtain 

                            〈Õ, �&
#�U�

#Y�Õ〉 = /��- n 〈©Õ���, /��- n �&
#��, 0�Y��, ��o#��Õ���  

ℝ ∗ �#Ç 〉 
ℝ ∗ �#

o#� − 

                                      /��- n 〈/��- n �&
#��, 0�Y��, ��o#��Õ���, ©Õ��� 

ℝ ∗ �#Ç 〉 
ℝ ∗ �#

o#�. 

Here Õ��� = /��-exp[°�©]Õ. Note that Õ��� ∈ k�©�&� ∩ kt©�,&u, and �©�,&tÕ��� − Õ�Q�u�# ≤ ���© +
>�tÕ��� − Õ�Q�u�# →# 0, as |� − Q| →# 0. Therefore we may substitute ©�& + ©�,& for © and consider each term 

separately. Note that the operators ©�,& and /��- n �&#(�, 0)Y(�, �)o#��   
ℝ ∗ �#Ç  commute and therefore ©�,& contribute 

zero to equality above. The following identity by canonical computation holds for any  Õ ∈ k�©�&�, in particular for 
Õ��� = /��-exp[°�©]Õ ∈ k�©�&� 

             〈©�&Õ, /��- n �&#��, 0�Y��, ��o#��Õ   
ℝ ∗ �#Ç 〉 − 〈/��- n �&#��, 0�Y��, ��o#��Õ   

ℝ ∗ �#Ç , ©�&Õ〉 =  

                                            〈Õ, −°/��- n ê&
#��, 0�Y��, ��o#��Õ   

ℝ ∗ �#Ç 〉. 

Therefore finally we get 

                 °〈Õ, �&
#�U�

#Y�Õ〉 = /��- n 〈Õ���, −°/��- n ê&
#��, 0�Y��, ��o#��Õ  

ℝ ∗ �#Ç 〉 
ℝ ∗ �#

o#� = 〈Õ, −°ê&
#�Y�Õ〉. 

This equality finalized the proof.                                                                                                                             
Theorem 13.39 As the operator equalities on k�©Á� for all � = 1,2,3 

                                                [°!�£ , �&
# �Y�] = −�&

# j� S#Ì
S#J\ + �£

S#Ì
S#�l.                                                          (13.117) 

Proof We first prove (13.117) as equalities of bilinear forms on k�©Á� × k�©Á�. Let Õ is a near standard vector 
and Õ ∈ k�©Á�. By Theorems 13.37-13.39, for all � = 1,2,3 we get   

                               〈Õ, °!�£�Q�, ô&�Y, Q�Õ〉# = 〈Õ, ï&��£Y, Q�Õ, 〉# − 〈Õ, ô& j ¢#Ì
¢#J\ , Ql Õ〉#.  

Substituting /��-exp�°©Q� for Õ, we obtain for all � = 1,2,3 that 

                                    〈Õ, [°!�£ , /��-exp�°©Q�ô&�Y, Q�/��-exp�−°©Q�]Õ〉# =                                             (13.118) 

                             〈Õ, /��-exp�°©Q� pï&��£Y, Q� − ô& jQ ¢#Ì
¢#J\ , Qlq /��-exp�−°©Q�Õ〉#. 

From (13.116) we get    

                          /��- n /��-exp�°©�� 
ℝ ∗ �#� ê&

#���/��-exp�°©��Y��, ��o#��o#� = −�&
# jS #Ì

S #�l.                         (13.119) 



Using (13.119) we integrate (13.118) over s to obtain for all � = 1,2,3  the equalities of bilinear forms 

                                           〈Õ, °!�£ , �&# (Y)Õ〉# = − 〈Õ, �&# j� S#Ì
S#J\ + �£ S#Ì

S#�l Õ〉#.                                         (13.120) 

Since !�£�&# (Y), �&# (Y)!�£, and �&# j� S#Ì
S#J\ + �£ S#Ì

S#�l are operators on k(©Á) for all � = 1,2,3, the operator 

equalities (13.117) follows by polarization and the #-density of  k(©Á). This final remark completes the proof of the 
theorem and hence it completes the proof of Theorem 13.39.                                                                                          

Theorem 13.40 [15] Let ℜ ⊂ ℝ ∗  ,@AB#
  be an bounded region in ℝ ∗  ,@AB#
   and let ç£(\, �, �), � = 1,2,3 be a functions 

such that ç£(\, �, �), \ ∈ ℝ ∗  ,@AB#  and 
S#�\(`,J,�)

S#`  are #- continuous in (\, �, �), where the partial #-derivative exists for 

each point (�, �) ∈ ℝ ∗  ,@AB#
 . Assume that for all Y(�, �) ∈ �  �,@ABC ∗ ( ℜ) the following equalities hold for all � = 1,2,3, 

                  /��- n S#�\(`,J,�)
S#` Y(�, �)o#��o#� 

ℝ ∗ �#Ç = −/��- n ç£�\, �, �� v�£
S#Ì
S#� + � S#Ì

S#J\w o#��o#� 
ℝ ∗ W#� .             (13.121) 

Then for all �\, �, �� such that Λû`��, �� ∈ ℜ for 0 ≤  x ≤  1, � = 1,2,3 

                                           ç£�\, �, �� = ç£ j0, Λû`��, ��l + .�\, �, �� =                                                         (13.122) 

                                ç£�0, �£ cosh \ + � sinh \, �£ sinh \ + � cosh \� + .�\, �, ��.             

Here .�\, �, �� is a nonzero function such that .�\, �, �� ≠ 0 and .�\, �, �� is #-differentiable with zero partial 

#-derivatives .`
#-�\, �, �� ≡ 0, .J\#L �\, �, �� ≡ 0, .�

#L�\, �, �� ≡ 0.                                                                           

Proof Obviously (13.122) is a solution to the equations (13.121). Thus we need prove uniqueness (13.122) for a 
given function .�\, �, �� and for all � = 1,2,3 and it is sufficient to prove uniqueness for the case ç£�0, �, �� =
.�0, �, ��. Let ô£ be the operator ô£ = �£

S#

S#� + � S#

S#J\. Note that by (177), provided suppY jΛû`L ��, ��l ⊂ ℜ we get   

                                      
S#

S#`L j/��- n ç£�\-, �, ��Y jΛû`L ��, ��l o#��o#� 
ℝ ∗ W#� l =                                               (13.123) 

                 /��- n pS#�\t`L,J,�u
S#`L Y jΛû`L ��, ��l + ç£�\-, �, ��ô£Y jΛû`L��, ��lq o#��o#� 

ℝ ∗ W#� = 0. 

Let  ℜ� = ⋂ Λû`  
� � û� � ℜ and Y��, �� ∈ �  

�,@AB
C ∗ t ℜ�u, then (13.123) holds for all \- such that 0 ≤ \- ≤ \. Note that for 

all functions Y��, �� ∈ �  
�,@AB

C ∗ � ℜ� the following equalities (13.124) hold for all � = 1,2,3, 

                                          /��- n ç£�\, �, ��Y jΛû`L��, ��l o#��o#� 
ℝ ∗ W#� = 0.                                                   (13.124) 

Thus, in the sense of distributions we obtain for all  � = 1,2,3 that 

                                                           ç£�\, �, �� = 0, ��, �� ∈ ℜ� .                                                                       (13.125) 

Since ç£�\, �, �� is #-continuous, (13.125) hold in usual sense everywhere in ℜ
. This establishes required 
uniqueness, and completes the proof of the theorem.                                                                                                                                    
Definition 13.18 (1) Let �©#, ‖∙‖#� be a linear normed space over field ℂ ∗ �#. An element � ∈ ©# is called finite or 

norm finite if ‖�‖# ∈ ℝ ∗  ,@AB
#  and we let Fin�©#� denote the set of the all finite elements of ©#; the element � ∈ ©# is 

called infinitesimal if ‖�‖# ≈ 0 and we write � ≈ T for ‖� − T‖# ≈ 0. (2)Let �©#, 〈∙,∙〉#� be a non-Archimedean 

Hilbert space over field ℂ ∗ �# endowed with a canonical  #-norm ‖�‖# = �〈�, �〉#, then we apply the same definition 



as in (1).                                                                                                                                                                  
Definition 13.19 Let ô be a linear operator ô: ©# → ©# with domain k(ô). Let k@AB(ô) ⊂ k(ô) be a subdomain 

such that for all  Õ ∈ k(ô): Õ ∈ k@AB(ô) ⟺ ‖�‖# ∈ ℝ ∗  ,@AB#  and let k@AB# (ô) be a subdomain k@AB# (ô) ⊂ k@AB(ô) such 

that for all  Õ ∈ k@AB(ô): Õ ∈ k@AB# (ô) ⟺ ‖ô�‖# ∈ ℝ ∗  ,@AB# .                                                                                              

Definition 13.20 Let �(∙,∙) be a bilinear form with domain k(�) × k(�) on ©# such that k(�) × k(�) ⊊ ©# × ©# 
and k(�) × k(�) → ℂ ∗  #. Let k@AB(�) × k@AB(�) ⊂ k(�) × k(�) be a subdomain such that for all 4Õ�, Õ�7 ∈
k@AB(�) × k@AB(�) ⟺ |〈Õ�, Õ�〉#| ∈ ℝ ∗  ,@AB# . Let k@AB# (�) × k@AB# (�) ⊂ k@AB(�) × k@AB(�) be a subdomain such that for 

all 4Õ�, Õ�7 ∈ k@AB(�) × k@AB(�): 4Õ�, Õ�7 ∈ k@AB# (�) × k@AB# (�) ⟺ �(Õ�, Õ�) ∈ ℂ ∗  ,@AB# .                                                                                            

Theorem 13.41[15] Assume that the operators !�£ = !&�£ = !�,&�£  + !�,&�£ , � = 1,2,3  satisfy conditions (152)-

(154) and where the operators !�,&�£   are defined by (125). We set now .(\, �, �) ≈ 0.                                                                                                                                                           

(1) If Y ∈ W@AB# ( ℝ ∗  #
), suppY ⊂ #-int( ℜ∆
), ∆= ´�, >¶�  and suppY�(`) ⊆ #-int( ℜ∆
) = ℘
 , then for all � = 1,2,3 on 

domains k@AB((!�£)�) 

                                      /��-exp(°!�£\)�&#(Y)/��-exp(−°!�£\) ≈ �&#tY�(`)u.                                           (13.126) 

Here the ≈ - equalities (198) hold as ≈ -equalites for self #-adjoint operators.                                                                                                                              

(2) If (�, �) ∈ ℜ∆
 and Λ`(�, �) ∈ ℜ∆
, then for all � = 1,2,3 

                            /��-exp(°!�£\)�&#(�, �)/��-exp(−°!�£\) ≈ �&# j Λ`(�, �)l                                      (13.127)  

Here the ≈ - equalities (13.127) hold in the sense of ℝ ∗  ,@AB# - valued bilinear forms on domains k@AB# (!�£) ×
k@AB# (!�£) and on domains k@AB# (!�£) × k@AB# (!�£).                                                                                                                                    

Remark 13.15 Note that: (1) for real-valued Y ∈ W@AB# ( ℝ ∗  #
) is a self-#-adjoint operator �&#(Y), essentially 
self -#-adjoint operator on a variety of appropriate domains. It is for this self #-adjoint operator that (13.126) is 

valid; (2) on the subdomains k@AB# ((!�£)�)  ≈ -equalites (13.126) entail for all � = 1,2,3 the equalities  

                        stt/��-exp(°!�£\)�&#(�, �)/��-exp(−°!�£\)u = st ��&# j Λ`(�, �)l
 ;  
 (3) on the subdomains k@AB# ((!�£)�) the ≈ -equalites (13.126) entail for all � = 1,2,3 the equalities  

                            stt/��-exp(°!�£\)�&#(Y)/��-exp(−°!�£\)u = st j�&#tY�(`)ul.                                                                                                                                                

Proof Let Õ ∈ k(!�£) and let ç£(\, �, �), � = 1,2,3    be the functions is defined by  

                       ç£(\, �, �) = 〈/��-exp(−°!�£\)Õ, �&#(�, �)(/��-exp(−°!�£\)Õ)〉#.                                     (13.128) 

For all (\, �, �) ∈ ℝ ∗  ,@AB# × ℝ ∗  ,@AB#
  and for Y ∈ W@AB# ( ℝ ∗  #
), let ç£(\, Y) be the function is defined by  

                               ç£(\, Y) = 〈/��-exp(−°!�£\)Õ, �&#(Y)(/��-exp(−°!�£\)Õ)〉# = 

                                              /��- n ç£(\, �, �)Y(�, �)o#��o#� ℘�Ê .                                                                      (13.129) 

Note that �&#(�, �) is a bilinear form defined on k j(© + >)�
�l × k j(© + >)�

�l, #-continuous in (�, �) ∈ ℝ ∗  ,@AB#
 . By 

Theorem 13.28 k(!�£) ⊂ k j(© + >)¦
�l and therefore ç£(\, �, �) is well defined and #-continuous in (�, �). Note   

that a function ç£(\, �, �) is #-continuously #-differentiable in \ ∈ ℝ ∗  ,@AB#  and for all � = 1,2,3 



                     
S#�\(`,J,�)

S#` = −〈/��-exp(−°!�£\)°!�£Õ, �&#(Y)(/��-exp(−°!�£\)Õ)〉#                                (13.130) 

                                 −〈/��-exp(−°!�£\)Õ, �&#(Y)(/��-exp(−°!�£\)°!�£Õ)〉#.  
By the canonical argument, we have for all � = 1,2,3 that  

                      
S#�\(`,Ì)

S#` = 〈/��-exp(−°!�£\)Õ, ´°!�£ , �&#(Y)¶(/��-exp(−°!�£\)Õ)〉# =                            (13.131)  

                                                /��- n ç£(\, �, �)Y(�, �)o#��o#� ℘�Ê .                                                                                                   

By Theorem 13.39 under the condition suppY ⊂ #-int( ℜ∆
) we have for all � = 1,2,3 that  

                   
S#�\(`,Ì)

S#` = − 〈/��-exp(−°!�£\)Õ, �&# j�£ S#Ì
S#� + � S#Ì

S#J\l /��-exp(−°!�£\)Õ〉# = 

                                −/��- n ç£(\, �, �) j�£ S#Ì
S#� + � S#Ì

S#J\l Y(�, �)o#��o#� 
ℝ ∗ W#� .                                                  (13.132) 

Therefore by Theorem 13.40 under the condition   

                                                              ⋃  Λû`(�, �) ∈ ℜ∆
 ��û��                                                                          (13.133) 

we have for all � = 1,2,3 that  

                                                 ç£(\, �, �) = ç£ j0,  Λû`(�, �)l + .(\, �, �)                                                      (13.134)                                         

That is, if (13.133) holds, then (13.134) also holds for all � = 1,2,3 and finally we get                                                                               

                           /��-exp(°!�£\)�&#(�, �)/��-exp(−°!�£\) = �&# j Λ`(�, �)l + .(\, �, �).                        (13.135) 

Here the equations (13.135) hold in the sense of bilinear forms on k((!�£)�) × k((!�£)�), i.e. 

 〈Õ�, /��-exp(°!�£\)�&#(�, �)/��-exp(−°!�£\)Õ�〉# = 〈Õ�, �&# j Λ`(�, �)l Õ�〉# + .(\, �, �)〈Õ�, Õ�〉#.    (13.136) 

From (13.136) on the domain k@AB#  ((!�£)�) × k@AB# ((!�£)�) ⊂ k@AB((!�£)�) × k@AB((!�£)�) ⊂ k((!�£)�) ×
k((!�£)�) we get the ≈ -equality 

             〈Õ�, /��-exp(°!�£\)�&#(�, �)/��-exp(−°!�£\)Õ�〉# ≈ 〈Õ�, �&# j Λ`(�, �)l Õ�〉#,                           (13.137) 

since 〈Õ�, Õ�〉  is finite and therefore  .(\, �, �)〈Õ�, Õ�〉# ≈ 0. 
Note that in the #-limit � →# 0 by (125) we get 

                                                            #- lim�→#� ! �£ = !&�£ .                                                                          (13.138) 

Therefore in the #-limit � →# 0 from (13.136) and (13.138) we obtain that       

                                lim�→#� 〈Õ�, /��-exp(°!�£\)�&#(�, �)/��-exp(−°!�£\)Õ�〉# =                                         (211) 

                                          〈Õ�, /��-exp(°!&�£\)��,&# (�, �)/��-exp(−°!&�£\)Õ�〉# = 



          Lim�→#� 〈Õ�, �&# j  `(�, �)l Õ�〉# + .(\, �, �)〈Õ�, Õ�〉# = 〈Õ�, ��,&# j Λ`(�, �)l Õ〉# + .(\, �, �)〈Õ�, Õ�〉#. 
From (211) on the domain k@AB#  ((!�£)�) × k@AB# ((!�£)�) ⊂ k@AB((!�£)�) × k@AB((!�£)�) ⊂ k((!�£)�) ×
k((!�£)�) we get the ≈ -equality for free quantum field ��,&# (�, �)  

            〈Õ�, /��-exp(°!&�£\)��,&# (�, �)/��-exp(−°!&�£\)Õ�〉# ≈ 〈Õ�, ��,&# j Λ`(�, �)l Õ�〉#.                           (212)  

Remark 11.16 Note that the ≈ -equality required by (212) is necessary, see Remark 9.2.                                                  

The ≈ -equality (209) extends by #-closure to k@AB#  (!) × k@AB# (!), since k@AB#  (!) ⊂ k@AB#  t(© + >)�/�u by Theorem 

11.29, and the estimate 

                                      |〈Õ, /��-exp(°!�£\)�&#(�, �)/��-exp(−°!�£\)Õ 〉#| ≈                                                (213)        

                                                  i〈Õ, �&# j  `(�, �)l Õ〉#i ≤ s�(© + >)�/�Õ�#
�  .  

Here s is finite constant. Furthermore k((!�£)�) for any � = 1,2,3 is a #-core for ©, by Theorem 11.31, and 

therefore a #-core for (© + >)¦
�. Thus (208) extends to k((!�£)�) × k((!�£)�) and on this domain we also have 

#-continuity of the form in (�, �) ∈ ℝ ∗  ,@AB#
 . Note that it is necessary to assume that ⋃  Λû`(�, �) ∈ ℜ∆
 ��û�� . 

However for the regions ℜ∆
 this statement follows from the condition (�, �) ∈ ℜ∆
 ⇒  Λ`(�, �) ∈ ℜ∆
. This final 

remark completes the proof of this theorem part (2). Now we go to prove the operator ≈ -equality (198) for the case 

Y ∈ W@AB# ( ℝ ∗  #
), suppY ∪ suppY �½ . By Theorem 11.29, the operators �&#(Y) and �&# jY �½l  are defined on domain 

k((!�£)�). Integrating (207) against Y(�, �), we get the equalities   

           /��-exp(°!�£\)�&#(Y)/��-exp(−°!�£\) = �&# jY �½l + /��- n .(\, �, �)Y(�, �)o#��o#�. ℜ∆Ê                  (214) 

Obviously the equalities (213) hold on the domains k((!�£)�) with � = 1,2,3 correspondingly. For any vector Õ 

such that Õ ∈ k((!�£)�) from (207) we obtain the equalities 

     �&#(Y)/��-exp(−°!�£\)Õ = /��-exp(−°!�£\)�&# jY �½l Õ + j/��- n .(\, �, �)Y(�, �)o#��o#� ℜ∆Ê l Õ.      (215) 

Since   	�&# jY �½l Õ	 ≤ s� 	(© + >)¦
�Õ	 

and k((!�£)�) for any � = 1,2,3 is a #-core for ©, by Theorem 11.31, 

the equalities (215) extends by #-closure to k(©) and (215) holds for Õ ∈ k(©). Since the domain  k(©) is a 

#-core for the operator �&# jY �½l, we conclude that (214) extends by #-closure to k ��&# jY �½l
 and therefore the 

equalities (215) hold for all � = 1,2,3 and for any Õ such that  Õ ∈ k ��&# jY �½l
. Thus we have proved that 

                                            /��-exp(−°!�£\)k ��&# jY �½l
 ⊂  kt�&#(Y)u.                                                         

By similar consideration one obtains that 

                                             /��-exp(°!�£\)kt�&#(Y)u ⊂  k ��&# jY �½l
.                                                       

This proves (214) as an equality between self- #-adjoint operators, completing the proof of the theorem.             
Theorem 13.42 If !�£ , � = 1,2,3  satisfies only the conditions (6.2) and (6.3), the conclusions of Theorem 13.41 
still hold.                                                                                                                                                                                          
Proof By (6.3) there is an ¨ > 0 so that for all � = 1,2,3  



                                                   [ + �£��(£)(��, ��, ��) = �£ = �£��(��, ��, ��) 

for (��, ��, ��) ∈ *�¡� = ´� − 2¨, > + 2¨¶�. Let �_�  be a � C ∗  function so that  

                                                                          �£�_� = ℎ��� 

for ℎ�� ≥ 0, ℎ�� ∈ W@AB# ( ℝ ∗  #�), ��(��, ��, ��) = 0 for (��, ��, ��) ∉ *�¡�  and ��(��, ��, ��) = 1 for (��, ��, ��) ∈ *¡�. 
Then conditions (6.2)-(6.4) hold for the pairs  p��(£), �_�q and  

                                                                        .�� = �� − �_� 

is non-zero only in the complement of *¡�. Let for all � = 1,2,3 

                                                             !��£ = ©�.& + ö�t�£��(£)u + ö�(�£�_�),  
                                                             .!�£ = !�£ − !��£ = ö�(�£.��).  
By Theorem 5.3, both !�£ and !��£ are essentially self-#-adjoint on k(©�.&� ). The operators !��£ are satisfies the 
conditions of Theorem 13.41. Note that !�£ is also essentially self-#-adjoint on this domain. By [1, Theorem 3.2], 
the spectral projections of .!�£ commute with �&#(Y) for supp(Y) ⊂ ℜ�
 ⊂  !
#. Hence if /& is a spectral 

projection of �&#(Y)    

            4/��-exp(−°!�£\)7/&4/��-exp(−°!�£\)7 = limV→ C ∗  ÓË/��-exp j�1�J\`
V l /��-exp j��1J\`

V lÍ
VÔ /& × 

                                      × pj/��-expt−°!��£\/Mu/��-exp(−°.!�£\/M)lVq,  
where we use the fact that 

                                                                            ⋃ supp jY �½l ��û�� ⊂ ℜ�
 

if  

                                                                           supp(Y) ∪ supp jY �½l ⊂ ℜ�
. 
Thus !�£ and !��£ generate the same transformations on the spectral projections of �&#(Y), if supp(Y) ∪
supp jY �½l ⊂ ℜ�
. By Lemma 6.2, Theorem 5.3, and  Theorem 2.4,chapt.2 and Theorem 4.3,chapt.2,  

                                                                           k(©�) ⊂ k(!�£) ∩ kt!��£u 

                                          k(!�£) ∪ kt!��£u ⊂ k(©�.& ) ⊂ k j(© + >)¦
�l ⊂ kt�&#(Y)u.  

So  /��-exp(−°!�£\): k(© �) → kt�&#(Y)u and /��-expt−°!��£\u: k(© �) → kt�&#(Y)u  

Since we can express �&#(Y) as a strong #-limit of an integral over its spectral projections on its domain kt�&#(Y)u, 
we obtain, on k(©�) 

                                    4/��-exp(−°!�£\)7�&#(Y)4/��-exp(−°!�£\)7 = 



                                    = X/��-expt−°!��£\ud�&#(Y)X/��-expt−°!��£\ud = �&# jY �½l,         
by Theorem 6.1. Since  k(©�) is a #-core for �&# jY �½l, this equality extends by #-closure to the domain 

k ��&# jY �½l
. Thus, part a) of Theorem 6.1 holds for !�£ satisfying (6.2)-(6.3). Part b) of Theorem 6.1 follows 

from this since the form �&#(�, �) is #-continuous in (�, �) ∈ !
#.  on  

             § 14. ESTIMATES ON THE INTERACTION HAMILTONIAN  

Let ℱ # be the Pock space for a massive, neutral scalar Geld in two-dimensional space-time. The elements of ℱ # are 
sequences of functions on momentum space. Let the annihilation and creation operators be normalized by the 
relation 

                                                               ´�(�), �∗(�-)¶ = .#(� − �-).                                                             (14.1) 

Thus the free-field Hamiltonian is 

                                               ©�,& = /��- n �∗(� )�(�)y(�)o#�� 
|�|�& .                                                       (14.2)   

The � = 0 field with hyperfinite ultraviolet cut-oft Ï is  

                                        �&#(�) = /��- n /��-exp(−°〈�, �〉)´�∗(� ) + �(�)¶ 
|�|�& o#��                                       (14.3) 

The spatially cut-off interaction Hamiltonian reads 

                                                ©�,&(�) = /��- n : �&#
(�): �(�) 
ℝ ∗ W#Ç o#�� =                                                           (14.4) 

                   ∑ j
Ãl p/��- n o#��� ∙∙∙ /��- n o#��¤ 
|�ã|�&

 
|�q|�& �∗(� q) ∙∙∙ �∗t� �u�t−��=qu
Ãæ� ∙∙∙                                                                                           

                    × �(−��)�_ j∑ ��(�), ∑ ��(�),  ��æq  ∑ ����) 
 ��æq
�æ� l ∏ ´y(� �)¶��/�o#�
�æ� �  � … o#�� 
q,  

 where we let � � = t��(�), ��(�), ��(�)u, ° = 1,2,3.       
The total Hamiltonian reads 

                                                             ©&(�) =  ©�,& +  ©�,&(�)                                                                           (14.5) 

We let  

                                                           ñ& = /��- n �∗(� )�(�)o#�� 
|�|�& ,                                                                   (14.6) 

and 

                                                                     k�,&# = ⋂ kt©�,&V uC ∗Væ� .                                                                         (14.7)   

Theorem 14.1 For any ̈ ∈ ℝ ∗ @AB=#  and for fixed �(�) ∈ W@AB# ( ℝ ∗  #Ç)  there is a constant > such that as bilinear forms 

on k�,&# × k�,&#  



                                                           − ´©�,&
¦
� , �©�,&

¦
� ,  ©�,&(�)�µ ≤ ¨©�,&� + >,                                                        (14.8)   

                                                           − vñ& , ]ñ& ,  ©�,&(�)cw ≤ ¨ñ&� + >.                                                               (14.9)   

Theorem 14.2 Let Ô: ℱ # → ℱ # be an operator of the form 

                     Ô = /��- n o#��� ∙∙∙ /��- n o#��¤ 
|�ã|�& m(��, … , �¤) 

|�q|�& �∗(� q) ∙∙∙ �(−�ã),                         (14.10)     

where m(��, … , �¤) ∈ <�#j( ℝ ∗  #Çã)l. Then 

                                  �(ñ& + *)�Ã/�Ô(ñ& + *)�(¤�Ã)/��# ≤ const‖m(��, … , �¤)‖��# ,                                     (14.11)    

                                   Àt ©�,& + *u�� ´©�,&
¦
� , �©�,&

¦
� , Ô�µ t ©�,& + *u��(ñ& + *)�(ÄRÊ)

� À
#

≤                                   

                                  ≤ const	y¦
� j∑ ��(�) , ∑ ��(�),  ��æq  ∑ ����) 

 ��æq
�æ� lm(��, … , �¤)	��#
,                                  (14.12) 

                    À´©�,&
¦
� , �©�,&

¦
� , Ô�µ (ñ& + *)�¤/�À

#
≤ const × Ï
‖∑ y(��)m(��, … , �¤)¤�æ� ‖��# .                          (14.13)     

Theorem 14.3 Let the operator Ô be as above. Then 

                                      À´©�,&
¦
� , �©�,&

¦
� , Ô�µ (ñ& + *)�¤/�À

#
≤ const‖m(��, … , �¤)‖��# .                                   (14.14)     

Proof of Theorem 14.1.Introduce the � = 0 field �ì#(�) with an hyperfinite ultraviolet cut-oft Æ < Ï: 
�ì#(�) = /��-³ /��-exp(−°〈�, �〉)´�∗(� ) + �(�)¶ 

|�|�ì
o#�� 

The spatially cut-off interaction Hamiltonian  ©�,ì(�) corresponding to the � = 0 field �ì#(�) reads 

                                                      ©�,&(�) = /��- n : �&#
(�):�(�) 
ℝ ∗ W#Ç o#��.                                                      (14.15)     

Note that 

                                                               ©�,&(�) = st. #- limì→#&  ©�,ì(�).                                                          (14.16)       

If we write  ©�,&(�) as a sum of five operators of the form Ô in (14.10), then by Theorem 14.2 taken for the case 

K = 4 we get 

                                          Àt ©�,& + *u�� ´©�,&
¦
� , �©�,&

¦
� , Ô�µ t ©�,& + *u��À

#
≤                                   

                                  ≤ const	y¦
� j∑ ��(�) , ∑ ��(�),  ��æq  ∑ ����) 

 ��æq
�æ� lm(��, … , �
)	��#
.                                  (14.17) 



Since the kernel m(��, … , �
) has an over-all factor �_ j∑ ��(�), ∑ ��(�),  ��æq  ∑ ����) 
 ��æq
�æ� l, where �_(�) is the  

Fourier transform of the spatial cut-off �(�), the fast decrease of �_(�)) ensures that  

                            y¦
� j∑ ��(�), ∑ ��(�),  ��æq  ∑ ����) 

 ��æq
�æ� l m(��, … , �
) ∈ 

Thus the kernel for the corresponding cut-off interaction term mì approximates m& in the sense that   

                       	y¦
� j∑ ��(�) , ∑ ��(�),  ��æq  ∑ ����) 

 ��æq
�æ� l jm&(��, … , �
) − mì(��, … , �
)l	��#
→# 0                 (14.18) 

as Æ →# Ï. This is holds for each Ô making up  ©�,&(�), so we infer that there exists a  Æ� such that for any  Æ such 

that: Æ� < Æ < Ï  

                           Àt ©�,& + *u�� ´©�,&
¦
� , �©�,&

¦
� , j ©�,&(�) −  ©�,ì(�)l�µ t ©�,& + *u��À

#
≤ �

� ¨.                            (14.19)               

                                                                                                       

         

               § 15. SELF ADJOINTNESS OF THE INTERACTION HAMILTONIAN 

For a real spatial cut-off �(�) in the Schwartz space W@AB# ( ℝ ∗  #Ç), the interaction part of the Hamiltonian  ©�,&(�) is 

self #-adjoint.                                                                                                                                                                 

Theorem 15.1 If � ∈ W@AB# ( ℝ ∗  #Ç) is real, then 

                                                        ©�,&(�) = /��- n : �&#
(�):�(�) 
ℝ ∗ W#Ç o#��                                                       (15.1)     

is essentially self #-adjoint on k�,&# = ⋂ kt©�,&V uC ∗Væ� .                                                                          

Let us introduce a domain k�,&#  obtained by applying any polynomial of the � = 0 fields �&#(Y�), for real Y� ∈
W@AB# ( ℝ ∗  #Ç) the no particle state Ω�. Clearly k�,&# ⊂ k�,&# , and any vector Ω  in k�,&#  is an entire vector for �&#(Y ), 

which means that the hyperinfinite power series 

                                                                 /��- ∑ �Y�#h(Ì )��#
V!C ∗Væ� 8V                                                                         (15.2)     

defines an entire function of s. Since k�,&#  is #-dense in Fock space, Theorem 6.5 (Generalized Nelson's analytic 

vector theorem) shows that for real Y, �&#(Y ) is essentially self #-adjoint on k�,&# . A similar argument can be made 

for the canonically conjugate � = 0 fields ê&#(Y ). Let ℳ&# denote the von Neumann algebra of operators generated 

by the spectral projections of all the � = 0 field  �&#(Y ), Y ∈ W@AB# ( ℝ ∗  #Ç). The algebra �&#  is maximal Abelian. In 
other words, a bounded operator which commutes with all operators in ℳ&# is itself in ℳ&#.                                                
Let us consider  �&#(Y ) for supp(Y) ⊂ � ⊂ ℝ ∗ �

#Ç, where � is an #-open region of space. (The support of a function 
is the smallest #-closed set outside of which the function vanishes identically.) Define �)

#��� as the von Neumann 
algebra of operators generated by the spectral projections of all the fields  �&

#�Y � and ê&
#�Y � with supp�Y� ⊂ �.  

Since 

                                      �&#��, �� = /��-expt°�©�,&u �&#���/��-expt−°�©�,&u =                                                (15.3) 



                            = /��- n o#�T p∆#(� − ¹, �) ê&#(¹) − v S#
S#� ∆#(� − ¹, �)w  �&#(¹)q 

ℝ ∗ �#Ç , 

where ∆#��, �� is the solution of the generalized Klein-Gordon equation (13.9) and ∆#��, �� vanishes outside the 
light cone, we infer that 

                                           /��-expt°�©�,&u�)
#���/��-expt−°�©�,&u ⊂ �)

#����,                                               (15.4) 

where �� is the region � expanded by �. 

Theorem 15.2 If ���� ∈ W@AB
# � ℝ ∗  #Ç� is real and has its support in an #-open rectangular parallelepiped � ⊂ ℝ ∗  #�, 

then for the ©�,&��� of (15.1) 

                                                       /��-exp j°�©�,&���l ∈ �)
# ∩ �&

# .                                                                             

Theorem 15.3 Let ö be any operator with domain  k�,&
#  such that   

                                                                    ö k�,&
# ⊂ kt �&

#V�Y �u,                                                                         (15.5) 

                                                                ö k�,&
# ⊂ kttö ↾  k�,&

# u∗u,                                                                       (15.6) 

                                                                             [ö,  �&#V�Y �] k�,&
# = 0.                                                                (15.7) 

Then  

                                                                          �&
#k�,&

# ⊂ ktö ↾  k�,&
#  u,                                                              (15.8) 

                                                                            [#-öÈ,�&
#] k�,&

# = 0.                                                                    (15.9) 

Proof For Ω ∈ k�,&
# , from (15.5) and (15.7) we get 

                                                                         ö �&
#V�Y �Ω =  �&

#V�Y �öΩ. 

But by (15.6), for real Y 

                        ‖ö �&
#V�Y �Ω‖#

� = 〈öΩ,  �&
#�V�Y �öΩ〉# = 〈ö∗öΩ,  �&

#�V�Y �Ω〉# ≤ ‖ö∗öΩ‖#
 ‖ �&

#�V�Y �Ω‖#
 . 

Thus the #-convergent power series (3.2) shows that for Ω ∈ k�,&
# ,              

                                           #-öÈ j/��-expt °�&
#�Y �ul Ω = /��-expt °�&

#�Y �uöΩ.                                 (15.10) 

It is clear that (15.10) is still valid with /��-expt °�&
#�Y �u replaced by strong #-limits of sums of such exponentials, 

and hence (15.8) and (15.9).                                                                                                                                                    
Theorem 15.4 Let ℳ is a maximal Abelian algebra of bounded operators on a non-Archimedean Hilbert space ℋ 
with a cyclic vector Ω�. Let ö be a symmetric operator with domain ℳΩ�, and let ö commute with ℳ.Then ö is 
essentially self #-adjoint.                                                                                                                                                         

Proof Without loss of generality, ℳ = < C ∗
# �H� and ℋ = <�

#�H� for some #-measure space �H, Σ, Æ�, and Ω� is the 

function 1. Let Y ∈ <�
#�H�. Then � ∈ <�

#�H� and ö is multiplication by �, with domain < C ∗
# �H�. Let Y ∈ <�

#�H� and 

suppose �Y ∈ <�
#�H� also and let YV��� = Y��� if |Y(�)| ≤ M, M ∈ ℕ ∗  and YV(�) ≡ 0 otherwise. Then YV ∈ < C ∗# =

k(ö) and YV →# Y, �YV →# �Y in <�#  norm by the bounded #-convergence theorem. Thus 4Y, �Y7 is in the graph of the 



#-closure of ö. Thus the #-closure of ö is self #-adjoint, and ö is essentially self #-adjoint.                                      
Remark 15.1 Let öV , M ∈ ℕ ∗  be a hyperinfinite sequence of operators with the property of ö in the Theorem 15.4. 
Then  öV →# ö strongly on the domain ℳΩ� if and only if öVΩ� →# öΩ�.                                                                                              
Proof of the Theorems 15.1 and 15.2. We apply now the Theorems 15.3 and 15.4 with the case ö = ©�,&(�), ℳ in 

Theorem 15.4 as in Theorem 15.3, the non-Archimedean Hilbert space Fock space ℱ #, and Ω� the Fock no-particle 
state. The hypotheses (15.5) and (15.6) can be verified by a direct computation. Thus ©�,&(�) is essentially self 

#-adjoint on k�,&# ⊂ k�,&# , and hence ©�,&(�) is essentially self #-adjoint on k�,&# .                                                                  

If we assume that sup(�) ⊂ �, then as � is an #-open region, sup(�) ⊂ �� where �� is � contracted by some 

small amount ̈ > 0, ¨ ≈ 0. Since ©�,&(�) commutes with ℳ, and ℳ is maximal Abelian, -exp j°�©�,&(�)l  ∈ ℳ. 

Furthermore the argument in the proof of Theorem 15.3, can be repeated to show that ©�,&(�) commutes with �)#t� �- u, where � �-  is the complement of the #-closure of ��. Since �)#( ℝ ∗  #�) is irreducible and ©�,&(�)  commutes 

with �)#t� �- u, /��-exp j°�©�,&(�)l ∈ �)#(�� ) where ��  is ��  expanded by any amount ¨- > 0. Taking ̈ - < ¨, we 

have /��-exp j°�©�,&(�)l ∈ �)#(�  ), which completes the proof.                   

                   § 16. SELF ADJOINTNESS OF THE TOTAL HAMILTONIAN 

Theorem 16.1 (a) For real �(�) ∈ W@AB# ( ℝ ∗  #Ç), the total Hamiltonian ©&(�) = ©�,&(�) + ©�,&(�) is self #-adjoint 

with the domain kt©&(�)u = k j©�,&(�)l ∩ k j©�,&(�)l.                                                                                                     

(b) The total Hamiltonian ©&(�) is essentially self #-adjoint on the domain 

                                                                   k�,&# = ⋂ kt©�,&V uC ∗Væ� .                                                                          

Remark 16.1 In order to prove the self #-adjointness of ©&, we combine the estimates of Sec. 14, the self 
#-adjointness of ©�,&(�)  proved in Sec. 15, and a singular perturbation theory developed in [19]. We need the 

following result which is a special case of Theorem 8 of Ref. [19].                                                                                         
Theorem 16.2 Under the hypotheses (i)-(iii) below, the operator ©& = ©�,& + ©�,&z is self #-adjoint.                               

(i) Both ©�,&   and ©�,& are self #-adjoint. The domain k�,&#  is contained in the domain of ©�,&, and ©�,& is essentially 

self #-adjoint on k�,&# .                                                                                                                                                              

(ii) Let ñ&  be a positive self #-adjoint operator, commuting with ©�,&, and such that ñ& ≤ const ©�,&. Suppose that 

the operators (ñ& + *)��©�,&(ñ& + *)��  and (ñ& + *)��©�,&(ñ& + *)�� are bounded.                                                                                               

(iii) Suppose that for any ¨ > 0, there exists a number > ∈ ℝ ∗  #  such that as bilinear forms on k�,&# × k�,&#  , 
                                                          −©�,& ≤ ¨ñ& + >*,                                                                             (16.1)                                            

                                                                    − ´©�,&
¦
� �©�,&

¦
� ©�,&�µ ≤ ¨©�,&� + >*,                                                       (16.2)  

                                                        − vñÏ , ]ñÏ , ©*,Ïcw ≤ ¨ñÏ3 + >*.                                                          (16.3) 

Proof of Theorem 16.1 In order to prove that ©&(�) is self #-adjoint, we apply Theorem 16.2 in the case that ©�,& 

is   the free Hamiltonian, ñ&  is the number operator, and ©�,& is the interaction Hamiltonian ©�,&(�). Thus we need 

to verify (i)-(iii). Condition (i) was dealt with in Theorem 15.1, while condition (ii) is a consequence of (14.11).In 
Refs. 2, and 3, it is shown that for any ¨ > 0, there is a number > ∈ ℝ ∗  # such that                                                 

                                                                      −©�,&(�) ≤ ¨©�,& + >*.      



By following that proof, but using the smoothing operator /��-exp(−�ñ& ), in place of /��-expt−�©�,&u, one 

arrives at the estimate (16.1) required in (iii). The remaining estimates (16.2) and (16.3) were established in 

Theorem 14.1.Thus we conclude from Theorem 16.2 that ©&(�) is self #-adjoint on the domain kt©�,&u ∩
k j©�,&(�)l . We now show that ©&(�) is essentially self #-adjoint on kt©�,&u. We first show that ©&(�) is 

essentially self #-adjoint on k� = kt©�,&u ∩ k(ñ&�). By (14.11) it is clear that the domain of ©&(�) contains k�.    

For Õ ∈ kt©&(�)u = kt©�,&u ∩ k j©�,&(�)l, consider hyperinfinite sequence ÕV ∈ k�, M ∈ ℕ ∗  defined by 

                                                                        ÕV = M(M* + ñ& )��Õ.                                                                    (16.4)   

Thus ‖ÕV − Õ‖# + �©�,&ÕV − ©�,&Õ�# →# 0 as M → ∞ ∗ .                                                                                                                       

We need to study the following differences 

                          ©�,&ÕV − ©�,&Õ = −ñ& (M* + ñ& )�� ©�,&Õ + M]©�,& , (M* + ñ& )��cÕ, M ∈ ℕ ∗ .                           (16.5)   

Since ñ& (M* + ñ& )��, M ∈ ℕ ∗  is a uniformly bounded hyperinfinite sequence #-converging to zero on the #-dense 

set k(ñ& ), it #-converges to zero and �ñ& (M* + ñ& )�� ©�,&Õ�# as M → ∞ ∗ .  But for the second term in (16.5) we 

get                                                                                                                     

                      M]©�,&, (M* + ñ& )��cÕ = ]©�,&, (M* + ñ& )��c(M* + ñ& )M(M* + ñ& )��Õ =                                   (16.6)   

                       = (M* + ñ& )��]ñ& , ©�,&cM(M* + ñ& )��Õ =               

                       = (M* + ñ& )��(* + ñ& )(* + ñ& )��]ñ& , ©�,&c × 

                       × (* + ñ& )��M(M* + ñ& )��(* + ñ& )Õ.  
Note that as M → ∞ ∗ , hyperinfinite sequence .V = M(M* + ñ& )��(* + ñ& )Õ, M ∈ ℕ ∗  #-converges strongly to 

(* + ñ& )Õ, that by (14.11), (* + ñ& )��]ñ& , ©�,&c(* + ñ& )��  is bounded, and hyperinfinite sequence xV =
= (M* + ñ& )��(* + ñ& )Õ, M ∈ ℕ ∗   #-converges strongly to zero. Thus we get �]©�,& , (M* + ñ& )��Õc�# →# 0 as 

M → ∞ ∗ , and so �©�,&ÕV − ©�,&Õ�# →# 0 as M → ∞ ∗ . Thus we can to conclude that ©&(�) is the #-closure of 

©&(�) restricted to k�, so ©&(�) is essentially self #-adjoint on k�. Let k� be a Hilbert space endowed with the 
#-norm  ‖∙‖#-  such that 

                                                      (‖Õ‖#- )� = ‖Õ‖#� + �©�,&Õ�#
� + ‖ñ& Õ‖#� .                                                       (16.7)   

From (14.11) we infer that  

                                                                             ‖©&(�) Õ‖# ≤ const‖Õ‖#- , 
so that ©&(�) is essentially self #-adjoint on any subset of  k� which is #-dense in the Hilbert space  k�. For 
any Õ ∈  k�, Õ� = /��-expt−�©�,&uÕ ∈ k�,&# = ⋂ kt©�,&V u,C ∗Væ�  and ‖Õ − Õ�‖ú¦,�# →# 0 as  � →# 0. Thus ©&(�) is 
essentially self #-adjoint on k�. 
                  § 17. REMOVING THE SPATIAL CUTOFF AND LOCALITY                                                                                 



For the reader's convenience, we sketch a proof of generalized Segal's theorem that the self #-adjointness of ©&(�) 
allows the removal of the spatial cut-off. In fact, if ô is a bounded function of the free fields localized in a bounded 
region of space at � = 0, then 

                                                �(ô) = /��-expt°�©&(�)uô/��-expt−°�©&(�)u 

is independent of �(�) provided that �(�) = �, the desired coupling constant, on a sufficiently large region, 
depending on �. Furthermore, if ô is localized in the region of space I, then �(ô) is localized in the region I�, 
where I� is the region I expanded by �. (We have taken the velocity of light to be one.) In other words, the time 
translation � gives rise to a local theory. If one chooses for the operator ô a spectral projection of the � = 0 field 
 �&#(Y ),  one can piece together the time translation operator for the fields themselves. In section 16, we showed that 
©& = ©�,& + ©�,&, which is sum of two self #-adjoint operators, is itself self #-adjoint. As a consequence of this 

fact, the generalized Trotter product formula (7.1) (see section 7) says that for all Õ ∈ ℱ #   

                         /��-expt°�©&(�)uÕ = #- limV→ C ∗ jv/��-exp j��¥J,�(')
V lw v/��-exp j��¥�,�(')

V lwl Õ. 
And therefore we obtain 

 �(ô)Õ = 

#- limV→ C ∗ jv/��-exp j��¥J,�(')
V lw v/��-exp j��¥�,�(')

V lwlV ô jv/��-exp j���¥J,�(')
V lw v/��-exp j���¥�,�(')

V lwlV Õ.  
I.et � be the region of space defined by |�| < !, � =  0, and let ô ∈ �)#(�  ), where �)#(�  ) is defined in Sec. 15. 
Given an arbitrary, positive ¨, split �(�) into two infinitely #-differentiable parts ��(�), ��(�)  such that 

                                                       �(�) = ��(�) + ��(�),   
where suppt��(�)u ⊂ �¡ and suppt��(�)u ∩ ��

� = ∅ is empty. Write now 

                                                              ©�,&(�) = ©�,&(��) + ©�,&(��), 
so that as a consequence of theorems 15.1 and 15.2,  ©�,&(��) and ©�,&(��) commute, and 

                                         /��-exp j��¥�,�(')
V l = v/��-exp j��¥�,�('¦)

V lw v/��-exp j��¥�,�('�)
V lw. 

Furthermore, 

                                                                  /��-exp j��¥�,�('¦)
V l ∈ �)#(�¡   ), 

and /��-exp j��¥�,�('�)
V l commutes with �)#t�¡/
   u. Therefore, 

       ô�(�) = v/��-exp j��¥J,�('¦)
V lw v/��-exp j��¥�,�('�)

V lw ô v/��-exp j− ��¥�,�('¦)
V lw v/��-exp j− ��¥J,�('�)

V lw 
depends on �(�) only in the region �¡,  and by the free propagation property (15.4), 

                                                               ô� ∈  �)#t�(�/V)=¡u 

We continue step by step, and after M ∈ ℕ\ℕ ∗  steps by using hyperinfinite induction principle, see ref. [10], we 
conclude that 



                                         ôV(�) = jv/��-exp j��¥J,�('¦)
V lw v/��-exp j��¥�,�('�)

V lwlV ô × 

× Ë�/��-exp Ë− °�©�,&(��)
M Í� �/��-exp Ë− °�©�,&(��)

M Í�ÍV
 

depends on �(�) only in the region ��=V¡  and 

                                                           ô�(�) ∈  �&#(��=V¡) 

Since ̈  can be chosen arbitrarily, ôV(�) depends on �(�)  only in the region #- �a�, the #- closure of ��, and 

                                                                      ôV(�) ∈ ⋂ �&#(��=¡)¡«� . 

Thus ôV(�) commutes with any local observable ï localized in #-open region of space �- such that �- and  �� are 
disjoint. As this is true for each M ∈ ℕ\ℕ ∗ , it is true for  

                                                                 �(ô) = strong #- limV→ C ∗ ôV(�). 
Hence �(ô) is local and it depends on �(�) only in the region #- �a�, where we choose �(�) = �. Thus we 
conclude that the spatial cut-off has been removed and the resulting theory is local. 

                               § 18. Semiboundedness of the total Hamiltonian 

§ 18.1. Reduction to a Problem with Discrete Momentum We use the non-Archimedean Fock space 
representation for our field �&#(�), � ∈ ℝ ∗  #�. The Fock non-Archimedean Hubert space ℱ # is a direct sum 

                                                                       ℱ # = /��-⨁Væ�C ∗ ℱV#,                                                                                                          
where ℱV# is the space of M non-interacting particles, i.e. ℱV# is the space of symmetric square #-integrable functions, 

i.e.<�#( ℝ ∗  #�) functions of M variables. Let � = (��, ��, ��) ∈ ℝ ∗  
#� 

                                                Æ(� ) = (�� + Æ��)�/� = (��� + ��� + ��� + K��)�/�,             
                            �&#�(�) = /��- n /��-exp(°〈�, �〉) 

ℝ ∗ W#� �(�)ì(|�|, Ï)´Æ(� )¶��/�o#��,                                 (18.1.1) 

                             �&#=(�) = /��- n /��-exp(°〈�, �〉) 
ℝ ∗ W#� �∗(−�)ì(|�|, Ï)´Æ(� )¶��/�o#��,                            (18.1.2) 

                                        ì(|�|, Ï) = 1 if |�| ≤ Ï and (|�|, Ï) = 0 if |�| > Ï, 
and  �&#(�) = �&#�(�) +  �&#=(�), where �(�)  and �∗(�) are the annihilation and creation operators, 

                                                             ́�(�), s∗(�-)¶ = .#(� − �-).                                                                 (18.1.3) 

By definition,  

                                                     ∶ �&#º(�) ≔ ∑ jºÃlÃ  �&#=(�)Ã  �&#�(�)º�Ã .                                                       (18.1.4) 

Remark 18.1.1 Remind that Wick product differs from the ordinary product in that all the annihilators are placed to 

the right and the creators are placed to the left. ∶ �&#º(�):  is not an operator, but it is a densely defined bilinear form. 
We take Fourier transforms to compute 



           /��- n ∶ �&#º(�): 
ℝ ∗ W#� ℎ(�)o#�� = ∑ jºÃl /��- n �∗(−��) ∙∙∙ �∗t−�Ãu�t�Ãu 

ℝ ∗ W#��Ã ∙∙∙ �t�ºu ×                 (18.1.5)    

                                  × /��-ℎ�t�� +∙∙∙ +�ºu ∏ ì(‖��‖, Ï)]Æt�� uc��/�º�æ� o#��� ,  
where /��-ℎ� is the Fourier transform of ℎ. We assume ℎ is in <�#  and so /��-ℎ� is in <�#   also. Since Æ (�) ~ |�| for 
large |�|, one can show that  

                                             /��-ℎ�t�� +∙∙∙ +�ºu ∏ ì(‖��‖, Ï)]Æt�� uc��/� ∈º�æ� <�# .                                         (18.1.6)   

It is well known that (18.1.6) implies that each integral on the right side of (18.1.5) is an operator defined on the 

domain  ktñº/�u of ñº/�. This domain is the set of  Õ = Õ�, Õ�, … , ÕÃ ∈ ℱÃ#   with 

                                               /��- ∑ Mº/�V ‖/��- ∏ ì(‖��‖, Ï)V�æ� ÕV‖#�� < ∞ ∗ .                                               (18.1.7)   

Thus (18.1.5) is an operator defined on ktñº/�u. Similarly ©�.& + /��- n 	t∶ �&#(�)u: 
ℝ ∗ W#� o#�� is an operator 

defined on the #-dense domain, k(©�.&) ∩ ktñ¢/�u, where o is the degree of the polynomial 	. We approximate 

now (18.1.5) by a hyperfinite sum. Choose numbers . ≈ 0 and Ï ∈ ℝ ∗  #\ ℝ ∗  ,@AB# . We define now an hyperfinite 

approximation in configuration space. Under this approximation, the momentum space variable � = (��, ��, ��) ∈
ℝ ∗  #� is replaced by a discrete variable � ∈ Γ�� 

                                         Γ�� = 4� = (��, ��, ��)|�� = .M� , M� ∈ ℤ; ° = 1,2,3 ∗ 7                                                 (18.1.8)    

Thus we define ℱ�#, the Fock space for hyperfinite volume Ç� = .�� as   

                                         ℱ�# = ℭ j��#(Γ��)l = ℂ ∗ #⨁��#(���)⨁4��#(���)⨂á��#(Γ��)7 ∙∙∙                                          (18.1.9)    

We choose now one to one correspondence  ℤ ↔ ∗ ℤ. × ∗ ℤ. × ℤ. = ∗ ∗ Γ�� given by vector-function ℘(K) 

                                             ℘(K) = 4��(K), ��(K), ��(K)7 = �(K)                                                           (18.1.10)    

and such that 

                                                                    ℘(−K) = −℘(K).                                                                        (18.1.11)    

And we define now 

                                                                    Γ&,�� = 4� ∈ Γ��||�| ≤ Ï7.                                                                (18.1.12)  

We set now 

                             ��t�(K)u = (.)��/� v/��- n o#���
� /��- n o#���

� /��- n o#���
� �(�(K) + â)w,                    (18.1.13)    

                                 � �∗ t�(K)u = (.)��/� v/��- n o#���
� /��- n o#���

� /��- n o#���
� �∗(�(K) + â)w.              (18.1.14)    

Then one obtains 

                                                     ]� �∗ t�(K�)u, ��t�(K�)uc = �¤¦¤� = ¨1 if K� = K�0 if K� ≠ K�                                (18.1.15)      

Let 



                                                              ©�,&,� = /��- ∑ Æ(� )�∈��,�� � �∗ (�)��(�).                                            (18.1.16) 

One can check that each Õ in k(©�.&) is in kt©�,&,�u also and that  

                                                                         #-lim�→# ©�,&,�Õ = ©�.& Õ.                                                       (18.1.17) 

Next we approximate (18.1.5) by 

                            ∶ �&,�#º (�): = .�º/� ∑ jºÃl /��- ∑ � �∗ (−��) ∙∙∙ � �∗ t−�Ãu��t�Ãu�∈ �,��Ã ∙∙∙ ��t�ºu ×              (18.1.18)    

                                                    × /��-ℎ�t´��¶ +∙∙∙ +]�ºcu ∏ ´Æ(´��¶ )¶��/�� ,   
where 

                                         ℎ��(�) = /��- n n n t/��-exp(°〈�, �〉)uℎ(�)�#/�
��#/�

�#/�
��#/�

�#/�
��#/� o#�� 

and ́�¶ = (´��¶, ´��¶, ´��¶), where  

                        ´��¶ = sup4��|���, ��, ��) ∈ Γ��, �� ≤ ��7, ´��¶ = sup4��|���, ��, ��) ∈ Γ�� , �� ≤ ��7,  
                        ´��¶ = sup4��|���, ��, ��) ∈ Γ��, �� ≤ ��7 
is the integral part of � relative to the lattice Γ��. Since ℎ ∈ <�# ,  ℎ�� is #-continuous and   

                /��-ℎ�t´��¶ +∙∙∙ +]�ºcu ∏ ´Æ(´��¶ )¶��/�� →# /��-ℎ�t�� +∙∙∙ +�ºu ∏ ì(‖��‖, Ï)]Æt�� uc��/�º�æ�  

uniformly. Let k�# 
 be the set of states Õ = 4Õ�, Õ�, … 7   with ÕV(��, … , �V) = 0 for M < ∞ ∗  or /��- ∑ |��|� < ∞ ∗  

large. If d, Õ ∈ k�#  then 

                                       #- lim�→#�〈d, ∶ �&,�#º (�): Õ〉# = 〈d, /��- n ∶ �&#º(�): 
ℝ ∗ W#� o#��Õ〉.                             (18.1.18)    

Thus the bilinear form of 

                                                                 ©&,� = ©�,&,� + ∑ >º ∶ �&,�#º (ℎ):º                                                        (18.1.19) 

#-converges to ©& on k�# × k�# where >�, … , >�   are the coefficients of T�, T� , … , T� in the polynomial 	(T). Hence 

if the ©&,� are semibounded with a lower bound independent of . then ©& is semibounded also. Let ℱ�# be the 

subspace of ℱ # consisting of functions which are piece wise constant between lattice points. In other words, 

                                                                Õ = 4Õ�, Õ�, … , ÕV, … 7 ∈ ℱ�# if  

                                                          ÕV(��, … , �V) = ÕV(´��¶, … , ´�V¶). 
Let ℱ&,�#  be the subspace of ℱ�# defined by the restriction 

                                                             ÕV(��, … , �V) = 0 if ´��¶ ∉ Γ&,��  

for some °, 1 ≤ ° ≤ M.                                                                                                                                                        

The operators � �∗ (�) and � � (�), � ∈ Γ!,�� , leave ℱ&,�#  invariant and act irreducibly on ℱ&,�# . We set now . = 2�",  

Ï = 2" and observe that ℱ�#,�R##  increases monotonically with i and that 



                                                             k�#- = k�# ∩ ⋃ ℱ�#,�R##$  

is #-dense in ℱ # and ©& ⊂ #-(©& ↾ k�#-)ÈÈÈÈÈÈÈÈÈÈÈÈÈÈ. Thus it is sufficient to prove the semiboundedness of  

                                                    ©&,� ↾ tkt©�,&u ∩ ktñ&¢/�u ∩ ℱ&,�#  u 

with a lower bound independent of .. 
§ 18.2. Diagonalizing the potential. In this subsection we give a new representation of ℱ&,�#   in which the 

interaction term : ∶ �&#º(ℎ): is a multiplication operator. Let 

� t�(|K|)u = t2��Æ(�(K) )u�/� v�� t�(K)u + � �∗  t�(K)u + � �  t−�(K)u + � �∗  t−�(K)uw, 
              � t�(−|K|)u = °t2��Æ(�(K) )u�/� v−�� t�(|K|)u + � �∗  t�(|K|)u + � �  t−�(|K|)u − � �∗  t−�(|K|)uw, 

µ t�(|K|)u = °t2��Æ(�(K) )u�/� v��  t�(K)u − � �∗  t�(K)u + � �  t−�(K)u − � �∗  t−�(K)uw, 
              µ t�(−|K|)u = t2��Æ(�(K) )uq/» v��  t�(|K|)u + � �∗  t�(|K|)u − � �  t−�(|K|)u − � �∗  t−�(|K|)uw, 
              µ¤ = µ t�(K)u,  �¤ = � t�(K)u 

for 0 ≠ � ∈ Γ�� and let  

                                                                �� = (Æ�/2)�/� v��  (v) + s �∗  (v)w,      
                                                                µ� = °(Æ�/2)�/� v�� (v) − s �∗  (v)w.  
Using the equations mentioned above one can compute that 

                                   ©�,&,� = /��- ∑ 2��¤∈ ℤ,|�(¤)�)| ∗ ´µ¤� + Æ�(�(K) )�¤� − Æ(�(K) )¶.                              (18.2.1) 

 We replace now µ¤ and �¤ by unitarily equivalent operators. Let  

                                                                  ℋ&,�# = /��-⨂�∈�%,&� ℋ�#, 
where  ℋ�# is <�#( ℝ ∗  #) with respect to the Gaussian #-measure 

                                            d��(�)o#� = (Æ(� )/ê#)�/�t/��-exp(−Æ(� )��)uo#�.                                        (18.2.2)  

There is a unitary equivalence between ℋ&,�#  and ℱ&,�#  which sends �¤ into multiplication by � in the factor ℋ�(¤)#  

and µ¤ into the operator 

                                                                    d���(�)° j ¢#
¢#fl d� (�) 

again acting in the factor ℋ�#. The proof of this statement is essentially generalized von Neumann's uniqueness 

theorem for irreducible representations of the commutation relations. We identify ℋ&,�#  and ℱ&,�#  and we identify �¤, 

etc. with its image, multiplication by �, etc. Let  



                                           ©ì(� ) =  2��d���(�) �− j ¢#
¢#fl� + Æ(� )��� d� (�) =                                              (18.2.3)  

                                                           = −2�� j ¢#
¢#fl� + Æ(� )� j ¢#

¢#fl 

acting on ℋ�#. Now −©ì(� ) is the infinitesimal generator of a known Markoff process and furthermore the operator 

/��-expt−©ì(� )u is an integral operator and the kernel can be computed explicitly. In particular 

                                    t/��-expt−©ì(� )uÕ u(�) = /��- n µ� 
ℝ ∗ W# (�, �-)Õ (�-)d��(�-)o#�-                              (18.2.4) 

for Õ ∈ ℋ�#, where  

                               µ�(�, �-) = ´1 − /��-exp(−Æ�)¶ ¨/��-exp �− ìtfL�tÅJ�-���(�ì�)ufu�
��ÅJ�-���(��ì�) � + Æ�-�©.                   (18.2.5)        

Let � now denote a variable in a Euclidean space /& and let � have coordinates �¤ = � t�(K)u. Then  

                                                      d&�(�)o#� = /��- ∏ d&�t�(�)uo#�∈Γ�,�� �(�)                                                (18.2.6)        

is the product of the #-measures (18.2.2) and 

                                                                     ℋ&� = <�#(d&�(�)o#�) 

In addition to the function space <�#, we will have to consider <�#(d&�(�)o#�). Since /��- n d&�(�)o#� = 1, we have 

<��# ⊂ <�¦#  if �� ≤ ��. .                                                                                                                                                         

Lemma 18.2.1. /��-expt−©�,&,�u is a contraction operator on <�#, 1 ≤  � ≤ ∞ ∗ . If  ö ≤ �, 1 < µ and � < ∞ ∗  it is a 

contraction from <º#  to <�#, for some ö not depending on .. If µ is bounded away from one and � is bounded then ö 

does not depend on µ or �. 

Now we show that the interaction term ∶ �&,�#º (�): is a polynomial in the �' s. Let 

        �&,�# (�) = .�/�/��- ∑ /��-exp(°〈�(K), �〉)´Æ(´�(K) ¶ )¶��/� �s�  t�(K)u + � �∗  t−�(K)u
�(¤)∈��,&�     (18.2.7) 

Since 

                  ́Æ(´�(K) ¶ )¶��/� �s�  t�(K)u + � �∗  t−�(K)u
 = '� t�(|K|)u + °� t−�(|K|)u if K > 0 
√2�� if K = 0� t�(|K|)u − °� t−�(|K|)u if K < 0

 

 �&,�# (�) and �&,�#º (�) are polynomials in the �'s. We use the canonical formula 

                                                    �&,�#º (�) = ∑ º!t�R°u
(º��Ã)!Ã! s&Ã´º/�¶Ãæ�  : �&,�#º��Ã(�):                                                        (18.2.8) 

to conclude by induction on µ that ∶ �&,�#º (�):  is also a polynomial in the �'s. In (18.2.8) the coefficient 

                                                                                   
º!t�R°u

(º��Ã)!Ã! 



is just the number of ways of selecting Á unordered pairs from µ objects and s& is defined by the formula 

                                                                      s& = .� ∑ ´Æ(´� ¶ )¶��/��∈Γ�,��     

we have the bound 

                                                                                 s& ≤ ��Ï�                                                                            (18.2.9) 

where �� is independent of Ï and .. Thus 

                                           ∶ �&,�#º (ℎ) :  = /��- n n n ∶ �&,�#º (�): ℎ(�)�#/�
��#/�

�#/�
��#/�

�#/�
��#/� o#�� 

is a polynomial in the �' s, as desired.                                                                                                                                         
Let  

                                                                     	(T) = >� + >�T + ⋯ + >¢T¢ 

be the polynomial in T and let 

                                                                        Ç&,� = ∑ >º��º�¢ ∶ �&,�#º (ℎ):                                                       (18.2.10) 

denote our approximate interaction term, as in (18.1.19).                                                                                                       
Lemma 18.2.2. For some constant �� , independent of . and Ï, we have 

                                                                            − ��Ï¢ ≤ Ç&,� .                                                                       (18.2.11) 

Proof We use (18.2.8) to remove the Wick ordering in (18.2.10) and obtain 

                                          Ç&,� = ∑ �º(s&) p/��- n n n ∶ �&,�#º (�): ℎ(�)�#/�
��#/�

�#/�
��#/�

�#/�
��#/� o#��qº   

where �º(s&) is a polynomial in s& of degree at most ´(o − µ)/2¶. The coefficients of �º depend only on the 

coefficients of 	, and so we have an estimate 

                                                                        m�º(s&)m ≤ � - × s&(¢ �º)/�¶. 
Since �¢ = >¢ > 0 and since o is even by hypothesis, it follows that  

                                                             0 < ∑ �º(s&)º Tº for �--(1 + s&) < |T|� 

and 

                                                                 −s&(¢/�¶�--- ≤ ∑ �º(s&)º Tº   
for all T. We bound s& by (18.2.9) and the proof is complete.                                                                                                        
Lemma 18.2.3 Function Ç&,� ∈ for all � < ∞ ∗  and if  � ≤ Ï, then  

                                                �Ç&,� − Ç�,��#�Ã
�Ã ≤ (oÁ)! × ��Ã × (Ï�¢ − ��¢)Ã,                                                (18.2.12)  



where  �� is a constant which is independent of ., � and Ï.                                                                                                          

Proof We use the particle representation, ℱ&,�# , in place of the representation ℋ&� = <�#(d&�(�)o#�). Now 1 ∈ ℋ&� 

corresponds to the vacuum state Ω� = 41,0,0, … 7 ∈ ℱ # 

so  

                                                   �Ç&,� − Ç�,��#�Ã
�Ã = /��- ntÇ&,� − Ç�,�u�Ãd&�(�)o#� =                                  (18.2.13) 

                                           = 〈tÇ&,� − Ç�,�uÃ��, tÇ&,� − Ç�,�uÃΩ�〉# =  	tÇ&,� − Ç�,�uÃΩ�	#
� .  

We set � =  0 above and get  

                                                                      �Ç&,��#�Ã
�Ã =  �Ç&,��Ã Ω��#

�
                             

and so Ç&,� ∈ <�# for all � < ∞ ∗ . We return to (18.2.13) and note that Ç&,� − Ç�,� is a sum of o2¢ terms of the form 

                                ô = >º.�º/�/��- ∑ v/��-ℎ�t∑ ��º�æ� u�#(±��) ∏ ]Æt��  uc��/�º�æ� w��|��|�&                          (18.2.14) 

where in the summation over �� we have �� ∈ Γ&,��  for 1 ≤ µ ≤ o, µ ≤ o, and �� ∉ Γ�,��  for at least one °. Summing 

again over the same range of �� we get                                           

                                  .�º/��- ∑ v/��-ℎ�t∑ ��º�æ� u ∏ ]Æt�� uc��/�º�æ� w��|��|�& ≤ �
 × (Ï�¢ − ��¢)                  (18.2.15) 

and �
 is independent of �, Ï and ..                                                                                                                                    
Let Õ be a state with at most � particles. It follows from (18.2.15) and the form of ô that 

                                                ‖ôΩ�‖#� ≤ t(� + µ)!/�!u ×
× (Ï�¢ − ��¢) ‖Õ‖#� 

and furthermore ôÕ is a state with at most � +  µ particles. Thus if we have operators ô�, . . . , ôÃ of the form 

(18.2.14), 

                                                                 �ô� ∙∙∙  ôÃΩ��#
� ≤ (oÁ)! �
Ã��¢Ã . 

Hence  

                                                	tÇ&,� − Ç�,�uÃΩ�	#
� ≤ (oÁ)! × ��Ã × (Ï�¢ − ��¢)Ã,                                      

and the proof is complete.  

§ 18.3. Path space and corresponding #-measure. Let � now denote a variable in a Euclidean space / &� =
ℝ ∗  #�   amd let �# be the space of #-continuous paths � = �(Q) ∈ / &� , 0 ≤ Q < ∞ ∗ . There is a #-measure on �# 

intrinsically associated with the semigroup /��-expt−�©�,&,�u. To define this #-measure we set �� = �(�) and 

                                         µ�� (��, ��- ) = d��(��- )o#��- = ç(4��(�) = ��- |��(0) = ��7                                        (18.3.1)  

the probability that ��(�) = ��-  if it is known that ��(0) = �� ∙ µ��  is defined by (18.2.5) we have added a subscript k 
to indicate the dependence on Æ = Æ(�). Let 



                                                      µ)� (� , � -) = /��- ∏ µ�� (��, ��- )�∈�%,&� .                                                              (18.3.2) 

The #- field [19] of #-measurable subsets of �# is generated by the sets  

                                                                  �(Q�) ∈ ï� , 1 ≤ ° ≤ Á,                                                                         (18.3.3) 

where ï� is a #-Borel subset of / &�  . The #-measure of (18.3.3) is  

             /��- n /��- ∏ µ)á��á�R¦(�(Q�) , �(Q���)  )Ã�æ�
 

 �°×∙∙∙× �° d&�t�(Q�)uo#�(Q�)d&�t�(0)uo#�(0)                      (18.3.4)  

if  Q� = 0 < Q� < ⋯ < QÃ . The definition (18.3.4) is forced by the definition (18.3.1) together with the Markov 

character of the process, the stipulation that each coordinate �� of � defines an independent process and the 

specification of d��(�)o#� as the probability distribution of the initial point �(0) of the path �.                                           
If Ç�, … , ÇÃ ∈ <Ã#t/ &� , d��(�)o#�u  then we compute 

                               /��- n /��- ∏ Ç�t�(Q�)u� o#� = /��- n Ç�t�(0)ud&�t�(0)uo#�(0) ×                                (18.3.5) 

× ]/��-expt−(Q� − Q�)©�.&,�uÇ�/��-expt−(Q� − Q�)©�.&,�ut… tÇÃ��/��-expt−(Q� − Q���)©�.&,�uÇÃu … uct�(0)u  

and  

                                                   m/��- n /��- ∏ Ç�t�(Q�)u� o#�m ≤ /��- ∏ ‖Ç�‖#Ã�                                             (18.3.6)     

using (18.3.4) and the fact that /��-expt−©�,&,�u) is a contraction on <�# . Furthermore (18.3.5) and (18.3.6) remain 

valid when some of the times Q� coincide.                                                                                                                        

Lemma 18.3.1 Let Ç be a polynomial function on /&� . Then  /��- n Ç t�(Q )uo#Q�
� ∈ <º# (�#, o#�)  for all µ < ∞ ∗ .  

and 

                                                           	/��- n Ç t�(Q )uo#Q�
� 	#� ≤ �‖Ç�‖#Ã 

for Á ∈ ℕ ∗  an even positive integer.                                                                                                                               
Lemma 18.3.2 Let � ∈ ´1,2). There is a finite ö independent of . such that if � ≥ ö and if d and Õ in 

<�# j<�#(d&�(�)o#�)l then d(�(0))Õ(�(�)) ∈ <�#(�#, o#�) and 

                                                        ‖d(�(0))Õ(�(�))‖#� ≤ ‖d‖#� × ‖Õ‖#�. 
The ö can be chosen independently of � provided � is bounded away from 2. 
§ 18.4. The generalized Feynman Kac formula. The generalized Feynman Kac formula states that 

          〈d, /��-expt−�©&,�uÕ〉# = /��- ndt�(0)u p/��-exp j− v/��- n Ç&,�t�(Q)u�
� o#Qwlq Õt�(Q)uo#�.    (18.4.1)        

The RHS of (18.4.1) is bounded by 

                            �dt�(0)uÕt�(Q)u�#ºL × 	/��-exp j− v/��- n Ç&,�t�(Q)u�
� o#Qwl	#º ≤   

                               ≤ ‖d‖#� × ‖Õ‖#� × 	/��-exp j− v/��- n Ç&,�t�(Q)u�
� o#Qwl	#º 

  



for µ >  2 and for � large, by Lemma 18.3.2. Thus 

                                   �/��-expt−�©&,�u�# ≤ 	/��-exp j− v/��- n Ç&,�t�(Q)u�
� o#Qwl	#º 

and therefore 

                                     ��� ¨/��-ln �	/��-exp j− v/��- n Ç&,�t�(Q)u�
� o#Qwl	#º�© ≤ ©&,� .                             (18.4.2) 

Let 

                                                               * � = /��- n Ç&,�t�(Q)u�
� o#Q. 

Then by Lemma 18.2.2 we have 

                                                                              −����¢ ≤ * �.                                                                          

Let �Á , . . . denote positive constants depending only on � and the polynomial 	 and let ç(4�| ∙7 denote the 
#-measure defined by o#�.                                                                                                                                                           
Then by Lemma 18.3.1 we get 

           ç(4�|* & ≤ −����¢ − 17 ≤ ç(4�|⌈* & − * �⌉ ≥ 17 ≤ /��- n⌈* & − * �⌉�Ã o#� ≤ ��Ã�* &,� − * �,��#�Ã
�Ã .     (18.4.3)   

From (18.4.3) by Lemma 18.2.3,see (18.2.12)  we get  

                                    ç(4�|* & ≤ −����¢ − 17 ≤ ´(oÁ)!¶ × ��Ã × ��Ã × (Ï�¢ − ��¢)Ã .                                    (18.4.3) 

Lemma 18.4.1 Let Y be ℝ ∗  #- valued function on a probability #-measure space (!, Σ#, Æ#), see [19], and let        

KÌ(�) = Æ#4�|Y(�) ≥ �7. Let ç: ℝ ∗  # → ℝ ∗  #  be a bounded positive, monotone non-decreasing �#� function. Then 

             /��- n çtY(�)uo#Æ# 1 = /��- n ç(�)o#C ∗� C ∗ KÌ(�) = −ç(− ∞ ∗ ) + /��- n KÌ(�)ç#L(�)C ∗� C ∗ o#�.      (18.4.4) 

In particular, by the generalized monotone convergence theorem: 

                                   /��- n ]/��-exptY(�)uco#Æ# 1 = /��- n ´/��-exp(�)¶KÌ(�)o#�.C ∗� C ∗                              (18.4.5) 

From (18.4.3) we get 

                                       ç(4�|−* & ≥ ���¢ + 17 ≤ ´(oÁ)!¶ × ��Ã × ��Ã × (Ï�¢ − ��¢)Ã.                                  (18.4.6) 

From (18.4.6) and (18.4.5) finally we get 

      /��- n ]/��-expt−µ* &(�)uco#� 
 ≤ ´(oÁ)!¶ × ��Ã × ��Ã/��- n ´/��-exp(�)¶(Ï�¢ − ��¢)Ão#� < ∞ ∗  .&

�     (18.4.7) 

Thus /��- n ]/��-expt−µ* &(�)uco#� 
  is bounded independently of . and combining this with (7.2) we have ©&,� 

bounded below by a constant which is independent of .; according to §18.1this proves Theorem 18.4.1.                  
Theorem 18.4.1 Let ℎ be a nonnegative function in <�# ∩ <�#. Suppose that the polynomial 	 in ((18.2.10)) has even 
degree and that the leading coefficient is positive. Then Hamiltonian ©& is bounded from below. 



§ 18.5. We will give an alternate derivation of the results mentioned in subsections above without the use of 
functional integration, central in subsection 18.4. We consider a Hamiltonian of the form  

                                                                           ©& = ©�.& + Ç& ,                                                                         (18.5.1) 

where ©�.& is the free Hamiltonian of a particle of mass Æ�  expressed in terms of the neutral scalar field �&#(�) and 

its momentum conjugate ê&#(�): 

                     ©�.& = /��- n o#�� j/��- n o#�� j/��- n o#���
� : ´+�&#�(�) + Æ���&#�(�) + ê&#�(�)¶: l�

� l�
�           (18.5.2) 

As is evident from (18.3.2) we are working in a periodic box ï = ´0,1¶�. Ç& is a polynomial function of the �&#(�). 
We denote by ©�.& ~  and Ç& ~ , ñ ∈ ℕ\ℕ ∗  the parts of ©�.& and Ç& depending only on the creation and annihilation 
operators of the ñ lowest-energy modes of the free Hamiltonian and such that |�| ≤ Ï . We always imagine we are 
working with ©�.& ~  and Ç& ~ , but derive inequalities independent of ñ. 

Theorem 18.5.1 Assume for each finite [ > 0 that there is an !_ such that 

                                                           〈0|/��-expt−[( Ç& ~ )u|0〉 ≤ !_ ,  
where |0⟩ denotes the vacuum of the free field. Then there is a ï such that  

                                                                    ©�.& + Ç& ~ ≥ ï ~ , for all ñ.   

                                                                                                                                                                                        
Actually as will be seen it is not necessary to satisfy the condition above for all [, but only for some sufficiently 
large [ that one can calculate. We refer to section 18.3 for the result that the conditions of the theorem are satisfied 
for a large class of self-interactions.                                                                                                                                   
We apply the notation 

                                             �&,�# (�) = /��- ∑ /��-exp(°〈�, �〉) �s� (�) + � �∗  (−�)
�∈��,&�                             (18.3.3) 

and define for � ∈ Γ&,��  

                                    �� = (Æ�/2)�/� v�� (v) + s �∗  (v)w,  µ� = °(Æ�/2)�/� v��  (v) − s �∗  (v)w,                     (18.3.4)      

� t�(|K|)u = t2��Æ(�(K) )u�/� v�� t�(K)u + � �∗  t�(K)u + � �  t−�(K)u + � �∗  t−�(K)uw, 
              � t�(−|K|)u = °t2��Æ(�(K) )u�/� v−�� t�(|K|)u + � �∗  t�(|K|)u + � �  t−�(|K|)u − � �∗  t−�(|K|)uw, 

µ t�(|K|)u = °t2��Æ(�(K) )u�/� v��  t�(K)u − � �∗  t�(K)u + � �  t−�(K)u − � �∗  t−�(K)uw, 
              µ t�(−|K|)u = t2��Æ(�(K) )uq/» v��  t�(|K|)u + � �∗  t�(|K|)u − � �  t−�(|K|)u − � �∗  t−�(|K|)uw, 
              µ¤ = µ t�(K)u,  �¤ = � t�(K)u. 
In terms of these variables, 

                  ©�,&,� = /��- ∑ 2��¤∈ ℤ,|£(¤)�&| ∗ ´µ¤� + Æ�(�(K) )�¤� − Æ(�(K) )¶ = /��- ∑ ©¤¤∈ ℤ,|£(¤)�&| ∗ .     (18.3.5)                            



We represent these operators on the <�# space of ℝ ∗  #~ with #-measure Æ the product of the #-measures Æ¤ 

                                                 o#Æ¤  = (y¤/ê#)�/�t/��-exp(−y¤�¤� )uo#�¤                                               (18.3.6)  

with �¤ a multiplicative operator and  

                                                               µ¤ = °(U#/U#�¤) − y¤�¤ .                                                                         (18.3.7)  
Where 

                                     y¤ = (��(K) + Æ��)�/� = (���(K) + ���(K) + ���(K) + Æ��)�/�. 
A complete set of eigenfunctions for ©¤ is given by 

                                           d¤,V(�¤) = (2VM!#)��/�ôVt�¤(y¤)�/�u, M ∈ ℕ, ∗                                                   (18.3.8) 

                                           M!# = /��- ∏ µ�4º�V , 2V = /��- ∏ 2,�4º�V  

                                       ôV(8) = (−1)Vt/��-exp(8�)u ¢#h  
¢#-h t/��-exp(−8�)u. 

The chief inequality we will exploit is the following numerical inequality for �, T ∈ ℝ ∗  #, T ≥  0: 
                                                         �T ≤ /��-exp(�) + /��-ln(T).                                                                  (18.3.9) 

The expectation value of the interaction Ç& in a state with ℂ ∗  #-function ç is given by 

                                                           〈ç|Ç&|ç〉 = /��- n(|ç|�Ç&)o#Æ .                                                             (18.3.11) 

We apply (18.3.10) with � =  �Ç& and T = ���ç�   to derive the inequality 

     −〈ç|Ç&|ç〉 ≤ /��- nt/��-exp(−�Ç&)uo#Æ + �
� ]/��- n|ç|�t/��-ln(|ç|�)uo#Æ c − �

� t/��-ln(�)u.           (18.3.12)                                         

Here � is a numerical factor to be fixed later. Note that 

                                            /��- nt/��-exp(−�Ç&)uo#Æ = 〈0|/��-exp(−� Ç&  )|0〉.                                       (18.3.13) 

We intend now to bound the second term on the right side of (18.3.12) by the expectation value of ©�.&  in the 
state ç. We consider the following equation: 

                                                            ]/��- n|ç|�t/��-ln(|ç|�)uo#Æ c =                                                        (18.3.14) 

            = �
� (/��- n ç∗ ©�.&ço#Æ ) + �

�
¢#  
¢#� j/��- n]t/��-exp(−�©�.&)u∗t/��-exp(−�©�.&)u c�=��o#Æ li�æ�, 

which easily follows for functions ç nice enough so that all the integrals exist and the differentiation may be moved 

inside the integral, a dense subspace in <�#. We do not discuss domain questions. We rewrite (18.3.12) using 
(18.3.14):  

                        −〈ç|Ç&|ç〉 ≤ /��- nt/��-exp(−�Ç&)uo#Æ + �
�� 〈çm©�.& mç〉 − �

� t/��-ln(�)u +                      (18.3.15) 

                               + �
��

¢#  
¢#� j/��- n]t/��-exp(−�©�.&)u∗t/��-exp(−�©�.&)u c�=��o#Æ li�æ�. 



The theorem we are after is established provided �� ≥ 2 and we can bound the last term in (18.3.15). The remainder 
of the paper is devoted to a study of 

       /��- n]t/��-exp(−�©�.&)u∗t/��-exp(−�©�.&)u c�=��o#Æ = /��- n|/��-exp(−�©�.&)|�=���o#Æ.         (18.3.16)                                             

We consider, corresponding to any � in <�#(Æ ), its expression as a sum of products of the functions in (18.3.8): 

                        �(�) = /��- ∑ ��¦∙,∙∙,�à�¦∙,∙∙,�à p/��- ∏ (2�º°á!#)��á j/��-exp(°á)ô�ºt�á(yá)�/�ulq.                    (18.3.17)                                                     

The �á are merely the �£ in some order. The coefficient’s ��¦∙,∙∙,�à are now considered as functions on the discrete 

space whose points are the indices of the �-s. To the point (°�∙,∙∙,°~) is associated the point mass 

/��- ∏ t/��-exp(2°á)u á . With this measure, the transformation ö that carries a set of �-s into the corresponding 

function g as in (18.3.17) is norm preserving as a map from ��# to <�#. We will later show that ö is norm decreasing as 
a map from ��# to <
#.  Assuming this for a moment, we complete the proof of the theorem. We apply the generalized 
Riesz-Thorin convexity theorem to the transformation ö obtaining 

                                                        /��- n|/��-exp(−�©�.&)|�=���o#Æ ≤                                                          

            ≤ �/��- Ë∑ /��- ∏ t/��-exp(2°á)uá�¦∙,∙∙,�à × ij/��-expt−y�¦∙,∙∙,�à�ul × ��¦∙,∙∙,�ài
�(¦þ./)
¦þ�./ Í�

¦þ�./
�(¦þ./)

           (18.3.18)                                                                                   

with 

                                                                     y�¦∙,∙∙,�à = /��- ∑ °áyá.á                                                                  (18.3.19) 

In the right-hand side of (18.3.18) we apply the generalized Holder inequality to obtain an expression involving the 
weighted sum of the squares of the absolute values of the �-s which is equal to one: 

                                                               /��- n|/��-exp(−�©�.&)|�=���o#Æ ≤                                                  

                        ≤ �/��- Ë∑ /��- ∏ t/��-exp(2°á)uá�¦∙,∙∙,�à �/��-exp j−y�¦∙,∙∙,�à × �(�=��)
�� l
Í����

.                    (18.3.20) 

It follows that 

                                                   
¢#  
¢#� t/��- n|/��-exp(−�©�.&)|�=���o#Æ  ui�æ� ≤                                                                                          

                      2� × Ó/��-ln �/��- Ë∑ /��- ∏ t/��-exp(2°á)uá�¦∙,∙∙,�à �/��-exp j−y�¦∙,∙∙,�à × �(�=��)
�� l
Í�Ô.      (18.3.21) 

If Æ� /� > 2, this gives an inequality with finite right hand side in the #-limit  ñ → ∞ ∗ . It is clear that the theorem is 
now reduced to establishing that ö is #-norm decreasing from ��# to <
#.                                                                           

Lemma18.3.1. Let W be the space of sequences X�ûd, x= 0, 1, . . . , ñ with #-measure at x, /��-exp(2x); and ð the 

space of functions on ℝ ∗  # with #-measure 

                                                              (1/ê#)�/�t/��-exp(−��)uo#�,                                                           (18.3.22)  

and ö the operator from W to ð given by 



                                                        öX�ûd = /��- ∑ �ûû tÅJ�-���(û)uZ0(J)
]�0û!#c                                                          (18.3.23) 

with ôû(�) the x-th Hermite polynomial ôû(�) = (−1)Vt/��-exp(��)u ¢#h  
¢#Jh t/��-exp(−��)u ; then, ö is #-norm 

decreasing from ��# to <
#.                                                                                                                                                                 
It is easy to see that this lemma would follow from establishing the inequality 

 �j �
�#l

¦
� t/��-exp(−� − > − s − o)u × 

× j/��- n ´2Q=P= =¢(�!#)(>!#)(s!#)(o!#)¶��/� 
ℝ ∗ W# ôQ(�)ôP(�)ô (�)ô¢(�)t/��-exp(−��)uo#�li ≤ 1       (18.3.24)                                                                         

for all integers �, >, s ∈ ℕ ∗  and o ≥ 0; actually, it is sufficient to let � =  > =  s =  o. We use the generating 
function [21] 
                                                   /��-exp(−�� + 2��) = /��- ∑ �à

~!#~∈ ℕ ∗ ô~(�)                                                            (18.3.25)                                                                                                    

to obtain  

                                j �
�#l

¦
� j/��- n t/��-exp(−��)uôQ(�)ôP(�)ô (�)ô¢(�)o#� 

ℝ ∗ W# l =                                         (18.3.26) 

                    = tQ!#utP!#ut !#ut¢!#u¦
�(Q=P= =¢)!# × 2¦

�(Q=P= =¢) ×  (�Q + �� + � + Q� + Q + �)�A�1-2-��3�4 
¦
�(Q=P= =¢)                                                                                   

where pick-a-power means to find the coefficient of the monomial �QQP� f  in the expansion of the 
expression. Note that � +  > +  s +  o is even or the integral vanishes. We make the crude estimate 
                                                (�Q + �� + � + Q� + Q + �)�A�1-2-��3�4 

¦
�(Q=P= =¢) ≤                                                                (18.3.27) 

                                           ≤ 2�¦
�(Q=P= =¢) × (� + Q + � + )�A�1-2-��3�4¦

�(Q=P= =¢)
 

Now, 
                                                 (� + Q + � + )�A�1-2-��3�4

¦
�(Q=P= =¢) = (Q=P= =¢)!#

tQ!#utP!#ut !#ut¢!#u.                                                            (18.3.28) 

Denoting the left-hand side of (18.3.24) by ℑ and using (18.3.27) we obtain  

                                             ℑ ≤ t/��-exp(−� − > − s − o)u × ](Q=P= =¢)!#c×�R¦�(7þ8þWþ9)
]tQ!#utP!#ut !#ut¢!#uc¦/�v¦

�(Q=P= =¢)w!#.                     (18.3.29)       

 It is easily verify that  
                                                                                                ℑ ≤ 1.                                                                                       (18.3.30)       

The inequality (18.3.30) finalized the proof of theorem. 

     



 

                                                             

 

 

                                                             CHAPTER II 

                                                       § 1. INTRODUCTION 

§ 1. 1 We can consider a somewhat different cut-off theory, namely the ��

  theory in a periodic box. This gives a 
cut-off interaction which is translation invariant, and therefore it is useful for the study of the vacuum state.  In a 
finite interval we prove that the total Hamiltonian is self #-adjoint and has a complete set of normalizable 
eigenstates. 

§ 1. 2 Definitions and notation The Fock space ℱ # is the Hilbert space completion of the symmetric tensor algebra 

over <�#( ℝ ∗  #Ç) 

                                                 ℱ # = ℭ j<�#( ℝ ∗  #Ç)l = /��-⨁Væ�C ∗ ℱV#,                                                                    (1.2.1)                                         

where ℱV# is the space of M non-interacting particles, 

                                           ℱV# = <�#t ℝ ∗  
#Çu⨂á<�#t ℝ ∗  

#Çu⨂á ∙∙∙ ⨂á<�#( ℝ ∗  #Ç).                                                        (1.2.2) 

The variable � = (��, ��, ��) ∈ ℝ ∗  #Ç denotes momentum vector. For Õ = 4Õ�, Õ�, … 7 ∈ ℱ # = ℱ�#⨁ℱ�#⨁ ∙∙∙ 
We define on Fock space ℱ # the ℝ ∗  #- valued #-norm ‖∙‖#  by ‖Õ‖#� = /��- ∑ ‖Õ�‖#�� ,C ∗Væ�  where ‖∙‖#� is a #-norm in 

<�#( ℝ ∗  #Ç) The no particle space ℱ�# = ℂ ∗ # is the complex numbers, and 

                                                              Ω� = 41,0,0, … 7 ∈ ℱ #                                                                              (1.2.3) 

is the (bare) vacuum or (bare) no-particle state vector. We define operators ñ and  ©�,& by 

                                                  (ñÕ)V = M(/��- ∏ ì(‖��‖, Ï)V�æ� ÕV),                                                                (1.2.4) 

                            t ©�,&ÕuV(��, … , �V) = /��- ∑ ìt��Ã�, ÏuÆt�ÃuVÃæ� ÕV(��, … , �V),                                       (1.2.5) 

where Ï ∈ ℝ ∗  =# \ ℝ ∗ @AB=#  and 

            ìt��Ã�, Ïu = 1 if ��Ã� ≤ Ï and t��Ã�, Ïu = 0 if ��Ã� > Ï, Æt�Ãu = Ñ〈�Ã , �Ã 〉 + K��                           (1.2.6) 

Here ñ is the number of particles operator, and  ©�,& is the free energy operator (the free Hamiltonian). The rest 

mass of the non-interacting particles is K� , and Æ(� ) is the energy of a free particle with momentum vector � . We 
use the standard annihilation and creation operators �(�) and �∗(�),    

                                               (�(�)Õ)V��(��, … , �V��) = √MÕV(�, ��, … , �V��). 



As a convenient minimal domain for �(�), we use the set ℰ# of vectors Õ ∈ ℱ # with ÕV = 0 for large M ∈ ℕ ∗  and 

ÕV ∈ W@AB# ( ℝ ∗  #Ç�)  for all M ∈ ℕ ∗ . 

            (�∗(�)Õ)V=�(��, … , �V , �V=�) = √M + 1R¦/� /��- ∑ .#t� − �ÃuV=�Ãæ� ÕVt��, … , ��Ã , … �Vu.                      (1.2.7) 

Here the variable �Ã is omitted. While a*((k) is not an operator, it is a densely defined bilinear form on  ℰ# × ℰ#.  
Remark 1.2,1 Note for a ℂ ∗  #- valued function or ℂ ∗  #- valued distribution >  we can define  ℂ ∗  #- valued bilinear 
form  

            ï = /��- n >(��, … , �¤; ��- , … , �V- )�∗(��) ∙∙∙ 
ℝ ∗ W#�×∙×∙ ℝ ∗ W#�∙ �∗(�¤)�(−��- ) ∙∙∙ �(−�V- )o#���- … o#��V- .    (1.2.8)              

The integration helps in (1.2.8) and ï is not only a bilinear form, but often an operator. This is the case if, for 
example, > is the kernel of a bounded operator ï� from ℱV# to ℱ¤#. In this case  

                                         �( ñ& + *)�_/�ï( ñ& + *)�`/��# ≤ const ∙ ‖ï�‖#,                                                     (1.2.9)     

provided that K + M ≤ [ + \. The constant depends only on [, \, K and M. Intuitively we think of ï as being 

dominated by ñ&(¤ =V)/�; in particular ï is an operator on k j ñ&(¤ =V)/�l the domain of ñ&(¤ =V)/�. The inequality 

(1.2.9) is one of our basic estimates and in using it we will often dominate ‖ï�‖#  by the Hilbert Schmidt #-norm        

‖ï�‖#¥â ≤ ‖>‖#�, ‖ï�‖#¥â = �/��- ∑ ‖ô��‖#�∈ C ∗  , and where 4��|° ∈ ∞ ∗ 7 is an orthonormal basis in ℱ #.                     
By definition the field with hyperfinite momentum cut-off �&#(�), � = (��, ��, ��) ∈ ℝ ∗  #�, Ï ∈ ℝ ∗  =# \ ℝ ∗ @AB=#  is  

                         �&#(�) = /��- n t/��-exp(−°〈�, �〉)u4�∗(�) + �(�)7´Æ(� )¶��/�o#�� = |�|�&                           (1.2.10) 

                           = /��- n ì(‖� ‖, Ï)t/��-exp(−°〈�, �〉)u4�∗(�) + �(�)7´Æ(� )¶��/�o#��. 
ℝ ∗ W#�  

We also define the bilinear form  

                        ê&#(�) = /��- n °t/��-exp(−°〈�, �〉)u4�∗(�) + �(�)7´Æ(� )¶¦
�o#�� =  |�|�&                               (1.2.11)   

                             /��- n °ì(‖� ‖, Ï)t/��-exp(−°〈�, �〉)u4�∗(�) + �(�)7´Æ(� )¶¦
�o#��, 

ℝ ∗ W#�             

the conjugate momentum to �&#(�). Since the kernels >(�) = ì(‖� ‖, Ï)t/��-exp(−°〈�, �〉)u´Æ(� )¶��/� in <�#  the  

bilinear forms (1.2.10)-(1.2.11) define operator-valued functions  �&#(�): ℝ ∗  #� → <(ℱ #) and ê&#(�): ℝ ∗  #� → <(ℱ #). 

For real Y(�), �(�) such that ì(‖� ‖, Ï)´Æ(� )¶��/�YØ(�) ∈ <�# and ì(‖� ‖, Ï)´Æ(� )¶¦
��_(�) ∈ <�# , , the bilinear forms 

�&#(Y) and ê&#(�) define operators whose #-closures on kt ñ&�/�u are self-#-adjoint. They satisfy the canonical 

commutation relations  

             /��-expt°ê&#(�)u/��-expt°�&#(�)u = /��-exp(°〈Y, �〉#)X/��-expt°�&#(�)u/��-expt°ê&#(�)ud.      (1.2.12)                              

It is furthermore possible to define polynomial functions of the field �&#(�), the Wick polynomials : �&#(�): (see 

chapter I for a definition of the Wick dots : :). Explicitly, as a bilinear form on kt ñ&V/�u × kt ñ&V/�u, 
                             : �&#V(�) ≔ ∑ jVÃl >J(��, … , �V)VÃæ� �∗(��) ∙∙∙ �∗t�Ãu�t−�Ã=� u ∙∙∙ �(−�V ),                         (1.2.13)                             

where                                                                                                         



                                   >J(��, … , �V) = ∏ ìt��Ã�, Ïu]Æt�Ãuc��/�VÃæ� /��-expt−°〈∑ �ÃVÃæ� , �〉u. 

Thus for real Y(�) ∈ W#( ℝ ∗  #�), the bilinear form  

                                                     ∶ �&#V(Y) ≔ /��- n ∶ �&#V(�)Y(�): o#�� 
ℝ ∗ W#�   

has a kernel proportional to ∏ ìt��Ã�, Ïu]Æt�Ãuc��/�VÃæ� YØt∑ �ÃVÃæ� u. Thus from (1.2.9) we conclude that 

: �&#V(Y):  defines a symmetric operator on the domain kt ñ&V/�u. It was shown in chapter I sect. 15 that : �&#V(Y):   
is essentially self-#-adjoint on this domain. 

                      § 2. THE PEREODIC HYPERFINITE APPROXIMATION IN   

                                                   CONFIGURATION SPACE 

§ 2.1 The cut-off Hamiltonian ¡)(*�.The cut-off Hamiltonian ©&��� acts on ℱ�# and can be written in terms of the 

field operator �&
#���, � = ���, ��, ��� as 

                                       ©&��� =  ©�,& + /��- n �&
#
��� 

ℝ ∗ W#� o#�� =                                                           (2.1.1)                                         

                                                          = ©�,& +  ©�,&,',  

where  ©�,& =  ©&�0� is the free hamiltonian, and 0 ≤ �. Let  

                                                                  C C ∗ t©�,&u = ⋂ kt©�,&
V uC ∗

Væ�  

be the set of C C ∗  vectors for ©�,&. It was shown in sect.15 chapt.1 that  ©&��� and  ©�,&,' are essentially 

self-#-adjoint on C C ∗ t©�,&u, that 

                                                      kt ©&���u = kt ©�,&u ∩ kt ©�,&,'u                                                                (2.1.2) 

and that there are finite or hyperfinite �, > =  >��� such that 

                                              � ©�,&Õ�# + � ©�,&,'Õ�# ≤ ‖� ©&��� + >�Õ‖#                                                      (2.1.3) 

for all Õ ∈ kt ©&���u. 

Note that it is convenient to introduce a periodic hyperfinite approximation in configuration space. Under this 
approximation, the momentum space variable � = ���, ��, ��� ∈ ℝ ∗  #Ç is replaced by a discrete variable � ∈ Γ�� 

                                          Γ�� = p� = ���, ��, ���|�� = ��V�� , M� ∈ ℤ; ° = 1,2,3 ∗ q 

with Ç ∈ ℝ ∗  =
# \ ℝ ∗ @AB=

# . Thus we define ℱ�#, the Fock space for volume Ç� as  

                                          ℱ�# = ℭ j��
#�Γ���l = ℂ ∗ #⨁��

#�����⨁4��
#�����⨂á��

#�Γ���7 ∙∙∙ 

We identify ℱ�# with the subspace of ℱ 
# consisting of piecewise constant functions which are constant on each cube 

of volume �2ê/Ç��Ã cantered about a lattice point 



                                                         X��, … �Ãd ∈ Γ�� × Γ�� × ∙∙∙ × Γ�� = Γ��Ã . 
The periodic annihilation and creation operators �(�) and �∗(�) can be extended from ℱ�# to ℱ # by the formulas 

                         ��(�) = j �
��l�/� v/��- n o#���/�

��/� /��- n o#���/�
��/� /��- n o#���/�

��/� �(� + â)w,                            (2.1.4)    

                       � �∗ (�) = j �
��l�/� v/��- n o#���/�

��/� /��- n o#���/�
��/� /��- n o#���/�

��/� �∗(� + â)w.                           (2.1.5)    

Therefore the periodic field �&,�# (�) and the periodic Hamiltonian  ©&,�(�) can be extended to act on ℱ # by the 

formulas 

                      �&,�# (�) = (2Ç)��/�/��- ∑ /��-exp(−°〈�, �〉)´�∗(�) + �(−�)¶tÆ(�)u��/�
�∈�:� ,|�|�& ,                 (2.1.6) 

                                                               ©&,� =  ©�,&,� +  ©�,&,� ,                                                                           (2.1.7)    

                                        ©�,&,� = /��- n /��- n /��- n �&,�#
 (�)�/�
��/�

�/�
��/�

�/�
��/� o#��,                                               (2.1.8)    

                                                   ©�,&,� = /��- n �∗(�) 
|�|�& �(�)Æ(��)o#��                                                       (2.1.9)    

with �;, a lattice point infinite close to �, 
                                                                  �; ∈ Γ��, ‖� − �;‖ ≤ �� ≈ 0.                                                              (2.1.10)   

Remark 2.1.1 Note the absence of a Ç in the �(�) and �∗(�) in (2.1.9). On ℱ�#, this definition of  ©�,&,� agrees with 

the standard definition  

                                                                  /��- ∑ � �∗ (�)��(�)Æ(� ).�∈ :,|�|<��  

The operators  ©�,&,� and  ©&,� are essentially self adjoint on C C ∗ t©�,&,�u, and  

                                                               kt ©&,� u = kt©�,&,�u ∩ kt©�,&,�u.                                                      (2.1.11)   

For all Õ ∈ kt ©&,� u, 
                                                  �©�,&,�Õ�# + �©�,&,�Õ�# ≤ ��t ©&,� + >uÕ�#,                                               (2.1.12) 

where > depend on Ç. On ℱ�#, the operator ©�,&,� has a #-compact resolvent. We want to approximate ©�,&(�) by 

operators with #-compact resolvents on ℱ�#, so we define 

                                         ©&(�, Ç) = ©�,&,� + /��- n ∶ �&,�#
 (�)�(�)o#�� 
ℝ ∗ W#� =                                                    (2.1.13) 

                                                                  = ©�,&,� + ©�,&(�, Ç). 
As in chapter I sect. we can show that ©&(�, Ç), and ©�,&(�, Ç) are essentially self-#-adjoint on C C ∗ t©�,&,�u, and 

that 

                                                          k(©&(�, Ç) ) = kt©�,&,�u ∩ k j©�,&(�, Ç)l.                                            (2.1.14)   



Furthermore, for all Õ ∈ k(©&(�, Ç) ), 
                                                 �©�,&,�Õ�# + �©�,&(�, Ç)Õ�# ≤ �‖(©&(�, Ç) + >)Õ‖#.                                  (2.1.15) 

In this case both � and Ç serve as volume cutoffs, and the constant > = >(�, Ç) can be chosen independently of Ç 
for fixed �. On the space ℱ�#, the operator ©&(�, Ç) has a #-compact resolvent. Our hamiltonians are semi-bounded 
and for each ¨ >  0, there is a constant > such that 

                                                                      0 ≤ ¨©�,& + ©�,&(�) + >,                                                               (2.1.16) 

                                                                      0 ≤ ¨©�,&,� + ©�,&,� + >,                                                                (2.1.17) 

                                                                       0 ≤ ¨©�,&,� + ©�,&(�, Ç) + >,                                                       (2.1.18) 

see chapter I sect.18. In (2.1.18), the > can be chosen to be independent of Ç. Taking ¨ = 1/2, we have 

                                                                            
�
� ©�,& ≤ ©�,&(�) + >,  

which implies that for all Õ ∈ k �t©&(�)u¦
� 
, 

                                                            �©�,&�/�Õ�# ≤ √2	t©&(�) + >(Ï)u�/�Õ	#.                                            (2.1.19) 

Here we must choose >(Ï) at least|/&(2�)|, where /&(2�) is the vacuum energy for the cut-off 2�. 

                § 3. THE EXISTENCE OF A VACUUM VECTOR %&,' FOR ¡)(*�                                          

In this section we prove the existence of a vacuum vector Ω&,' for ©&���, and we prove that the vacuum is unique. 

§ 3.1 The existence of a vacuum vector In this subsection we prove the existence of a vacuum vector Ω&,' for 

©&���. Since the Hamiltonian ©&��� is bounded from below, we can define the vacuum energy /&,' ≜ /�Ï,�� to 

be the infimum of the spectrum of ©&��� and we also refer to /&,' as the lower bound of ©&���. We show that /&,' 

is an isolated point in the spectrum. In a relativistic theory, the gap between the ground state and the first excited 
state is the mass of the interacting particle. For this reason we say that ©&��� has a mass gap. A vacuum vector Ω&,' 

is defined as a normalized eigenvector of ©&��� corresponding to the eigenvalue /&,'.  

                                                      ©&���Ω&,' = /&,'Ω&,', �Ω&,'�# = 1.                                                              (3.1.1)                                         

Theorem 3.1.1There is exists a vacuum vector %),* for Hamiltonian ¡)�*�. For any = >  v,= ≈ v the 

operator ¡)�*�, restricted to the spectral interval  ]�),*, �),* + ãv − =c is #-compact.                                                                            

Theorem 3.1.2 The approximate Hamiltonian ¡),;�*�, has a vacuum vector %),*,;. Any hyperinfinite sequence of 

volumes ;� tending to hyperinfinity ∞ ∗  has a hyperinfinite subsequence ;â, â ∈ ℕ ∗  such that #-limit 

 .                                                            Ω&,' = #-limå→ C ∗ Ω&,',�±                                                                         (3.1.2) 

exists and satisfies (3.1.1).                                                                                                                                                

Remark 3.1.1 Let /&,',� be the lower bound of  ©&,���� on ℱ�#. Since  ©&,���� has a #-compact resolvent on ℱ�#, 

there is a vacuum vector Ω&,',� for ©&,���� ↾ ℱ�#. We now see that /&,',� is the lower bound for  ©&,���� on ℱ�#, so 

that  Ω&,',� is a vacuum vector for ©&,����.                                                                                                                                                



Remark 3.1.2 Let  ℱ�#> be the orthogonal complement of ℱ�#. Since  ©&,�(�) leaves  ℱ�# invariant and is self-

#-adjoint,  ©&,�(�) also leaves  ℱ�#>  invariant.                                                                                                                                                               

Theorem 3.1.3 The lower bound of  ©&,�(�) on ℱ�# is /&,',� + K�, where K�, is the rest mass of the Fock space 

bosons.                                                                                                                                                                                     
Remark 3.1.3 Theorem 3.1.3 shows that Ω&,',� is a vacuum for  ©&,�(�).                                                                             

Proof We have an orthogonal decomposition in the single particle space  

                                                            ℱ�# = <�#( ℝ ∗  #�) =  ℱ��# ⨁ ℱ��#>.                                                                  (3.1.3) 

Here  ℱ��# =  ℱ�# ∩  ℱ�# consists of functions piecewise constant on intervals cantered at lattice points. Thus we may 
write 

                                                  ℱ # = /��-⨁Ãæ�C ∗  ℱ #(Ã),  ℱ�#> = /��-⨁Ãæ�C ∗  ℱ #(Ã),                                                 (3.1.4) 

where  ℱ #(Ã) consists of vectors with exactly Á particles from  ℱ��#> and  

                                                       ℱ #(Ã) = (/��- ℱ��#>⨂á ∙∙∙ ⨂á ℱ��#>)⨂á ℱ�#                                                       (3.1.5) 

In this tensor product decomposition there are Á factors ℱ��#>. The Hamiltonian   ©&,�(�) leaves each subspace  ℱ #(Ã) 
invariant, and on  ℱ #(Ã) we have  ©&,�(�) = *⨂ô + ï ⊗ *, where ô =  ©&,�(�) ↾  ℱ�# and ï is a sum of Á copies of 

©�,&,� each acting on a single factor  ℱ��#>. Since  

                                                                             ÁK� ≤ ï,                                                                                    (3.1.6) 

the Theorem follows from this decomposition.                                                                                                                 
Theorem 3.1.4 For Ç ≤ ∞ ∗ , and for > sufficiently large we have 

                                                  kt©�,& u ⊂ k Ë©�,&
¦
� Í ∩ k(ñ& ) ⊂ kt ©&,�(�) + >u,                                            (3.1.7) 

                                                     kt©�,& u ⊂ k j](ñ& + *)��t ©&,�(�) + >uc#�l.                                               (3.1.8)  

Here we denote by ô#� #-closure of the operator ô.                                                                                                      
Proof We take > large enough so that  ©&,�(�) + > is positive, see (2.1.18).  By (1.2.9) and (2.1.14) we get 

                         kt©�,& u ∩ k(ñ&�) ⊂ kt©�,& u ∩ k j ©�,&,�(�)l = k j ©&,�(�)l ⊂ k �t ©&,�(�) + >u¦
�
.  

Thus for all Õ ∈ kt©�,& u ∩ k(ñ&�), 

                               ?t ©&,�(�) + >u¦
�Õ?#

� = 〈Õ, t ©&,�(�) + >uÕ〉# ≤ 〈Õ, t ©&,� + >uÕ〉# +    

                                                     +�(ñ& + *)�� ©�,&,�(ñ& + *)���#‖(ñ& + *)Õ‖#� .  

Since t ©&,�(�) + >u¦
� is a #-closed operator, we can extend this inequality by #- continuity. As ñ&  and  ©�,&,� 

commute, the inequality extends by #-continuity to all Õ ∈ k j©�,&�/�
 
 l ∩ k(ñ& ) ⊃ kt©�,& u. The proof of (3.1.8) is 

similar.                                                                                                                                                                          
Theorem 3.1.5 Let 8 be non-real or real and sufficiently negative. Then as Ç tends to hyper infinity ∞ ∗ , 



                                        	t ©&,�(�) − 8*u�� − ( ©&(�) − 8*)��	# = I(Ç��).                                                 (3.1.9)  

Proof Let us fix � and 8 and suppress � when possible. In chapter I sect 16 we have shown that  ©&(�) is 

essentially self-#-adjoint on � C ∗ t ©�,&u. Thus vectors of the form Ð = ( ©& − 8*)Õ, Õ ∈  � C ∗ t ©�,&u, are #-dense 

in ℱ #. On these vectors 

                 pt ©&,� − 8*u�� − ( ©& − 8*)��q Ð = t ©&,� − 8*u��X( ©& − 8*)Õ − t ©&,� − 8*uÕd = 

                 = t ©&,� − 8*u��t ©& −  ©&,�u( ©& − 8*)��Ð =  

                 = t ©&,� − 8*u��(ñ& + *)(ñ& + *)��t ©& −  ©&,�u(ñ& + *)��(ñ& + *)( ©& − 8*)�� Ð. 
For ì ∈  ℱ #, 
                                                  i〈ì, pt ©&,� − 8*u�� − ( ©& − 8*)��q Ð〉#i ≤                                                     (3.1.10) 

                ≤ 	(ñ& + *)t ©&,� − 8̅*u��	# ∙ ‖ì‖# ∙ �(ñ& + *)��t ©& −  ©&,�u(ñ& + *)���# ×  

                × ‖(ñ& + *)( ©& − 8*)��‖#‖Ð‖# ∙  
Using (2.1.15), we find that 	(ñ& + *)t ©&,� − 8*̅u��	# is bounded uniformly in Ç, since 

                                   	(ñ& + *)t ©&,� − 8*̅u��Õ	# ≤ const ∙ 	t©�,&,� + *ut ©&,� − 8*̅u��Õ	# ≤ 

                                       ≤ const ∙ 	 ©&,�t ©&,� − 8*̅u��Õ	# + const ∙ 	t ©&,� − 8̅*u��Õ	#, 

where the constants can be chosen independently of Ç. By a similar consideration, the orthogonal decomposition 

(3.1.3) shows that (ñ& + *)t ©&,� − 8*u��
 is a bounded operator. Thus from (3.1.10), and the fact that the Ð are 

#-dense, we infer 

            	t ©&,� − 8*u�� − ( ©& − 8*)��	# ≤ const ∙ �(ñ& + *)��t ©& −  ©&,�u(ñ& + *)���#                        (3.1.11) 

with a constant independent of  Ç. The difference  ©& −  ©&,� = t ©�,& −  ©�,&,�u + j ©�,&(�) −  ©�,&,�(�)l                        

and for infinite large Ç, 

                                    �(ñ& + *)��/�t ©�,& −  ©�,&,�u(ñ& + *)���# = I(Ç��).                                                   (3.1.12) 

This is a simple direct computation, using |Æ(��) − Æ(� )| = I(Ç��). For the interaction terms, we use (1.2.10) to 
estimate 

                                    	(ñ& + *)��/� j ©�,&(�) −  ©�,&,�(�)l (ñ& + *)��	# = I(Ç��).                                  (3.1.13) 

The kernel > (��, … , �
) corresponding to a monomial in  ©�,&(�) is  

    > (��, … , �
) = j
Ãl ∏ ìt��Ã�, Ïu]Æt�Ãuc��/��_
Ãæ� j��(�)
 + ��(�)

 + � �(�) + �
(�)
 , … , ��(�)

 + ��(�)
 + � �(�) + �
(�)

 l,  



0 ≤ Á ≤ 4.  The kernel >�(��, … , �
) ) for the corresponding monomial in ©�,&,�(�) is obtained by replacing the 

factor ∏ ìt��Ã�, Ïu]Æt�Ãuc��/�
Ãæ�  by the factor ∏ ìt��Ã��, Ïu]Æt�Ã�uc��/�
Ãæ� . Inspection of the difference 

> (��, … , �
) −  >�(��, … , �
) shows that ‖> (��, … , �
) −  >�(��, … , �
)‖��# = I(Ç��).as Ç → ∞ ∗ , from which we 

conclude that (3.13) is I(Ç��). The #-convergence of the resolvents follows from (3.1.11)-(3.1.13). The #-limit 

                                                                          /&,',� →# /&,' 

follows from the #-convergence of the resolvents, since for large positive >,   
                                                     t/&,',� + >u�� = 	t ©&,�(�) + >u��	#.  
Proof of the theorems 3.1.1 and 3.1.2 Let Y(�) be a #-smooth positive function with support in the interval   

´−¨, K� − ¨¶. Then Yt ©&,�(�) − /&,',�u ↾  ℱ�#   is #-compact, since the resolvent of  ©&,�(�) ↾  ℱ�#is #-compact on 

ℱ�#. By Theorem 3.1.3, Yt ©&,�(�) − /&,',�u ↾ ℱ�#> = 0 and therefore    #-compact on the full Fock space ℱ�#. By 

Theorem 3.5, the resolvent t ©&,�(�) − /&,',� − 8u��
 #-converge in #-norm as Ç → ∞ ∗ , and therefore 

                                                �Yt ©&,�(�) − /&,',�u − Yt ©&(�) − /&,'u�# →# 0,    
 since Yt ©&(�) − /&,'u is a bounded function of t ©&(�) − /&,' − 8u��

 which vanishes at hyper infinity. Since the 

uniform #-limit of #-compact operators is #-compact,  ©&(�) restricted to the spectral interval ´−¨, K� − ¨¶ is 
#-compact. This means furthermore that only a finite or hyperfinite number of eigenvalues of  ©&,�(�) #-converge 

to /&,'.  Theorem 3.1.6 shows that the projection onto the corresponding set of eigenvectors of  ©&,�(�) #-converge 

as Ç → ∞ ∗ . Since Ω&,',� is an eigenvector of Yt ©&,�(�) − /&,',�u a hyperinfinite subsequence of the Ω&,',� 

#-converge to a #-limit as Ç → ∞ ∗ . For this #-limit  

                                           t/&,' + >u��Ω&,' = #- limå→ C ∗ t/&,',�± + >u�� Ω&,',�± = 

                                        = #- limå→ C ∗ t ©&,�±(�) + >u�� Ω&,',�± = ( ©&(�) + >)��Ω&,' 

by Theorem 3.1.5. Hence Ω&,' ∈ kt ©&(�)u,  ©&(�)Ω&,' = /&,'Ω&,' and Ω&,' is a vacuum vector for ©&(�).               

In the following section we will see that Ω&,' and Ω&,',�  are unique except for an arbitrary phase 

multiple /��-exp(°ì), and that there is a natural choice for this arbitrary phase. With this choice, we then will prove 
that the Ω&,',�  #-converge to Ω&,' as Ç → ∞ ∗ .   

 

Notation 3.1.1 Let g and @ be a non-Archimedean Banach spaces. The set of all #-closed operators from g to @ 
will be denoted by ℰ#(g,@). Also we write ℰ#(g,g) = ℰ#(g). The set of all linear operators from g to @ will be 
denoted by ℬ(g,@). Also we write ℬ(g,g) = ℬ(g). 
 

                                                                                                                                                                                       
Theorem 3.1.6   
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§ 3.2 Uniqueness of the vacuum. In this subsection we prove the uniqueness of a vacuum vector Ω&,' for ©&(�). 

Theorem 3.2.1 The vacuum vector Ω&,',� for  ©&(�) is unique.                                                                                     

Remark 3.2.1 In other words /&,', the lower bound of  ©&(�) is a simple eigenvalue.                                          

Definition 3.2.1 Let ℋ# = <�#(�, o#Æ) be a non-Archimedean Hilbert space. We say that a bounded operator 

ô: ℋ# → ℋ# has a strictly positive kernel provided that 

                                                                              〈Õ, ôÐ〉# > 0                                                                             (3.2.1) 

whenever Õ and Ð are non-negative <�# functions with non-zero #-norms. Such an operator transforms a function 
Ð ≥ 0, ‖Ð‖# ≠ 0 into a function ôÐ which is strictly positive #-almost everywhere.                                                

Definition 3.2.2 Let ℋ# = <�#(�, o#Æ) be a non-Archimedean Hilbert space. We say that a bounded operator 
ô: ℋ# → ℋ# has a positive, ergodic kernel if for each Õ, Ð as above 〈Õ. ôÐ〉 ≥ 0 and 

                                                                               〈Õ, ôÃÐ〉# > 0                                                                          (3.2.2) 

 for some Á, depending on Õ and Ð. Clearly every ô with a strictly positive kernel has a positive, ergodic kernel.       
Theorem 3.2.2 Let ô have a positive ergodic kernel, and suppose that ‖ô‖# is an eigenvalue of ô. Then ‖ô‖#  is a 
simple eigenvalue and the corresponding eigenvector can be chosen to be a strictly positive function.                                     
Proof Since ô maps positive functions into positive functions it also maps real functions into real functions. If   
Õ ∈ ℋ# satisfies ôÕ = ‖ô‖# ∙ Õ, then so do ReÕ and ImÕ. Therefore without loss of generality we may assume 

that Õ is real. Since �ôÃ�# = ‖ô‖#Ã , and ôÃÕ = ‖ô‖#Ã ∙ Õ, we infer that 

                                               �ôÃ�# ∙ ‖Õ‖#� = 〈Õ. ôÃÕ〉# ≤ 〈|Õ|, ôÃ|Õ|〉# ≤ ‖p‖#� ∙ ‖Õ‖#� , 
                                                                        〈Õ. ôÃÕ〉# = 〈|Õ|, ôÃ|Õ|〉#. 
    Writing now Õ = Õ= −  Õ�, where Õ= and  Õ� are the positive and negative parts of Õ, 

                                   〈Õ=, ôÃÕ=〉# − 〈Õ=, ôÃÕ�〉# − 〈Õ�, ôÃÕ=〉#+〈Õ�, ôÃÕ�〉#= 

                                     = 〈Õ=, ôÃÕ=〉# + 〈Õ=, ôÃÕ�〉# +〈Õ�, ôÃÕ=〉#+〈Õ�, ôÃÕ�〉#     

or 

                                                           〈Õ=, ôÃÕ�〉# + 〈Õ�, ôÃÕ=〉# = 0.                                                              (3.2.3) 

Unless Õ= = 0 or Õ� = 0, each term of (3.2.3) could be made strictly positive by choosing an appropriate Á. Thus 
either Õ= or  Õ� must vanish, and we may choose the eigenvector Õ to be non-negative. If Ð ≥ 0, ‖Ð‖# ≠ 0, then 

for some integer  Á , 0 < 〈Ð, ôÃÕ〉# = ‖ô‖#Ã ∙ 〈Ð, Õ〉#. This proves that ÐÕ is not zero almost everywhere, and that Õ 
is strictly positive #-almost everywhere. Finally, if Õ and Ð were linearly independent eigenvectors of ô with the 
eigenvalue ‖ô‖#, then we could repeat the above argument with the component of Ð orthogonal to Õ. This would 
yield two positive, orthogonal eigenvectors, which would be impossible, and the proof is complete.                         



Remark 3.2.2 Let �&#(ℎ) = /��- n �&#(�)ℎ(�) 
ℝ ∗ W#Ê o#��  denote the smeared, time zero free field operators. The 

spectral projections of the �&#(ℎ), or the functions /��-exp (°�&#(ℎ)) generate a maximal abelian algebra ℳ# of 
bounded operators on ℱ #. Let � be the spectrum of the algebra ℳ#. The no particle vector Ω� ∈  ℱ # is a cyclic 

vector for 'DR, namely  ℱ # = #-tℳ#Ω�uÈÈÈÈÈÈÈÈÈÈÈ. Therefore we may introduce a #-measure o#Æ on � so that ℱ # is 

unitarily equivalent to <�#(�, o#Æ) and so that the equivalence carries ℳ# into < C ∗#  and takes Ω� into the function 1.                                                                                                                              

Theorem 3.2.3 With ℱ # represented as <�#(�, o#Æ), /��-expt− ©�,&u has a positive, ergodic kernel.                                      

Proof Let Õ and Ð be non-negative. Write Õ = Õ� + Õ�, where Õ� is the component of  Õ along Ω�. Thus the <�# 
#-norm of  Õ is given by ‖Õ‖#� = 〈Õ, Ω�〉# = 〈Õ�, Ω�〉#. Note ‖Õ‖#� ≠ 0 whenever Õ is non-zero, and �/��-expt− �©�,&uÕ��#� ≤ t/��-exp(−�K�)u‖Õ�‖#�, where K� is the boson mass. Thus 

                        〈Õ, /��-expt−�©�,&uÐ〉# ≥ ‖Õ ‖#� ∙ ‖Ð ‖#� − ‖Õ�‖#� ∙ ‖Ð�‖#�t/��-exp(−�K�)u.                   (3.2.4) 

By choosing t sufficiently large, (3.2.4) is positive, which proves (3.2.2).  If the following inequality holds 

                                      /��-exp(−�K�) < �
�

‖� ‖#¦∙ ‖Ó ‖#¦
‖��‖#¦∙ ‖Ó�‖#¦ = �

�
‖� ‖#¦∙ ‖Ó ‖#¦

t‖�‖#��‖�‖#¦� u¦/�t‖Ó‖#��‖Ó‖#¦� u¦/�                             (3.2.5)                                                          

then 

                                                       〈Õ, /��-expt−�©�,&uÐ〉# ≥ �
� ‖Õ ‖#� ∙ ‖Ð ‖#�.                                                (3.2.6) 

We need to show that 〈Õ, /��-expt−�©�,&uÐ〉# > 0 for all finite �. In fact, it is sufficient to prove this for a #-dense 

set of non-negative Õ and Ð. Let us consider an approximate free energy operator 

                                                        ©�,&,� = /��- n �  ∗(�)� (�)Æ(��)o#�� 
|�|�& .                                                  (3.2.7) 

For vectors Õ ∈  � C ∗ t ©�,&u, as Ç → ∞ ∗ . � ©�,&,�Õ −  ©�,&Õ�# →# 0. Since  ©�,& is essentially self-#-adjoint on 

 � C ∗ t ©�,&u,  the resolvents of  ©�,&,� converge strongly [18, p. 429]. Thus the generalized semigroup 

#-convergence  theorem [18, p. 502] ensures that for all Õ ∈ ℱ #  

                                                 �/��-expt−�©�,&,�uÕ − /��-expt−�©�,&uÕ�# →# 0           

as Ç → ∞ ∗ , and the #-convergence is uniform on #-compact sets of �. Therefore we need only show that for a 

#-dense set of non-negative Õ and Ð  〈Õ, /��-expt−�©�,&,�uÐ〉# ≥ 0. Let ç(��, … , �V) be a non- negative, hyper 

infinitely #-differentiable function with #-compact support, and let 

                                                                 Õ = çt�&#(Y�), … , �&#(YV)uΩ�,                                                              (3.2.8)  

where Y�, … , YV are real. The set of all such vectors are #-dense in  ℱ #=, the non- negative vectors in ℱ #. 
Furthermore, we define 

                                                          Õ&,� = ç j�&,�# (Y�), … , �&,�# (YV)l Ω�,                                                          (3.2.9) 

where �&,�# (Y�) is defined by restricting the sum in (2.1.6) to those 

                                                                    � ∈ Γ&,�� = Γ�� ∩ 4�||�| ≤ Ï7.  



Then Õ&,� ∈ ℱ&,�#= ⊂ ℱ #=  where ℱ&,�#= is the Fock space corresponding to the modes � ∈ Γ&,�� . For any vector 

Ð ∈  � C ∗ t ©�,&u 

                                                              ��&,�# (Y )Ð −  �&#(Y)Ð�# →# 0, as Ç → ∞ ∗ , 

and as � C ∗ t ©�,&u is a #-core for  �&#(Y), the resolvents of �&,�# (Y ) #-converge strongly to the resolvent of  �&#(Y). 
[18, p. 429]. Thus the generalized semigroup #-convergence theorem [18, p. 502] ensures that for each Ð ∈  ℱ #, Q 
real 

                                           	/��-exp j°Q�&,�# (Y )l Õ − /��-exp(°Q �&#(Y))Õ	# →# 0, as Ç → ∞ ∗ ,         

and the #-convergence is uniform for #-compact sets of Q. By (3.2.9) 

                                           Õ&,� = /��- n ç�(Q�, … , QV) v° ∑ /��-exp �°Q�&,�# jYÃ l
VÃæ� w o#Q� ∙∙∙ o#QV , 
and ç�(Q�, … , QV) vanishes rapidly at hyperinfinity, so we conclude that 

                                                                �Õ&,� − Õ�# →# 0, as Ç → ∞ ∗ .        
Thus for such vectors Õ, Ð,   
                                      〈Õ, /��-expt−�©�,&uÐ〉# = #- lim�→ C ∗ 〈Õ&,� , /��-expt−�©�,&,�uÐ&,�〉# 

and we need only show that 

                                                                〈Õ&,� , /��-expt−�©�,&,�uÐ&,�〉# ≥ 0.                                                  (3.2.10) 

However on ℱ&,�#  

                                     ©�,&,� = /��- ∑ � �∗ (�)��(�)Æ(� ) = /��- ∑  ©�,&,� ,�∈ �,:��∈�%,A�  

so /��-expt−�©�,&,�u = /��- ∏ expt−�©�,&,�u.�∈ �,:�  It easily verify by explicit computation that each operator 

expt−�©�,&,�u have a strictly positive kernel, so (3.2.10) holds and the proof is complete.                                                                                                                             

Theorem 3.2.4 With ℱ # represented as <�#(�, o#Æ), the operator /��-expt−©&(�)u has a positive, ergodic kernel. 

Remark 3.2.3 We expect that /��-expt−©�,&u and /��-expt−©&(�)u have strictly positive kernels.                           

Proof As in Theorem 3.2.3, formula (3.2.7), we consider ©&,�(�) = ©�,& + ©�,&,�(�). The approximate interaction 

©�,&,�(�) is constructed with �&,�#  in place of �&#. Since � C ∗ t ©�,&u is a #-core for ©&(�), we can argue as in the 

previous theorem that for all Õ ∈ ℱ # 

                                       /��-exp j−�©&,�(�)l Õ →# /��-expt−�©&(�)uÕ, as Ç → ∞ ∗ .         

Thus we need only prove that for Õ, Ð as in Theorem 3.2.3  

                                                     0 < ¨ < 〈Õ&,� , /��-exp j−�©&,�(�)l Ð&,�〉#.                                                 (3.2.11) 



and that for sufficiently large �, the constant ¨ = ¨(Õ, Ð, Ï, Ç ) can be chosen independently of Ï and Ç. On ℱ&,�#  we 

have an explicit representation of /��-exp j−�©&,�(�)l given by generalized Feynman-Kac integral formula 

                                                           〈Õ&,�, /��-exp j−�©&,�(�)l Ð&,�〉# =                                                      (3.2.12) 

                         /��- n /��-exp j− v/��- n ©�,',&,�t�(Q)u�
� o#�wl Õ&,�t�(0)u ��,: Ð&,�t�(�)uk#�(∙). 

Here �(Q) denotes a points in the spectrum of the modes 

                                                   ��(�) = ��  (�) + ��  (�) + � �∗  (�) + � �∗  (−�) 

                                                   ��- (�) = ��  (�) − ��  (−�) + � �∗  (�) − � �∗  (−�) 

for � ∈ Γ&,�� = 4�|� ∈ ��� ∧ |�| ≤ Ï7, and C&,� is the path space for these modes. Since /��-expt−�©�,&u has a 

strictly positive kernel, (3.2.12) exhibits /��-exp j−�©&,�(�)l explicitly as an operator with a strictly positive 

kernel. Thus (3.2.11) is valid, and taking the #-limit as Ç → ∞ ∗  shows that  

                                                             〈Õ , /��-expt−�©&(�)uÐ 〉# ≥ 0.                                                            (3.2.13)  

We now establish a uniform lower bound on ¨ in (3.2.11) to prove that for � sufficiently large (3.2.13) is strictly 

positive. Given any positive ! we can split the integral (3.2.13) into two parts. Let C&,�(�)
  be those paths such that the 

exponent in the Feynman-Kac formula satisfies − v/��- n ©�,',&,�t�(Q)u�
� o#�w ≥ −!, and let C&,�(�)

  be the 

complementary set of paths. Thus 

                〈Õ&,� , /��-exp j−�©&,�(�)l Ð&,�〉# ≥ t/��-exp(−!)u/��- n Õ&,�t�(0)u 
��,:(¦) Ð&,�t�(�)uk#�(∙) = 

  = t/��-exp(−!)u ¨〈Õ&,�, /��-expt−�©�,&,�uÐ&,�〉# − /��- n Õ&,�t�(0)u 
��,:(�) Ð&,�t�(�)uk#�(∙)©.               (3.2.14)                                                                        

First we choose � by (3.2.5) so that (3.2.6) holds. Then for sufficiently infinitely large Ç (depending on �), 

               〈Õ&,� , /��-expt−�©�,&,�uÐ&,�〉# ≥ �
� 〈Õ , /��-expt−�©�,&uÐ 〉# ≥ �


 ‖Õ ‖#� ∙ ‖Ð ‖#�.     
Thus (3.2.14) becomes 

                                                     〈Õ&,� , /��-expt−�©�,&,�uÐ&,�〉# ≥ 

≥ /��-exp(−!) ²14 ‖Õ ‖#� ∙  ‖Ð ‖#� − /��- ³ Õ&,�t�(0)u 
��,:(�) Ð&,�t�(�)uk#�(∙)¶. 

Let ç(4∙7 denote the #-measure on path space, so that by the generalized Holder inequality                                                       

                       É/��- n Õ&,�t�(0)u 
��,:(�) Ð&,�t�(�)uk#�(∙)É ≤ jç(p�&,�(�)q l

(NR¦)N �Õ&,�t�(0)uÐ&,�t�(�)u�#� , 
where 1 < � < 2. By the smoothing property of /��-expt−�©�,&,�u for sufficiently large � 



                                                 �Õ&,�t�(0)uÐ&,�t�(�)u�#� ≤ �Õ&,��#� × �Ð&,��#� 

and for Ç sufficiently infinitely large, this is dominated by 2‖Õ ‖#� ∙ ‖Ð ‖#�. Thus with the choices so far made for 
Ç, �, !, 

   〈Õ&,� , /��-exp j−�©&,�(�)l Ð&,�〉# ≥ /��-exp(−!) Ó�

 ‖Õ ‖#� ∙  ‖Ð ‖#� − 2‖Õ ‖#� ∙  ‖Ð ‖#� jç(p�&,�(�)q l

(NR¦)N Ô ≥ 

                                               ≥ �
� t/��-exp(−!)u‖Õ ‖#� ∙  ‖Ð ‖#� > ¨(Õ , Ð , �) 

provided in addition that 

                                                             ç(pC&,�(�) q ≤ j ‖� ‖#¦∙ ‖Ó ‖#¦
�Î‖� ‖#�∙ ‖Ó ‖#�l

N(NR¦).                                                            (3.2.15) 

We now show that for ! sufficiently large, (3.2.15) is satisfied and therefore theorem is proved.                          
Note that 

                ç(pC&,�(�) q = ç( p! ≤ /��- n ©�,&,',��
� �(Q)o#Qq = ç( p1 ≤ !�� j/��- n ©�,&,',��

� �(Q)o#Qlq ≤ 

                                      ≤ !�� �/��- n i/��- n ©�,&,',��
� �(Q)o#Qi� o#�(∙) ��,: �.  

Replacing the integral over Q by a #-limit of hyperfinite Riemann sums, we obtain a bound in terms of generalized 
Wiener integrals depending on a hyperfinite number of times. 

                           ç(pC&,�(�) q ≤ #- limV→ C ∗  j �
V1l� v/��- ∑ /��-V�,Ãæ� n ©�,&,',�� j��

Vl ©�,&,',�� j�Ã
V l o#�(∙) ��,: w. 

By the definition of the generalized Wiener integral, this expression can be evaluated in terms of no-particle 
expectation values, and it equals 

                             #- limV→ C ∗  j �
V1l� /��- ∑ 〈Ω�, X/��-expt−|° − Á|�©�,&/Mud ∙ ©�,&,',�Ω�〉#.V�,Ãæ�  

By the generalized Schwarz inequality 

                                                           ç(pC&,�(�) q ≤ j �
1l� �©�,&,',�Ω��#

� ≤ j�ú�1 l�
 

for some constant k& independent of  Ç. Thus we choose 

                                                                    ! ≥ k� j�Î‖� ‖#¦∙ ‖Ó ‖#¦
�Î‖� ‖#�∙ ‖Ó ‖#�l

N(NR¦). 
Combining Theorem 3.2.4 with Theorem 3.2.2 yields a proof of Theorem 3.2.1. Clearly the same proof applies to 
©&,�(�), to show that its vacuum is unique. 

Corollary3.2.5. Let Ω&,',� be the vacuum for ©&,',�, with its phase determined by the requirement  

                                                                             〈Ω�, Ω&,',�〉# > 0.                                                                    (3.2.16)  

Then #- lim�→ C ∗  Ω&,',� = Ω&,' exists, Ω&,' is the vacuum for ©&,', and  



                                                                                〈Ω�, Ω&,'〉# > 0.                                                                    (3.2.17)    

Proof A hyper infinite sequence Ω&,',�°  with ÇÃ → ∞ ∗   has a #-convergent hyper infinite subsequence by Theorem 

3.1.2, #-converging to a vacuum for  ©&,'. The phase (2.3.16) fixes the phase (2.3.17) so every #-convergent hyper 

infinite subsequence has the same #-limit  Ω&,'. Thus the Ω&,',� #-converge to Ω&,', as required.                                              

Corollary 3.2.6 The vacuum Ω&,' is a cyclic vector for ℳ.                                                                                           

Proof The function Ω&,' is positive for #-almost all � ∈ �#, and ℳ =  < C ∗# (�#) in the <�#(�#, o#Y) representation 

of  ℱ #.  

                      § 4. THE HEISENBERG PICTURE FIELD OPERATORS 

§ 4.1 In the Heisenberg picture operators have the time dependence 

                                      ô(�) = /��-expt°� ©&(�)uô(0)/��-expt−° �©&(�)u                                                   (4.1.1)                                         

This definition of the dynamics contains the cut-off function �(�) explicitly. For an important class of operators 
ô(0), however, ô(�) is independent of �(�)  provided that �(�) = �, the coupling constant, on a suitably large set. 
For example, we take ô(0) to be an observable representing a measurement performed in some 3-dimensional 
region ï ⊂ ℝ ∗  #� of space (at time � =  0). Then ô(�) represents the same measurement performed at time �. A 

hamiltonian with a hyperfinite ultraviolet cut-off Ï ∈ ℝ ∗  =# \ ℝ ∗ @AB=# , such as  ©&(�), propagates information with at 
most the speed of light. Therefore if �(�) = � on a region containing ï, and � is sufficiently small, the fact that �(�) does not equal � everywhere will never be recorded by a measurement ô(�). For each localized observable 
ô(0) and each �, we make an appropriate choice for �(�). Therefore (4.1) provides the correct dynamics for the 
(�
)
 quantum field theory with the cut quantum field theory with the cut-off removed. In this section we discuss 
the field operators �&#(�, �) or  ℝ ∗  #
 

                                                    �&#(Y) = /��- n �&#(�, �) 
ℝ ∗ W#Ê o#��o#�.                                                                   (4.1.2)                                         

We see that integration helps in (4.2) because �&#(Y) is an operator while �&#(�, �)  is a bilinear form. Actually the 
time integration is not required and for real Y, 
                                                          ô(�) = /��- n �&#(�, �) 

ℝ ∗ W#� o#��                                                                  (4.1.3)                                         

is also a self-#-adjoint operator depending #-continuously on �. We expect that this is a special feature of the two 
dimensional model we are considering and that sharp time fields will not be operators in four dimensions. For this 
reason, basic physical concepts have been formulated in terms of the time averaged fields (4.2) rather than the sharp 
time fields (4.3). For example, Wightman's axioms for a quantum field theory are expressed in terms of the opera- 
tors (4.2), and we will show that many of his axioms are satisfied for our model. 

§ 4.2 An invariant domain for localized fields. In this section we study the Heisenberg picture field localized in a 
4-dimensional region of space time ℬ. We find that �&#(�, �) is a bilinear form and that for real Y, �&#(Y) is a 
#-densely defined symmetric operator. We start with the region B, a bounded open subset of space time. We require 
that  ©&(�) be a hamiltonian for ℬ. This means that the spatial cut-off �(�) equals the coupling constant � on a 
sufficiently large interval to contain the domain of dependence of ℬ. In other words, assuming that the velocity of 
light is one, for every point (¹, �) ∈ ℬ, 
                                                              �(�) = �, if  ‖� −  ¹‖ < �.                                                                     (4.2.1)                                         

It is convenient to deal with the field  



                                            �&,'# (�, �) = /��-expt°� ©&(�)u�&#(�)/��-expt−° �©&(�)u       

and its time #-derivative  

                               ê&,'# (�, �) = /��-expt°� ©&(�)uê&#(�)/��-expt−° �©&(�)u = U#�&,'# (�, �) U#�⁄ .                         
The time zero fields �&#(�) and its conjugate momentum ê&#(�) were defined in chapter I. We shall see that for 
(�, �) ∈ ℬ, �&,'# (�, �) is independent of �, and equals the field �&#(�, �). Thus all the cut-offs have been removed in 

the definition of �&#(�, �). For each � C ∗ -function Y(�, �) with support in ℬ, we show that  

                                                        �&#(Y) = /��- n �&#(�, �)Y(�, �) 
ℝ ∗ W#Ê o#��o#�                                                (4.2.2)                                         

is an operator whose domain contains 

                                                           k&,'# = � C ∗ t ©&(�)u = ⋂ kt©&V(�)u,C ∗Væ�                                                   (4.2.3) 

In fact k&,'#  is an invariant domain, i.e. 

                                                                              �&#(Y)k&,'# ⊂ k&,'# ,                                                                    (4.2.4) 

so that k&,'# ⊂ � C ∗ t�&#(Y)u. We note that this invariant domain may depend on the region ℬ in which the field 

�&#(Y) is localized. For Õ ∈ k&,'#  the expectation values 

                                                                    〈Õ, �&#(��, ��) ∙∙∙ �&#(�V, �V)Õ〉#                                                         (4.2.5)   

is ℂ ∗  #
- valued Schwartz distribution in ®#-(ℬ ×∙∙∙× ℬ). If Y(�, �) is a function in W#( ℝ ∗  #
), then �&,'# (Y) still is 

defined on k&,'# and leaves it invariant. The expectation values (4.2.5) of  �&,'# (�, �) are tempered distributions in 

W#-( ℝ ∗  #
). However, the fields �&,'# (Y) may depend on �.                                                                                                      

Lemma 4.2.1 The field �&,'# (�, �) is a bilinear form on kt( ©&(�) + >)�/�u × kt( ©&(�) + >)�/�u  #-continuous  

in � and �. Namely for Õ ∈ k j( ©&(�) + >)¦
�l , 〈Õ, �&#(� , � )Õ〉# is a #-continuous function. Furthermore 

              i/��- n 〈Õ, �&#, �(� , � )Õ〉# S#
S#J� Y(�) 

ℝ ∗ W#� i ≤ const ∙ ‖Y‖#�〈Õ, ( ©&(�) + >)Õ〉#, ° = 1,2,3.                   (4.2.6)    

Proof The free field �&#(� , 0 ) is the sum of two expressions of the form (1.8). The kernels ì(�, Ï)>(�) are in <�# . 
Furthermore we have ì(�, Ï)>(�)´Æ(�)¶��/� ∈ <�# . The estimate (1.2. 9) has been generalized to cover such kernels, 
giving us  

            	t ©�,& + *u��/��&,'# (� , 0 )t ©�,& + *u��/�	# ≤ const ∙ �ì(�, Ï)>(�)´Æ(�)¶��/��# < ∞ ∗  .                 (4.2.7)       

Thus for Õ ∈ k j( ©&(�) + >)¦
�l,  /��-expt−°� ©&(�)uÕ ∈ k j( ©&(�) + >)¦

�l ⊂ kt©�,&�/�u, by (2.1.19) and 

therefore 〈Õ, �&,'# (� , � )Õ〉# = 〈/��-expt−°� ©&(�)uÕ, �&,'# (� , 0 )/��-expt−°� ©&(�)uÕ〉# is defined and  
                   m〈Õ, �&,'# (� , � )Õ〉#m ≤ const ∙ �ì(�, Ï)>(�)´Æ(�)¶��/��# ∙ 〈Õ, ( ©&(�) + >)Õ〉# 

Since  �ì(�, Ï)>(�)´Æ(�)¶��/�|�|�YØ(�)�# ≤ �ì(�, Ï)>(�)´Æ(�)¶��/�|�|�� C ∗ ∙ ‖Y‖#� ≤ const ∙ ‖Y‖#� the 

inequality (4.2.6) holds. Let us write >J� , ° = 1,2,3 for > to denote the dependence of > on ��. Then  �t>J� −



>C�uì(�, Ï)´Æ(�)¶��/��#� is a function of (�� − T�) only and it #-tends to zero as |� − ¹|  →# 0.                                            
Since  

         i〈Õ, j�&,'# (� , � ) − �&,'# (¹, � )l Õ〉#i ≤ const ∙ 	t* + ©�,& u�/�Õ	#
� ∙ 	t>J� − >C�uì(�, Ï)´Æ(�)¶�¦

�	#� ≤                                         

                                 ≤ const ∙ �( ©&(�) + >)�/�Õ�#
� ∙ 	t>J� − >C�uì(�, Ï)´Æ(�)¶�¦

�	#�                                   (4.2.8)                            

we have continuity with respect to �. Also 

                               	( ©&(�) + >)¦
� j/��-expt−°� ©&(�)u − /��-expt−°Q ©&(�)ul	# →# 0  

as |� − Q|  →# 0. Thus 

                                                            i〈Õ, j�&,'# (� , � )–�&,'# (�, Q )l Õ〉#i ≤        

          ≤ const ∙ 	t* + ©�,& u�/� j/��-expt−°� ©&(�)u − /��-expt−°Q ©&(�)ul Õ	# ∙ 	t>J�uì(�, Ï)´Æ(�)¶�¦
�	#� ×   

                    × p	t* + ©�,& u�/� j/��-expt−°� ©&(�)ul Õ	# + 	t* + ©�,& u�/� j/��-expt−°Q ©&(�)ul Õ	#q ≤ 

   ≤ const ∙ 	( ©&(�) + >)�/� j/��-expt−°� ©&(�)u − /��-expt−°Q ©&(�)ul Õ	# ∙ 	t>J�uì(�, Ï)´Æ(�)¶�¦
�	#� ×   

          × �( ©&(�) + >)�/�Õ�# →# 0                                                                                                                     (4.2.9)        

 as |� − Q|  →# 0.   
From (3.2.8)-(3.2.89) we see that �&,'# (� , � ) is jointly #-continuous in � and �. Probably ê&,'# (� , � ) is a bilinear 

form on kt( ©&(�) + >)�/�u × kt( ©&(�) + >)�/�u  #-continuous in � and �, but our estimates are not strong 

enough to prove this. The functions Y(�, �) in W@AB#     
 ( ℝ ∗ #
) determine bounded #-measures o#i =  Y(�, �)o#��o#�, 

so �&,'# (Y) = /��- n �&,'# (� , � ) Y(�, �)o#��o#� is a bilinear form. If o#iV →# o#i  in the weak topology for 

#-measures, then /��- n �&,'# (� , � ) o#iV →# /��- n �&,'# (� , � ) o#i  in the weak sense that for Õ ∈ kt( ©&(�) +>)�/�u   

                                      〈Õ, /��- n �&,'# (� , � ) o#iV Õ〉# →# 〈Õ, /��- n �&,'# (� , � ) o#i Õ〉#.                            (4.2.10)        

We define also the sharp time field 

                                                      ô&,'# (�) = /��- n �&,'# (� , � ) Y(�, �)o#��                                                      (4.2.11) 

and 

                                                     ï&,'# (�) = /��- n ê&,'# (� , � ) Y(�, �)o#��.                                                       (4.2.12) 

Lemma 4.2.2 Let function Y(�, �) in W@AB#    ( ℝ ∗ #
) be real. Then ô&,'# (�) and ï&,'# (�) define self- #-adjoint operators, 

and their domains include kt( ©&(�) + >)�/�u. With a constant s independent of �, 



                     �ô&,'# (�)Õ�# + �ï&,'# (�)Õ�# ≤ s4‖Y(∙, �)‖#� + ‖kJ#Y(∙, �)‖#�7	( ©&(�) + >)¦
�Õ	#,                 (4.2.13) 

for all Õ ∈ kt( ©&(�) + >)�/�u.                                                                                                                                   

Proof It is sufficient to consider �&#(Y�) = /��- n �&#(� ) Y(�, �)o#�� in place of ô&,'# (�) and ê&#(Y�) =
/��- n ê&#(� ) Y(�, �)o#��  in place of ï&,'# (�), as they are unitarily equivalent by the unitary 

operator /��-expt−°� ©&(�)u, and this unitary leaves kt( ©&(�) + >)�/�u invariant. The same is true for ê&#(Y�) 

By (2.1.19) we have  

                              �(* + ñ& )�/�Õ�#
� ≤ K��� 	t* + ©�,& u�/�Õ	#

� ≤ 2K����( ©&(�) + >)�/�Õ�#
�
 

so we need only prove that  

                            ‖�&#(Y�)Õ‖# + ‖ê&#(Y�)Õ‖# ≤ s4‖Y(∙, �)‖#� + ‖kJ#Y(∙, �)‖#�7	(* + ñ& )¦
�Õ	#

 .                   (4.2.14) 

The lemma now follows from (1.2.9). For example, ê&#(Y�) is the sum of two operators of the form (1.2.8) with 

kernels >(�) = ì(�, Ï)>(�)´Æ(�)¶¦
�t/��- nt/��-exp(−°〈�, �〉)u Y(�, �)o#��u, satisfying the inequality 

                               ‖>‖#� = �(−kJ#� + K��)�/
Y(∙, �)�#� ≤ const ∙ (‖Y(∙, �)‖#� + ‖kJ#Y(∙, �)‖#�).  
The kernel for �&#(Y�) can be bounded by the ‖Y(∙, �)‖#� #-norm alone. The estimate (4.2.13) now follows from 

(4.2.14). The self-#-adjointness of  ô&,'# (�) and ï&,'# (�) can be proven by showing that �&#(Y�) and ê&#(Y�) are self-

#-adjoint. But (3.2.14) ensures that every vector in ℱ# with a finite number of particles is #-analytic for �&#(Y�) and 
for ê&#(Y�), so these operators are essentially self-adjoint on the domain of vectors with a finite or hyperfinite 
number of particles. Hence they are uniquely determined by their definition on that domain.                                                                                  
We now explain the sense in which the integral (4.2.12) #-converges, since we did not show that ê&,'# (Y�) was a 

bilinear form. If Õ ∈ kt( ©&(�) + >)�/�u, then Õ ∈ kt( ñ& + *)�/�u and  

                                    〈Õ, /��-ê_&#(�)Õ〉# = ì(�, Ï)´Æ(�)¶¦
�4〈�(�)Õ, Õ〉# + 〈Õ, �(−�)Õ〉#7                            (4.2.15)  

is a slowly increasing, locally summable function, and hence a tempered distribution inW@AB#-    . Thus 〈Õ, ê&#(� )Õ〉# is 

by definition the distribution Fourier transform of (4.2.15), and hence a tempered distribution inW@AB#-    . Finally 

(4.2.12) is the weak integral 

                〈Õ, ï&,'# (�)Õ〉# = /��- n o#��Y(�, �) 〈j/��-expt−°� ©&(�)ul Õ, ê&#(� ) j/��-expt−°� ©&(�)ul Õ〉# .  
Theorem 4.2.3 Let Õ ∈ kt( ©&(�) + >)�/�u, and let Y(�, �) be a real function inW@AB#    ( ℝ ∗ #
). Then the vectors 

 ô&,'# (�)Õ and  ï&,'# (�)Õ are strongly #-continuous and are rapidly decreasing functions of �. The integrals 

/��- n  ô&,'# (�)Õo#� = �&,'# (Y )Õ and /��- n  ï&,'# (�)Õo#� = ê&,'# (Y )Õ  exist and define �&,'# (Y ) and ê&,'# (Y ) as 

#-closed symmetric operators with domains containing kt( ©&(�) + >)�/�u. We have the estimate 

            ��&,'# (Y )Õ�# + �ê&,'# (Y )Õ�# ≤ s(/��- n4‖Y(∙, �)‖#� + ‖kJ#Y(∙, �)‖#�7o#�)( ©&(�) + >)�/�Õ          (4.2.16) 

with a constant s independent of Y and �.                                                                                                                        
Proof We write 

                                                   |Y(∙, �)|� = s‖Y(∙, �)‖#� + s‖kJ#Y(∙, �)‖#�                                                       (4.2.17) 



and 

                                ô&,'# (Q)Õ −ô&,'# (�)Õ = j* − /��-expt−°(� − Q) ©&(�)ul  ô&,'# (Q)Õ + 

           +]/��-expt°� ©&(�)ucX/��- n �&#(� ) t Y(�, Q) −  Y(�, �)uo#��d]/��-expt−°Q ©&(�)ucÕ + 

          ô&,'# (Q)]/��-expt−°(� − Q) ©&(�)ucÕ 

Thus by (4.2.13),  

                                 � ô&,'# (Q)Õ −  ô&,'# (�)Õ�# ≤ 	j* − /��-expt−°(� − Q) ©&(�)ul  ô&,'# (Q)Õ	# + 

                                                      +|Y(∙, Q) − Y(∙, �)|� 	( ©&(�) + >)¦
�Õ  	# + 

+|Y(∙, �)|��t/��-expt−°(� − Q) ©&(�)u − *u( ©&(�) + >)�/�Õ�# →# 0 

as � →# Q. This proves the #-continuity. The rapid decrease is ensured by (4.2.13) and the fact thatY ∈ W@AB#    ( ℝ ∗ #
). 

A similar argument works for  ï&,'# (�)Õ. The integrals defining �&,'# (Y ) and ê&,'# (Y ) now exist; (4.2.16) follows 

from integrating (4.2.13). Since  ô&,'# (�) and  ï&,'# (�) are self -#-adjoint, for Õ ∈ kt( ©&(�) + >)�/�u ⊂ 

           〈Õ, �&,'# (Y )Õ〉# = /��- n〈Õ,  ô&,'# (�)Õ〉#o#� = /��- n〈 ô&,'# (�)Õ, Õ〉#o#�   
is a real, and similarly for ê&,'# (Y ). Symmetric operators are #-closable and we now define �&,'# (Y ) and ê&,'# (Y ) as 

the #-closure of the above operators on the domain 

                                                                   kt( ©&(�) + >)�/�u.                                                                         (4.2.18) 

Remark 4.2.1 (a) The integrals defining �&,'# (Y )Õ and ê&,'# (Y )Õ are strong Riemann integrals, �&,'# (Y ) is a strong 

#-limit of operators of the form 

                                                               /��- ∑  ô&,'# (��), M ∈ ℕ ∗ CV�æ� .                                                                (4.2.19) 

Conversely using the #-continuity of ô&,'# (�)Õ, we see that an operator of the form (4.2.19) is a strong  #-limit of a 

hyper infinite sequence �&,'# jYÃ l, Á ∈ ℕ ∗ C and the YÃ can be chosen with the #-norm 

                                     |Y|� = s j/��- n p‖Y(∙, �)‖#� + ∑ �UJ�# Y(∙, �)�#�
��æ� q o#� 

ℝ ∗ �#Ç l                                        (4.2.20) 

uniformly bounded. For both #-limits the #-convergence occurs on the domain (4.2.18) and similar considerations 

apply to ê&,'
# �Y �. Furthermore �&,'

# �Y � and ê&,'
# �Y � can be defined whenever |Y|#� < ∞ ∗ .                                                                                              

(b) Using (2.1.19) to estimate  ©�,& , we have from (4.2.16), 

                                      ��&,'# (Y )Ω&,'�# + �ê&,'# (Y )Ω&,'�# ≤ |Y|�tm/&,�' − /&,'m + 1u¦
�,                                (4.2.21) 

but the bound on the right grows in the diameter of the support of �.                                                                         

Theorem 4.2.4 [15] Let |Y|#� be the #-norm |Y|#� = s j/��- n p‖Y(∙, �)‖#� + ∑ �UJ�# Y(∙, �)�#�
��æ� q o#� 

ℝ ∗ �#Ç l.                

Let  |Y|#� is finite. Then on the domain  k �t©&,' + >u�
�
, ), the field �&#(Y) satisfies the following equation 



                                          (U�#�&#)(Y) = −�&#(U�#Y) = ê&#(Y) = ]°©&,', �&#(Y)c.                                               (4.2.22) 

Proof Note that the first equality in (13.116) is the definition of a distribution #-derivative. The out the difference 

quotient ∆¡Y(�, �) to #-derivative  U�#Y reads ∆¡Y(�, �) = ´Ì(J=¡,�)�Ì(J,�)¶
¡ , ¨ ≈ 0,  note that #-lim¡→#� ∆¡Y(�, �) =

U�#Y(�, �). Note that for any vector Õ such that Õ ∈ k �t©&,' + >u¦
�
 by canonical consideration we get   

                                                      #-lim¡→#� ��&#(U�#Y)Õ − �&#t∆¡Y(�, �)uÕ�# = 0. 

We have for Õ ∈ k �t©&,' + >u�
�
 that   

                    �&#t∆¡Y(�, �)uÕ = ¨��(* − /��-exp´°¨©¶) p/��- n �&#(�, � − ¨)Y(�, �)o#��Õo#� 
ℝ ∗ �#Ç q+  

                                        +¨�� p/��- n ô&�Y, ��t/��-exp]°¨©&,'c − *uÕo#� 
ℝ ∗ �#Ç q.                                            (4.2.23) 

Here the last term #-converges as ¨ →# 0 and it #-limit is: ° j/��- n ô&�Y, ��©&,'Õo#� 
ℝ ∗ �#Ç l. Since �&#t∆¡Y��, ��uÕ  

#-converges as ¨ →# 0, the remaining term in expression for �&#t∆¡Y��, ��uÕ  #-converges also to a #-limit Õ�. For 

Ð ∈ kt©&,'u we obtain that 

   〈Ð, Õ�〉 = #-lim
¡→#�

〈Ð, ¨��t* − /��-exp]°¨©&,'cu p/��- n �&
#��, � − ¨�Y��, ��o#��Õo#� 

ℝ ∗ �#Ç q〉 = 〈°©&,'Ð, �&
#�Y�Õ〉. 

Since ©&,' = ©&,'∗ , it follows that �&,'# �Y�Õ ∈ kt©&,'u and Õ� = °©&,'�&,'# �Y�Õ and therefore:                                 

                                                                −�&
#�U�

#Y�Õ = ]°©&,', �&
#�Y�cÕ.  

From the above equation we obtain 

                            °〈Õ, �&
#�U�

#Y�Õ〉 = /��- n 〈©&Õ���, /��- n �&
#��, 0�Y��, ��o#��Õ���  

ℝ ∗ �#Ç 〉 
ℝ ∗ �#

o#� − 

                                     /��- n 〈/��- n �&
#��, 0�Y��, ��o#��Õ���, ©&,'Õ��� 

ℝ ∗ �#Ç 〉 
ℝ ∗ �#

o#�.                                    (4.2.24) 

Here Õ��� = /��-exp]°�©&,'cÕ. Note that Õ��� ∈ kt©�,&u ∩ kt©�,&,'u, and 

                                          �©�,&,'tÕ��� − Õ�Q�u�# ≤ ��t©&,' + >utÕ��� − Õ�Q�u�# →# 0,  

as |� − Q| →# 0. Therefore we may substitute ©�& + ©�,& for ©&,' and consider each term separately. Note that the 

operators ©�,& and /��- n �&#(�, 0)Y(�, �)o#��   
ℝ ∗ �#Ç  commute and therefore ©�,& contribute zero to equality above. 

The following identity by canonical computation holds for any  Õ ∈ k�©�&�, in particular for 
Õ��� = /��-exp[°�©]Õ ∈ k�©�&� 

             〈©�&Õ, /��- n �&
#��, 0�Y��, ��o#��Õ   

ℝ ∗ �#Ç 〉 − 〈v/��- n �&
#��, 0�Y��, ��o#��   

ℝ ∗ �#Ç w Õ, ©�&Õ〉 =  

                                            〈Õ, −° v/��- n ê&#��, 0�Y��, ��o#��   
ℝ ∗ �#Ç w Õ〉. 

Therefore finally we get 



                 °〈Õ, �&#(U�#Y)Õ〉 = /��- n 〈Õ(�), −°/��- n ê&#(�, 0)Y(�, �)o#��Õ  
ℝ ∗ �#Ç 〉 

ℝ ∗ �#
o#� = 〈Õ, −°ê&#�Y�Õ〉. 

This equality finalized the proof.                                                                                                                             
Remark 4.2.2 (a) in exactly the same fashion one proves that  

                                   U��
#��&,'

# �Y� = U�
#ê&,'

# �Y� = −ê&,'
# �U�

#Y� = ]°©&,', ê&,'
# �Y�c  

if mU��#�Ym� is also finite or hyperfinite. The commutator is a bilinear form on k&,'# × k&,'# ,  k&,'# = � C ∗ t©&,'u, namely  

          U��#��&,'# �Y� = ∑ UJ�J�#� �&,'# �Y��æ�
�æ� − K�

��&,'# �Y� − 4/��- n  ⋮ �&,'#� ��, �� ⋮ Y��, ������o#�� 
ℝ ∗ W#Ê o#�.        (4.2.25) 

Here we define the ⋮ �&,'#� ��, �� ⋮ product by   

                               ⋮ �&,'
#� ��, �� ⋮= t/��-exp]°�©&,'cu: �&,'

#� ���: t/��-exp]−°�©&,'cu,                                      (4.2.26) 

which we now prove is an operator valued non - Archimedean distribution. First we note that  

                                                            /��- n  ⋮ �&,'
#� ��, �� ⋮ Y��, ��o#�� 

ℝ ∗ W#�  

is a sum of monomials in creation and annihilation operators with kernels in <�
#, and their <�

# #-norms are 
#-continuous in �. Thus by (1.2.9)  

                                                          /��- n  ⋮ �&
#���, �� ⋮ Y��, ������o#�� 

ℝ ∗ W#�  

is a bilinear form on  k&,'# × k&,'# . By (2.1.3),  

                                        �© + >��� p/��- n  ⋮ �&#���, �� ⋮ Y��, ������o#�� 
ℝ ∗ W#� q �© + >��� 

is a bounded operator, #-norm #-continuous in �. Thus on kt©&,'u × kt©&,'u,  

                                       ⋮ �&,'
#� �Y� ⋮= /��- n  ⋮ �&,'

#� ��, �� ⋮ Y��, ������o#�� 
ℝ ∗ W#Ê o#� 

is defined as a bilinear form. Hence (4.2.25) holds as an equation for bilinear forms on kt©&,'u × kt©&,'u. But 

each term except the last is an operator defined on k j�© + >�
¦
�l. Thus ⋮ �&,'

#� �Y� ⋮ is actually an operator on 

k j�© + >�
¦
�l, and in fact for real f(x, t) it is essentially self #-adjoint. Furthermore, on k j�© + >�

¦
�l ×

k j�© + >�
¦
�l each term in (4.2.25) except the last is a bilinear form which is a distribution of order two. Thus the 

same is true for 〈Õ, ⋮ �&
#���, �� ⋮ Õ〉#. We have used (4.2.26) to define the cube of the interacting field. It would be 

interesting to determine whether this definition agrees with conventional notions involving the separation of points. 
We shall see in this section and the following one that the ���� in equation (4.2.25) can be removed if Y��, �� has 
compact support and ���� =  � on a sufficiently large set. Then (4.2.25) becomes 

                                             �S #�

S/#� + ∑ S #�

SE�#�
�æ�
�æ� + K�

�
 �&
#��Y� = −4� ⋮ �&

#��Y� ⋮, 
which is a non-linear equation for a self-#-adjoint operator valued distribution.                                                              

(b) The identity ê&
#�Y� = ]°©&,', �&

#�Y�c implies  



                                                                   ï&,'# (� ) = ]°©&,',  ô&,'# (� )c                                                               (4.2.27)    

provided that the right and left sides of (4.2.27) make sense and are #-continuous in �. They are certainly defined 

and are #-continuous as bilinear forms on kt©&,'u × kt©&,'u. To see that (4.2.27) makes sense as operators on 

k �t©&,' + >u�
�
 we need only show that  ô&,'# (� ) maps k �t©&,' + >u�

�
 into kt©&,'u. We choose a hyper infinite 

sequence YÃ(�, �) = Y(�, ��).Ã(� − ��), Á ∈ ℕ ∗  where .Ã(� − ��) is a hyper infinite sequence of #-smooth functions 

#-converging to .#(� − ��)  in the m∗ #-topology on #-measures and with the #-norms mYÃm#�, uniformly bounded.  

Then the bilinear forms #-converge, which means that the inner products  

                                        〈ì, °© &,'¤  �&,'# (Y)Õ〉# = 〈ì, °�&,'# (Y)© &,'
¤ Õ〉#+〈ì, ê&,'# (Y)Õ〉# 

#-converge for ì ∈ kt©&,'u. However the #-norms  

                       	© &,'¤  �&,'# (Y)Õ	# ≤ 	°�&,'# (Y)© &,'
¤ Õ	# + �ê&,'# (Y)Õ�# + |Y|� ?t©&,' + >u�

�Õ?# 

are uniformly bounded, and so the inner products #-converge for all ì ∈ ℱ#. Thus the #-limit  ô&# (� ) = weak    

#-lim �&#tYÃuÕ is in kt©&,'∗ u = kt©&,'u  which proves (4.2.27) on the domain k �t©&,' + >u�
�
.   

Corollary 4.2.5 LetY ∈ W@AB#    ( ℝ ∗ #
). Then k&,'# = � C ∗ t©&,'u ⊂ � C ∗ j�&,'# (Y)l, and �&,'# (Y) k&,'# ⊂  k&,'# .       

Proof Using Theorem 4.2.4, we prove by hyper infinite induction on K ∈ ℕ ∗  that �&,'# (Y) k&,'# ⊂ k j© &,'¤ l and that 

for Õ ∈  k&,'# , 
                               © &,'¤  �&,'# (Y)Õ =  �&,'# (Y)© &,'

¤ Õ + /��- ∑ j¤Ã l °Ã¤Ãæ� �&,'# tU�#ÃYu© &,'¤�ÃÕ. 
This formula is a special case of the identity  ô¤ï = /��- ∑ jã� l ´(adô)�ï¶ã�æq ô¤�Ã , K ∈ ℕ ∗    Thus we obtain 

                                 	© &,'¤  �&,'# (Y)Õ	# ≤ /��- ∑ j¤Ã l mU�#ÃYm#� ?t©&,' + >u¤�Ã=¦
�Õ?#

¤Ãæ� .                              
(4.2.28)    

Theorem 4.2.6 Let Y ∈ ��C ∗ (ℬ
#), that is Y is ��C ∗  with support in the #-open region of space time ℬ
#. Let ©&,' be a 

Hamiltonian for ℬ
#, so that �(�) =  � on a large set. Then 

                                      �&,'# (Y) = �&#(Y)  and ê&,'# (Y) = ê&#(Y) are independent of �/�.                                                         

Proof The spectral projections /#�(�, Ï) of the sharp time field 

                                     ô�,&(�) = /��- n �&,'# (�, �)Y(�, ��) 
ℝ ∗ �#Ç o#�� = /��- n �o# 

ℝ ∗ W# /#
���, Ï� 

 are given by the formula 

                                             /#
���, Ï� = t/��-exp]°�©&,'cu/#

���, Ï�t/��-exp]−°�©&,'cu  

and are independent of �, see chapt.2, §17. Thus ô�,&���  is independent of � and so is ô&���. By (3.1.7), for all �, 



                                            k�,& = kj© �,&�/�l ∩ k(ñ& ) ⊂ k �t©&,' + >u¦
�
 ⊂ k j�&,'# (Y)l  

so that �&,'# (Y) ↾  k�,& is independent of �. Thus to complete the proof, we only need to show that the domain of 

�&,'# (Y) = #- Ë�&,'# (Y) ↾  k �t©&,' + >u¦
�
ÍÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ

 is independent of �. Since ©&,' is essentially self-#-adjoint on the 

domain � C ∗ t©�,&u ⊂ k�,&, so is t©&,' + >u¦
� Thus by (4.2.16) �&,'# (Y) ↾  k �t©&,' + >u¦

�
 ⊂ #-t�&#(Y) ↾  k�,&uÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ.          

Therefore #-t�&#(Y) ↾  k�,&uÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ = �&,'# (Y), so �&,'# (Y) = �&#(Y) is independent of �. Similarly ê&,'# (Y) = ê&#(Y) is 

independent of �.                                                                                                                                                                                          

Theorem 4.2.7 Let Õ ∈  k&,'# , with ©&,' a Hamiltonian for ℬ
#. Then  

                                                              〈Õ, �&#(��, ��) ∙∙∙ �&#(�V, �V)Õ〉#   

is a distribution in k #-(ℬ ×∙∙∙× ℬ)                                                                                                                                            
Proof This follows directly from our previous estimates (4.2.16) and (4.2.28). 

§ 4.3 Essential self-#-adjointness. The main result of this section is the proof that for real test functions Y = Y(�, �) 

with #-compact support, the field �&#(Y) is self-#-adjoint, and essentially self-#-adjoint on k�,& = kt©�,&�/�u ∩
k(ñ& ), or on any k&,' where  ©&(�) is a Hamiltonian for the support of Y. We see furthermore that if Y is real and  

|Y|#�  defined by (4.2.20) is finite, then, �&,'# (Y) is self-#-adjoint and essentially self-#-adjoint on k&,'. The proof 

has three main steps. First, we assume that Y is a regular function of �; in that case we use an analytic vector 
argument to show that �&,'# (Y) is essentially self-#-adjoint on k&,'. As a second step, we take #-limits in the 

resolvents (�&,'# (Y) − 8)�� as Y tends to a more general function. In this way, we obtain a self-#-adjoint operator 

�&,'# (Y). As a third step, we show that �&,'# (Y) is essentially self-adjoint onkt ©&(�)u. The regularity we impose on 

Y is the requirement that its Fourier transform be a #-smooth function with #-compact support, or more generally 
that for the #-norm |Y|#�, of (4.2.20) there exist constants [ = [(Y) and \ = \(Y) 

                                                                 |k��Y| ≤ [\� , � ∈ ℕ ∗ .                                                                            (4.3.1)       

For a vector Õ, we consider the conditions 

                                                    ‖( ©&(�) + >)�Õ‖# ≤ �o� , � ∈ ℕ. ∗                                                                   (4.3.2)  

Lemma 4.3.1 Assume (4.3.1) and (4.3.2). Then 

                                              �( ©&(�) + >)��&,'# (Y)Õ�# ≤ [�os(> + \)�                                                        (4.3.3) 

for some constant s independent of �, Õ, Y.                                                                                                                          
Proof . By (4.2.28) and (4.3.1)-(4.3.2) 

                            �( ©&(�) + >)��&,'# (Y)Õ�# ≤ /��- ∑ j�Ãl�Ãæ� s[\Ã�( ©&(�) + >)��Ã=��&,'# (Y)Õ�#
 ≤ 

                            ≤ /��- ∑ j�Ãl s[\Ã�o��Ã=��Ãæ� ≤ [�os(> + \)� . 
Lemma 4.3.2 Assume (4.3.1) and (4.3.2). Then Õ is an #-analytic vector for �&,'# (Y). In particular for real Y(�, �), 
�&,'# (Y) is essentially self-#-adjoint on k&,'.                                                                                                                      



Proof We applying the preceding lemma successively. We see that multiplication by �&,'# (Y) changes the constants 

� and o of (4.3.2) as follows: � →  [�os, → o + \. Thus 

                            	( ©&(�) + >)�]�&,'# (Y)c£Õ	# ≤ �([s)£]/��- ∏ (o + Á\)£��Ãæ� c(o + �\)� , 
and 

                                                                   	]�&,'# (Y)c£Õ	# ≤ �ï£�!#       

for some constant ï, which proves that Õ is #-analytic for �&,'# (Y). The essential self-#-adjointness of �&,'# (Y) 

follows from generalized Nelson's analytic vector theorem, see §6, Theorem 6.5.                                                                            
We can draw more information from (4.3.3). If we write  ©&(�) +  > = /��- n �o# 

ℝ ∗ W# /# (�, Ï), then (4.3.2) is 

equivalent to   Õ ∈ Range4/# (o, Ï)7 and (3.3.3) gives that 

                                                 �&,'# (Y)Range4/# (o, Ï)7 ⊂ Range4/# (o + >, Ï)7.                                              (4.3.4) 

Because �&,'# (Y) is self-#-adjoint we have 

                                        �&,'# (Y)RangeXt* − /# (o, Ï)ud ⊂ RangeXt* − /# (o − >, Ï)ud.                                   (4.3.5)  

These two inclusions have simple physical interpretations. We imagine that �&,'# (Y) is written as a sum of two 

operators, one creating physical wave packets associated with ©&(�), and the other annihilating them. Because of 

(4.3.1) the wave packets have energy at most \, and so �&,'# (Y) can increase or decrease the total energy ©&(�), by 

at most \.                                                                                                                                                                                            

We note that �&,'# (Y) is essentially self-#-adjoint on the domain ⋃ Range4/# (�, Ï)7å , by the proof of Lemma 4.3.2 

and the remarks above. Our next step is to take #-limits with respect to Y in the resolvents O =  O(Y, 8)  =
 (�&,'# (Y)  −  8)��. As preparation, we now prove that O preserves #-regularity, which means    

                                          �( ©&(�) + >)�/�O(Y, 8)Õ�# ≤ !	( ©&(�) + >)¦
�Õ	#.                                           (4.3.6)   

 Lemma 4.3.3 Let Y be real and satisfy (4.3.1). Then the estimate (4.3.6) holds for Im 8 ≠ 0. The constants ! and > 
depend only on 8,�, and |Y|�.                                                                                                                                                    
Proof To prove this lemma, we obtain uniform estimates on approximating operators OV. If (4.3.6) holds for OV, 
with ! independent of M ∈ ℕ ∗ , and  

                                                                     O = strong-#-lim OV,                                                                        (4.3.7) 

then (4.3.6) also holds for O. In fact 	( ©&(�) + >)¦
�Õ	# defines a #-norm on the domain k j( ©&(�) + >)¦

�l = ℋ�, 

which makes it into a non-Archimedean Hilbert space. The inequality (4.3.6) in equivalent to OV, being a bounded 
operator on ℋ�, and the #-norm ‖OV‖#�,�, of OV, as an operator from ℋ� to itself is defined by 

                                         ‖OV‖#�,� = 	( ©&(�) + >)¦
�OV( ©&(�) + >)�¦

�	# ≤ !.                                              (4.3.8)  

From the strong #-convergence (4.3.7) on ℱ#, we conclude that on a #-dense set of vectors in ℋ�, OV #-converges 
weakly to O. Since the operators OV, M ∈ ℕ ∗  are uniformly bounded on ℋ�, OV  →# O in weak operator 
#-convergence on ℋ�. Thus the #-norm ‖OV‖#�,� is bounded by the #-lim sup of the ‖OV‖#�,� and (4.3.6) holds for O. Let 



                                                                 ©&(�) + > = /��- n �o# 
ℝ ∗ W# /# (�, Ï).                                                    (4.3.9) 

We approximate �&,'# (Y) by the bounded self-#-adjoint operator �V  = /# (M, Ï)�&,'# (Y)/# (M, Ï), M ∈ ℕ ∗ . From 

(4.3.4) it is clear that �V →# �&,'# (Y) on vectors with #-compact support in the energy. Since �&,'# (Y) is essentially 

self-#-adjoint on this domain, the resolvents also #-converge strongly [18, p. 429] 

                                                #- limV→ C ∗ OV(8) = limV→ C ∗ (�V − 8)�� = O(8),    
proving (4.3.7). We now show that (4.3.8) holds, and it is sufficient to prove  

                                               	( ©&(�) + >)¦
�OV( ©&(�) + >)�¦

�Õ	# ≤ !‖Õ‖#                                              (4.3.10) 

for Õ in the #-dense set k&,'. Since ( ©&(�) + >)�¦
� and OV both map k&,' onto k&,' we need only prove that on the 

domain k&,' × k&,', 

                                             ©&(�) + > ≤ !�(�V − 8̅)( ©&(�) + >)(�V − 8) =                                               (4.3.11) 

                     = !�(�V − �)( ©&(�) + >)(�V − �) + (!T)�( ©&(�) + >) + °!�T´ ©&(�), �V¶, 
where 8 = � +  °T. As the first term is positive, it is sufficient to show that 

                                                         0 ≤ ´(!T)� − 1¶( ©&(�) + >) + !�T´ °©&(�), �V¶.                                 (4.3.12) 

But 

                               ´ °©&(�), �V¶ = /# (M, Ï)] °©&(�), �&,'# (Y)c/# (M, Ï) = /# (M, Ï)ê&,'# (Y)/# (M, Ï).                      
By Theorem 4.2.3,  

                    |〈Õ, ´ °©&(�), �V¶Õ〉#| = m〈/# (M, Ï)Õ, ê&,'# (Y)/# (M, Ï)Õ〉#m ≤ ‖Õ‖# ∙ �ê&,'# (Y)/# (M, Ï)Õ�# ≤   
      ≤ ‖Õ‖# ∙  |Y|#� ∙ 	( ©&(�) + >)¦

�/# (M, Ï)Õ	# ≤ �
�  |Y|#� ∙ p¨ 〈Õ, ( ©&(�) + >)¦

�Õ〉# + ¨��〈Õ, Õ〉#q 

for any ̈ >  0. Furthermore, the #-norm  |Y|#� of (4.2.20) can be chosen independent of > for large >, since for >�  ≤  >� we have that  ©&(�) + >� ≤  ©&(�) + >�. Therefore (4.3.12) is valid as long as  

                                             0 ≤ p(!T)� − 1 − �
�!�T¨ |Y|#�q ( ©&(�) + >) − 1�C

�¡  |Y|#�. 

For each  |Y|#�, T ≠ 0, we can pic ! large so that (!T)� > 3, ¨ small enough so that 
�
�!�T¨ |Y|#� < 1, and > large 

enough so that the inequality is valid. This completes the proof.                                                                                                                                                                    
We now show that the resolvents of approximate field operators #-converge. We use the spectral projections 

/# (M, Ï), M ∈ ℕ ∗  defined by (4.3.9) to cut-off the field. If �&,'# (Y) is a #-closed symmetric field operator, then 

/# (M, Ï)�&,'# (Y)/# (M, Ï) is a bounded, self-#-adjoint approximation to �&,'# (Y).                                                                                               

Lemma 4.3.4 Let YV, M ∈ ℕ ∗  be a hyper infinite sequence of real functions satisfying (4.3.1) with \ depending on M. 

If the graphs G j�&,'# (YV)l #-converge to the graph of a #-densely defined operator, if  

                                       	( ©&(�) + >)�¦
�X�&,'# (YV) − �&,'# (Y¤)d( ©&(�) + >)�¦

�	# →# 0                               (4.3.13) 



and if the #-norms |YV|#�, are uniformly bounded, then the resolvents  

                                                                      OV(8) = (�V − 8)��                                                                       (4.3.14) 

of 

                                                             �V = /# (M, Ï)�&,'# (YV)/# (M, Ï).                                                              (4.3.15)  

#-converge strongly to the resolvent of a self-#-adjoint operator �.                                                                                
Proof This result is a special case of [ref.[19], Th. 5 and Cor. 6]. See that paper for notation. Recall that #-measure 
/# (M, Ï)is defined by (4.3.9). Note that 

                                            	( ©&(�) + >)�¦
� j�V − �&,'# (YV)l ( ©&(�) + >)�¦

�	# ≤                                        (4.3.16) 

        	(/# (M, Ï) − *)( ©&(�) + >)�¦
�	# ∙ p	�&,'# (YV)( ©&(�) + >)�¦

�	# + 	( ©&(�) + >)�¦
��&,'# (YV)	#q ≤  

                             ≤ M��/� p	�&,'# (YV)( ©&(�) + >)�¦
�	# + 	( ©&(�) + >)�¦

��&,'# (YV)	#q.                                                 

By Theorem 4.2.3 the operator �&,'# (YV)( ©&(�) + >)�¦
� and its #-adjoint are bounded with 

                                                        	�&,'# (YV)( ©&(�) + >)�¦
�	# ≤ s |YV|#�,  

which is bounded uniformly in M, ∈ ℕ ∗ . Then  

                                       	( ©&(�) + >)�¦
� j�V − �&,'# (YV)l ( ©&(�) + >)�¦

�	# = ItM��/�u                            (4.3.17)        

and so by (4.3.13),  

                                            	( ©&(�) + >)�¦
�(�V − �¤)( ©&(�) + >)�¦

�	# →# 0 

as M, K → ∞ ∗ The required uniform boundedness of the resolvents ‖(�V − 8)��‖#�,�  < const follows from Lemma 

4.3.3.                                                                                                                                                                                       
We now discuss when the hypotheses of Lemma 4.3.4 are satisfied. If the  �&,'# (YV) #-converge strongly on a 

#-dense domain, then the graphs #-converge. The �&,'# (YV) will #-converge on k&,' if YV →#  Y as M → ∞ ∗  in the  

#-norm |∙|#�; they will also #-converge for some hyper infinite sequence YV, M ∈ ℕ ∗  

                                                                YV →# /��- ∑ Y(∙, ��).#�æV�æ� (� − ��)                                                      (4.3.18)        

with Y(∙, ��) ∈ W@AB#    ( ℝ ∗ #
). We can choose Y(�, �) to have the form 

                                                             Y(�, �) = /��- ∑ Y(∙, ��).V �æV�æ� (� − ��), 
where .V(�) ≥ 0 has support in |�| <  M��, and /��- n .V(�) o#�. For such a sequence  |YV|#� is uniformly bounded 
in n, M ∈ ℕ ∗ . From (4.2.9) we see that m∗ #-convergence of the .V(�) as bounded #-measures implies (4.3.13). Thus 
the hypotheses are satisfied for the sequence (4.3.18). They are also satisfied if the YV #-converge in the #-norm 
 |∙|#�, and every YV with finite  |YV|#� is the #-limit of such a hyper infinite sequence.  



Theorem 4.3.5 Let Y be real and |Y|#� finite. Then the operator �&,'# (Y ) is self-#-adjoint and essentially self-

#-adjoint on k&,'. A real linear combination of sharp time fields with real test functions inW@AB#    ( ℝ ∗ #�), 

/��- ∑ ô&,'(��)�æ��æ� , is also essentially self-#-adjoint on k&,'.                                                                                           

Proof The two cases are similar and we only consider �&,'# (Y ). We first prove that the operator � of Lemma 4.3.4 

extends �&,'# (Y ) 

                                                                                  �&,'# (Y ) ⊂ �.                                                                       (4.3.19)   

This is a consequence of [15], but we give the following explicit proof. As in the proof of Theorem 4.2.6, we have 

                                                                                                                           (4.3.20) 

where go =0(Holl) n @(N). Let Rn(z) be defined by (3.3.14), where f, ap- proximates f and satisfies the hypotheses 
of Lemma 3.3.4. Thus R(z) = 1imeso R"(z) exists and is the resolvent of a self-adjoint operator C. For e Dgy, C,*= 
E(n)cg(f,)E(n)*r qTg(f)f, and convergence can be shown on D((H(g) + b)3'I). For X (q'g(f -Z)*, R(z)X = lim R(z)x = 
limn b0 Rn(z)(Cl - z)* = A. Thus 

and by (4.3.20), (4.3.19) is valid. We now show that q'g(f) is equal to C, which completes the proof. We need only 
show that if * e @(C), then * e 9(9g(f)). We first notice that 

                                                 O(8)k j( ©&(�) + >)¦
�l ⊂ k j( ©&(�) + >)¦

�l                                                  (4.3.21) 

and that (4.3.8) is valid for O(8). The argument for this is the same as the proof of Lemma 4.3.3, but the 

approximate operator �V = /# (M, Ï)�&,'# (YV)/# (M, Ï) replaces the �V. of the former proof. The remaining 

calculation is the same since the |YV|#�, M ∈ ℕ ∗ , are assumed uniformly bounded. We now introduce the smoothing 
operator 

                                                                  	Ã = j1 + �
Ã ( ©&(�) + >)�l��

                                                           (4.3.22)  

with the properties �	Ã�# ≤ 1 

                                                                         strong #-limV→ C ∗ 	Ã = *,                                                           (4.3.23) 

and for � <  2, 
                                                       �	Ã( ©&(�) + >)��# = �( ©&(�) + >)�	Ã�# ≤ ÁN

�.                                       (4.3.24) 

Let Õ ∈ k(�) and Õ =  O(8)Ð. Then 	ÃÕ = ÕÃ →# Õ, as Á → ∞ ∗  and ÕÃ ∈ kt ©&(�)u ⊂ k j�&,'# (Y )l. If �&,'# (Y )ÕÃ 
#-converges and then Õ is in the domain of the #-closed operator �&,'# (Y ), so we prove this 

                             t�&,'# (Y ) − 8uÕÃ = t�&,'# (Y ) − 8u 	ÃÕ = t�&,'# (Y ) − 8u 	ÃO(8)Ð =                                    (4.3.25) 

                                          = t�&,'# (Y ) − 8uO(8) 	ÃÐ + t�&,'# (Y ) − 8u] 	Ã , O(8)cÐ.  
The last equality is valid since   	ÃÐ ∈ k( ©&(�)�) ⊂ kt( ©&(�) + >)�/�u and by (4.3.21)                                             

                                                  O(8) 	ÃÐ ∈ k j( ©&(�) + >)¦
�l ⊂ k j�&,'# (Y )l.  



Since � extends �&,'# (Y ), t�&,'# (Y ) − 8uÕÃ =  	ÃÐ + t�&,'# (Y ) − 8u] 	Ã , O(8)cÐ.  As 	ÃÐ →# Ð = (� − 8)Õ  to 

conclude that Õ ∈ k j�&,'# (Y )l, we need to show that 

                                                            ΛÃ = t�&,'# (Y ) − 8u] 	Ã , O(8)cÐ →# 0.                                                     (4.3.26) 

We now claim that 

                                                             ΛÃ = #-limV→ C ∗ (�V − 8)] 	Ã , OV(8)cÐ,                                                   (4.3.27) 

where �V and OV are defined in (4.3.14-(4.3.15). Since (�V − 8)OV(8) = (� − 8)O (8) = *, we need only prove the 
existence of the limit (4.3.27) with the commutator removed. As observed in the first part of the proof, for Õ ∈
k j( ©&(�) + >)�

�l, ‖�VÕ − � Õ‖# = ��VÕ − �&,'# (Y ) Õ�# →# 0. Since 	ÃO(8)Ð ∈ k( ©&(�)�) ⊂ kt( ©&(�) +
>)�/�u, as M → ∞ ∗ , (�V − 8) 	ÃO (8)Ð →# t�&,'# (Y ) − 8u	ÃO (8)Ð. Also OV(8)Ð →# O (8)Ð, and by Theorem 4.2.3 

and (4.3.24), �(�V − 8) 	Ã�# ≤ const ∙  |YV|#� ∙ Á¦
Ê, which is bounded uniformly in M ∈ ℕ ∗ . Therefore 

                                                    (�V − 8) 	ÃOV (8)Ð →# t�&,'# (Y ) − 8u	ÃO (8)Ð,   
and (4.3.27) is established. Thus ΛÃ = #-lim ΛÃ,VV→ C ∗

, where  

                        ΛÃ,V = (�V − 8)] 	Ã , OV(8)cÐ = (�V − 8)OV(8) 	Ã]	Ã��, (�V − 8)c 	ÃO (8)Ð =   

                                                       = Á�� 	Ã´( ©&(�) + >)�, (�V − 8)¶	ÃO (8)Ð =   
                            = Á�� 	Ã4( ©&(�) + >)´ ©&(�), �V¶ + ´ ©&(�), �V¶( ©&(�) + >)7 	ÃO (8)Ð =  

         = −°Á�� 	ÃX( ©&(�) + >)/# (M, Ï)ê&,'# tYV u/# (M, Ï) + /# (M, Ï)ê&,'# tYV u/# (M, Ï)( ©&(�) + >)d	ÃO (8)Ð. 
Now by (4.3.24) we obtain 

                                         �	Ã( ©&(�) + >)�# = �( ©&(�) + >)	Ã�# ≤  Á��/� 

and 

                 �/# (M, Ï)ê&,'# tYV u/# (M, Ï) 	Ã�# + � 	Ã/# (M, Ï)ê&,'# tYV u/# (M, Ï)�# ≤ const ∙  |YV|#� ∙  Á�/
 ≤  

                                                                               ≤ const ∙  Á�/
 

as the  |YV|#� are assumed uniformly bounded. The constant is independent of Á and M. Therefore                                 � ΛÃ,V�# ≤ const ∙  Á��/
, and 

                                                     #-limÃ→ C ∗ �  Ã�# ≤ #-limÃ→ C ∗ �#-limV→ C ∗ � ΛÃ,V�#
 = 0. 
Thus (4.3.26) is established and the proof is complete.   

§ 4.4 The field as a tempered distribution in W@AB#-    ( ℝ ∗ #
). In the previous sections we studied the field  �&,'# (Y ) 

corresponding to the Hamiltonian ©&(�). We found that if  �&,'# (Y )  is localized, namely if Y has finitely bounded 

#-compact support in ï and  ©&(�) is a Hamiltonian for ï, then  �&,'# (Y ) =  �&#(Y ) is independent of the spatial cut-



off �. In this section we show that there is a cut-off independent field  �&#(Y ) defined for all  Y ∈ W@AB#-    ( ℝ ∗ #
), and 

 �&#(Y ) agrees with the previous one when Y has #-compact support. The domain of  �&#(Y ) includes k�,& =
kt©�,&�/�u ∩ ktñ�,& u, and on this domain  �&#(Y ) is a tempered distribution inW@AB#-    ( ℝ ∗ #
).                                                                                                                             

Lemma 4.4.1 Let k�,& = kt©�,&�/�u ∩ ktñ�,& u. For Õ ∈ k�,& , 〈Õ,  �&#(�, � )Õ〉#  is a #-continuous, polynomially 

bounded function and 

             i/��- n 〈Õ,  �&#(�, � )Õ〉#k�#-Y(�, � )o#�� 
ℝ ∗ #� i ≤ I(�)‖Y(∙, � )‖#�〈Õ, t©�,& + ñ�,&� + *uÕ〉#.                   (4.4.1)        

Proof We divide space time into a number of similar regions with a partition of unity. Let û(�, � ), � = (��, ��, ��),  
be a � C ∗  function satisfying 

                                                                         0 ≤ û(�, � ) ≤ 1,                                                                            (4.4.2) 

                                                           supp(û) ⊂ 4(�, � )||�| ≤ 1, |�| ≤7,                                                             (4.4.3) 

and such that 

                                    /��- ∑ û�Ã�Ã (�, � ) = /��- ∑ û(�� − °, �� − °, �� − °, � − Á)�Ã = 1.                                    (4.4.4) 

Thus if Y(�, � ) ∈ W@AB# 
    ( ℝ ∗ #
), 

                                                  Y = /��- ∑ Y�Ã�Ã (�, � ) = /��- ∑ Y(�, � )û�Ã�Ã (�, � )                                             (4.4.5)                                   

with Y�Ã(�, � ) a � C ∗  function with support in the cube 

                                ï�Ã = 4(�, � )||�� − °| ≤ 1, |�� − °| ≤ 1, |�� − °| ≤ 1, |� − Á| ≤ 17.                                     (4.4.6) 

We also pick a � C ∗  function ��(�) such that 

                                                                        ��(�) = �, if  |�| ≤ 2,                                                                    (4.4.7) 

and 

                                                                        ����) = 0, if  |�| ≥ 3.                                                                    (4.4.8) 

Thus  ©&t��Ãu is a Hamiltonian for ï�Ã when  

                                                                ��Ã(�) = �� jJ¦��
�=|Ã| , J���

�=|Ã| , J���
�=|Ã|l.                                                              (4.4.9)  

Furthermore 

                                                        	t* + ñ�,& u�� ©�,&,'�°t* + ñ�,& u��	# = I(Á)                                             (4.4.10) 

as the kernels of operators contributing to  ©�,&,'�° have <�#  #-norms with are I(Á). For (�, � ) ∈ ï�Ã and Õ ∈ k�,&, we 

have by Lemma 4.2.1, that 〈Õ,  �&#(�, � )Õ〉# is #-continuous and  

                                             |〈Õ,  �&#(�, � )Õ〉#| ≤ const ∙ 〈Õ, j ©&t��Ãu + >Ù(Ï)l Õ〉#                                       (4.4.11) 



where the constant is independent of �, �, °, and Á. Here >Ù(Ï) is hyperfinite constant proportional to the lower bound >(Ï) of  ©&t��Ãu, see (2.1.19). Note that that the lower bound of ©&t��Ãu, is proportional to the diameter of the 

support of ��Ã, namely I(Á)). Thus (4.4.11) gives the bound for (�, � ) ∈ ï�Ã , Õ ∈ k�,& 

                                                                     |〈Õ,  �&#(�, � )Õ〉#| ≤                                                                       (4.4.12) 

                const ∙ p�©�,&�/�Õ�#
� + �t* + ñ�,& u�#

� ∙ 	t* + ñ�,& u�� ©�,&,'�°t* + ñ�,& u��	# + >Ù(Ï) ‖Õ‖#�q  ≤ 

                                           ≤ const ∙ ‖Y(∙, � )‖#�〈Õ, t©�,& + ñ�,&� + *uÕ〉# ∙ >(Ï) ∙ I(Á), 
by (4.4.10) and the above discussion of >Ù(Ï). Since I(Á) = I(|�|), we have proved polynomial boundedness. Thus, 
as in Lemma 4.2.1, 

                           i/��- n 〈Õ,  �&#(�, � )Õ〉#k�#Y(�, � )o#�� 
ℝ ∗ #� i ≤ I(�)‖Y(∙, � )‖#�〈Õ, t©�,& + ñ�,&� + *uÕ〉#, 

which yields (4.4.1). We now define the sharp time fields 

                                                   ô&(Y, �) = /��- n  �&#(�, � )Y(�, � )o#�� 
ℝ ∗ #�                                                      (4.4.13) 

and 

                                                  ï&(Y, �) = /��- n  ê&#(�, � )Y(�, � )o#��. 
ℝ ∗ #�                                                      (4.4.14) 

Lemma 4.4.2 Let Y(�, � ) ∈ W@AB# 
   ( ℝ ∗ #
) be real. Then ô&(Y, �) and ï&(Y, �) define self-#-adjoint operators, and 

their domain includes k�,&. For Õ ∈ k�,&, ‖ô&(Y, �)Õ‖# + ‖ï&(Y, �)Õ‖# ≤ |Y(∙, � )|#� ∙ ‖ç&Õ‖#, where 

                                                                          ç& = t©�,& + ñ�,&� + *u�/�
,  

and    |Y(∙, � )|#� = s(1 + |�|) p‖Y(∙, � )‖#� + �k�#LY(∙, � )�#�q.                                                                                                                                           

Proof The proof is similar to that of Lemmas 4.2.2 and 4.4.1.                                                                                                                                                                                                                

Theorem 4.4.3 Let Y(�, � ) ∈ W@AB# 
    ( ℝ ∗ #
) be a real function in W@AB# 

. The vectors ô&(�)Õ and ï&(�)Õ, where Õ ∈
k�,&, are #-continuous and rapidly decreasing in �. Their integrals over � exist and define #-closed symmetric 

operators  �&#(Y ) and  ê&#(Y ) with domains containing k�,&. The fields �&#(Y ), ê&#(Y ), ô&(Y, �) and ï&(Y, �) are all 

independent of �(�). For any vector Õ ∈ k�,& we have 

                                                        ‖ �&#(Y )Õ‖# + ‖ ê&#(Y )Õ‖# ≤ |Y|#� ∙ ‖ç&Õ‖#, 
where |Y|#� = /��- n|Y(∙, � )|#�o#� and ç& = t©�,& + ñ�,&� + *u�/�

.                                                                                                                                                                    

Proof This proof is based on the proofs of Lemma 4.4.1, Theorem 4.2.3, and Theorem 4.2.6. The fields  �&#(Y ) and 

 ê&#(Y ) are defined as their #-closures on k�,& . 
§ 4.5 Locality In this section we derive locality of the field operators. Locality means that two field operators 

 �&#(Y )  and  �&#(ℎ )  commute provided the supports of Y and ℎ are spacelike separated. In other words, whenever 

                                                         (�, �) ∈ supp(Y) and (¹, Q) ∈ supp(ℎ), 

we have that  



                                                                            |� − ¹| > |� − Q|. 
Under this hypothesis a signal originating in supp(Y) (caused, for example, by the process of performing the 
measurement of  �&#(Y ) cannot be recorded by the measurement of �&#(ℎ ). Thus one expects that the measurement 
of  �&#(Y ) does not interfere with the measurement of �&#(ℎ ), and that the joint measurement of  �&#(Y ) and �&#(ℎ ) 
can be performed in either order. The rigorous mathematical statement that the measurements can be performed in 
either order is that  �&#(Y ) and �&#(ℎ ) commutes. For any #-closed operator ô, a #-core k#(ô) of ô is defined to be 

a #-dense domain contained in k(ô) such that ô = #-(ô ↾ k)ÈÈÈÈÈÈÈÈÈÈ .                                                                              
Self-#-adjoint operators ô and ï commute if and only if for any spectral projection / of ï, and #-core k of ô, 
/k ⊂ k(ô) and for Õ ∈ k, /ô Õ =  ô /Õ.                                                                                                                              

Definition 4.5.1 (i) Let Õ ∈ k#(ô), we say that vector Õ is a near standard vector if ‖Õ‖# ∈ ℝ ∗ @AB# .                                                                    

(ii) A near standard #-core k@AB#  (ô) of ô is defined to be a subdomain k@AB#  (ô) ⊂ k#(ô) which contains all near 
standard vectors Õ such that: (a) Õ ∈ k#(ô) and (b) vector ôÕ is a near standard vector.                                                                                                                               
(iii) A near standard domain k@AB (ô) of ô  is defined to be a subdomain k@AB  (ô) ⊂ k (ô) which contains all near 
standard vectors Õ such that: (a) Õ ∈ k (ô) and (b) vector ôÕ is a near standard vector.                                                                                                                                  

Definition 4.5.2 Self-#-adjoint operators ô and ï ≈ -commute on domain k@AB#  (ô) ∩ k@AB#  (ï) if for any near 

standard vector  Õ ∈ k@AB#  (ô) ∩ k@AB#  (ï) the following condition holds ôïÕ ≈ ïôÕ.                                                 
Lemma 4.5.1 Self-#-adjoint operators ô and ï ≈ -commute on domain k@AB#  (ô) ∩ k@AB#  (ï) if and only if for any 

spectral projection /� of ï, and near standard #-core k@AB#  (ô) of ô, /�k@AB#  (ô) ⊂ k@AB  (ô) and for all  Õ ∈ k@AB#  (ô):          
/�ôÕ ≈ ô/�Õ.                                                                                                                                                                                                             
Theorem 4.5.1 If supp( Y) and supp( ℎ) are spacelike separated,  �&#(Y ) and  �&#(ℎ ) ≈ -commute.                                    
Proof Let  

                                                   ô&,'(Y, Q) = /��- n  �&#(�, � )Y(�, � )o#�� 
ℝ ∗ #�   

and  

                                                    ï&,'(ℎ, �) = /��- n  ê&#(�, � )Y(�, � )o#�� 
ℝ ∗ #�   

be the sharp time fields obtained from the test functions Y and ℎ correspondingly. First we prove that ô&,'(Y, �) and 

ï&,'(ℎ, �) commute. For any #-open set ℑ in space, we define the algebra ℭ#(ℑ) as the weak #-closure of the 

finitely bounded functions of the � = 0 fields 

                                   /��- n  �&#(�, 0 )Y�(� )o#�� 
ℝ ∗ #�   and  /��- n  ê&#(�, 0 )Y�(� )o#�� 

ℝ ∗ #�  

as Y� runs over the � C ∗ - functions with support in ℑ. If ℑ� and ℑ� are disjoint #-open sets, then elements of ℭ#(ℑ�) 

and ℭ#(ℑ�) commute, and it was shown in § 17 that  

                                    ]/��-expt−° ©&(�)ucℭ#(ℑ)]/��-expt−° ©&(�)uc ⊂ ℭ#(ℑ2),                                   (4.5.1) 

where ℑ2 is the set of all points in space with distance less than || from ℑ. The proof in § 17 is valid whether or not �(�) = const on the set ℑ. If ℑ� is a small neighbourhood of supp (Y) ∩  4time =  Q7 and ℑ� is similarly defined 
with respect to ℎ at time �, then ℑ� and (ℑ�)��á are disjoint. Since the finitely bounded functions of ô&,'(Y, Q) 

belong to  

                                               ]/��-expt−°Q ©&(�)ucℭ#(ℑ�)]/��-expt−°Q ©&(�)uc 
and the bounded functions of ï&,'(ℎ, �) belong to 



                                            ]/��-expt−°� ©&(�)ucℭ#(ℑ�)]/��-expt−°� ©&(�)uc ⊂ 

                                       ⊂ ]/��-expt−°� ©&(�)ucℭ#((ℑ�)á��)]/��-expt−°� ©&(�)uc, 
 ô&,'(Y, Q) and ï&,'(ℎ, �) ≈ -commute. Let / be a spectral projection of ô&,'(Y, Q) and let Õ ∈ k&,',@AB a near 

standard #-core for �&,'# (ℎ ). Then /Õ ∈ k@AB jï&,'(ℎ, �)l for all � and   

          〈 �&,'# (ℎ )ì, /Õ〉# ≈ /��- n〈ì, ï&,'(ℎ, �)/Õ〉#o#� ≈ 〈ì, /]/��- n ï&,'(ℎ, �)Õo#�c〉# ≈ 〈ì, /�&,'# (ℎ )〉#  (4.5.2) 

for all ì ∈ k&,',@AB. Thus   

                                                      /Õ ∈ k@AB t�&,'# (ℎ )∗u = k@AB t�&,'# (ℎ ) u, 
                                                                  �&,'# (ℎ )/Õ ≈ /�&,'# (ℎ )Õ,  
and ô&,'(Y, Q) ≈ -commutes with �&,'# (ℎ ). Now let ç be a spectral projection for �&,'# (ℎ ).  

Then çÕ ∈ k@AB jô&,'(Y, Q)l for all Q and 

                     〈 �&,'# (Y )ì, /Õ〉# ≈ /��- n〈ì, ô&,'(Y, �)/Õ〉#o#� ≈ 〈ì, ç]/��- n ô&,'(ℎ, �)Õo#�c〉#                     (4.5.3) 

as before in (4.5.2), so that /Õ ∈ k@AB t�&,'# (Y)∗u = k@AB t�&,'# (Y ) u and �&,'# (Y )/Õ ≈ /�&,'# (Y )Õ.                    

Therefore,  �&#(Y ) and  �&#(ℎ ) ≈ -commute.                                      

§ 4.6 Space time covariance Space time covariance means that the field transforms in the expected fashion under 
the space time translation �- = (��- , ��- , ��- ), �-,  

                                                                �&#(�, �) →  �&#(� + �-, � + �-)                                                               (4.6.1)        

By its very definition (4.1.1) and § 4.4, the field transforms correctly under time translation. Let +(�-) be the          
≈ -unitary operator on ℱ# which implements the free field space translation � →  � + �-. By definition, +(�-)  

acts on each vector ìÃ in the Á particle subspace ℱÃ#  by  

 

 

 

 

  

 

                           § 5. THE ALGEBRA OF LOCAL OBSERVABLES  

To each #-open region ï ⊂ ℝ ∗  #
 of space time, we associate a non-Archimedean �#∗ algebra ℭ#(ï) in such a way 
that the self-#-adjoint elements of ℭ#(ï) are exactly the operators corresponding to experiments which may be 
performed in ï, see §13.                                                                                                                                                        



Definition 5.1 Let ô ∈ ℭ#(ï), we say that operator is near-standard if  ‖ô‖# ∈ ℝ ,@AB# ∗  and st(‖ô‖#) ≠ 0. The 
sub algebra of the all near-standard operators in ℭ#(ï) will be denoted by ℭ≈# (ï).                                                 
Definition 5.2 The � ∗ algebra of standard local observables  st(ℭ≈# (ï )) is defined by                                                    

st(ℭ≈# (ï )) = 4st(ô)|ô ∈ ℭ≈# (ï )7. 
Remind that the requirements for a local quantum theory are (see §13) 

(a) To each bounded open region ï of space time, there is an associated non-Archimedean �#∗  algebra ℭ#(ï)  
containing the identity.  

(b) Isotony: if ï� ⊃ ï�, then ℭ#(ï�) ⊃ ℭ#(ï�).  
(c) Locality: ï� and ï� are space like separated, then st(ℭ≈# (ï�)) commutes with st(ℭ≈# (ï�)).  
(d) The algebra of local observables ℭ# is defined as the #-norm #-closure of the union of the ℭ#(ï).  
(e) The algebra is primitive; in other words, it has a faithful, irreducible representation. 

(f) Lorentz covariance: Let 4�, Λ7 be an element of the inhomogeneous Lorentz group <=↑ . Then there is a 

representation 4Q,�7 of  <=↑  by a group of  ∗ - automorphisms of ℭ#, such that for a bounded region ï  

                                                                      4Q,�7ℭ≈# (ï) ≈ ℭ≈# (4�, Λ7ï).                                                               (5.1) 

In this section we consider several possible definitions for the non-Archimedean algebra ℭ#(ï). The different 
definitions undoubtedly lead to different �#∗  algebras. In order to arrive at a natural and aesthetic definition, we 
prove that all reasonable candidates for ℭ#(ï)  have the same weak #-closure; we take this weakly #-closed algebra 

as the definition of  ℭ#(ï).   
Definition 5.3 ℭ#(ï) is the weakly #-closed operator algebra generated by the operators 

                                                       Xç´�&#(Y)¶|ç ∈ < C ∗# , supp(Y) ⊂ ï, |Y|#� ∈ ℝ ∗  ,@AB# d. 
The definition is unchanged if we replace < C ∗# , by some non- Archimedean ∗ - algebra which is #-dense in the weak 

operator topology. It is also unchanged if we replace the class of test functions by another (for example k@AB# (ï)) 
having the same #-closure in the |∙|#� #-norm. In fact, if |YV − Y|#� →# 0, then (�&#(YV) − 8)�� →# (�&#(Y) − 8)�� 
in the strong operator topology by Lemma 4.3.4 and by the generalized semigroup convergence theorem 

/��-expt°�&#(YV)u →# /��-expt°�&#(Y )u  Thus /��-expt°�&#(Y )u and çt�&#(Y )u belong to the weak #-closure if 

each YV, M ∈ ℕ ∗  is admitted as a test function in definition of non-Archimedean �#∗  algebra  ℭ#(ï).                                              
The same algebra ℭ#(ï) is generated by the finitely bounded functions of sharp time fields ô&(�) = 

= /��- n �&#(�, �)Y(�, �)o#�� 
ℝ ∗ W#� , Y ∈ k@AB# (ï). In fact, using a hyper infinite sequence YV, M ∈ ℕ ∗  such as (4.3.18), 

we have the resolvents #-converging (�&#(YV) − 8)�� →# (ô&(�) − 8)��, and so çtô&(�)u ∈ ℭ#(ï). Thus the sharp 

time fields generate a smaller algebra. However, if Y ∈ k@AB# (ï), we can approximate °�&#(YV) by the following 

hyperfinite sum /��- ∑  ô&(��)∆���æV�æ� , with strong #-convergence on  k'#. By Lemma 4.3.4 the resolvents 

#-converge, so çt�&#(Y )u belongs to the weakly #-closed algebra generated by the finitely bounded functions of 

hyperfinite linear combinations of the sharp time fields. We now see that all such çt�&#(Y )u belong to the algebra 

generated by the finitely bounded functions of the sharp time fields themselves. Let ç be a finitely bounded operator 
commuting with ô&(��), ô&(��), . . ., and ô&(�V), M ∈ ℕ ∗ . Then by the generalized spectral theorem, ç commutes 

with /��- ∑  ô&(��)∆���æV�æ�  on the domain k'#, which by Theorem 4.3.5 is a #-core for /��- ∑  ô&(��)∆���æV�æ� . Thus 

ç commutes with /��- ∑  ô&(��)∆���æV�æ� . Thus the commutant of /��- ∑  ô&(��)∆���æV�æ�  is larger than that of 

/��- ∑  ô&(��)∆�� ,�æV�æ�  and the double commutant smaller. Therefore, the sharp time fields generate ℭ#(ï) as 



asserted.                                                                                                                                                                      
Theorem 5.1 With mentioned above definition of ℭ#(ï), the axioms (a)-(f) are satisfied 

 

 

     

                                                           

 

                                                         

                                                             CONCLUSION 

A new non-Archimedean approach to interacted quantum fields is presented. In proposed approach, a field operator 
�(�, �) no longer a standard tempered operator-valued distribution, but a non-classical operator-valued function. We 
prove using this novel approach that the quantum field theory with Hamiltonian 	(�)
 exists and that the canonical 
�∗- algebra of bounded observables corresponding to this model satisfies all the Haag-Kastler axioms except 
Lorentz covariance. We prove that the �(�
)
 quantum field theory model is Lorentz covariant. For each Poincare 
transformation � ,    and each bounded region I of Minkowski space we obtain a unitary operator + which correctly 
transforms the field bilinear forms �(�, �) for (�, �) ∈ I. The von Neumann algebra  ℭ(I) of local observables is 
obtained as standard part of external nonstandard algebra ℬ#(I).                                                                                
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