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Abstract. Wall-Modeled Large Eddy Simulation (WMLES) is a well-stablished technique for obtaining high-fidelity solu-
tions of turbulent, high Reynolds number flows, with reasonably acceptable computational costs. However, for external
flows, the very thin laminar boundary layer developing near the body leading edge imposes quite restrictive mesh res-
olution requirements, leading to prohibitively high computational costs for practical Reynolds numbers. We propose a
wall-modeling approach for the laminar portion of the boundary layer in order to alleviate these costs by reducing the
aforementioned mesh resolution requirements. The wall model is based on local self-similar solutions of the boundary
layer, and is implemented in the same context of wall-stress models in the WMLES approach. An assessment of the model
is done in terms of both pressure and skin friction coefficient distributions along the surface, for an incompressible, fully
laminar flow around a NACA 0012 airfoil geometry, with a chord Reynolds number of Rec = 4.5 × 103. The results
obtained in the simulations using the proposed model are in good agreement with the reference solution, demonstrating
the feasibility of the model for external laminar flows.
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1. INTRODUCTION

Large Eddy Simulations (LES) have now greatly superseded the long-standing Reynolds-Averaged Navier-Stokes
(RANS) approach as a research tool for the study of turbulent flow dynamics in academic and research centers, primarily
due to the higher accuracy and fidelity of the resulting simulations. The higher accuracy and resolution of the former
is achieved by directly resolving the energetic scales of the turbulent motions, whereas in the latter, all the turbulent
motions are modeled. As a consequence, the computational cost of the LES approach is much greater than that of RANS,
becoming prohibitively high for practical engineering configurations and high Reynolds number flows.

In the LES approach, only the larger, energy-containing scales are resolved, while the effects of the smaller ones are
modeled. However, near the wall, where the boundary layer develops and the turbulent scales are very small, proportional
to the viscous length, δν , there is a peak in turbulent energy production (Pope, 2000; Schiavo et al., 2017) that must
be captured by the LES simulation. Since the smallest scales become smaller as the Reynolds number increases, the
computational cost of resolving for the near-wall region becomes prohibitive for high Reynolds number flows. This
situation configures the so-called “LES near-wall problem”.

During the past few decades, many different solutions have been proposed to tackle the LES near-wall problem,
all of which incorporates some way of modeling the effects of the near-wall motions onto the overall turbulent flow,



instead of directly resolving it. Among such modeling propositions are the Detached-Eddy Simulation (DES) approach,
hybrid RANS/LES approach and wall-stress modeled LES (Deardorff, 1970; Schumann, 1975; Piomelli and Balaras,
2002; Spalart, 2009). These methods are all considered forms of the Wall-Modeled Large Eddy Simulation (WMLES)
approach, as opposed to the traditional Wall-Resolved Large Eddy Simulation (WRLES).

Earlier estimates of grid point requirements (Choi and Moin, 2012) show that, for the WMLES approach, a scaling
of Nwm ∝ ReL is achieved, compared to Nwr ∝ Re

13/7
L and NDNS ∝ Re

37/14
L for WRLES and DNS computations,

respectively. In addition, methods within the WMLES approach break the scaling of computational cost with Reτ , the
Reynolds number based on the friction velocity, uτ =

√
τw/ρ, since in these methods the inner layer is completely

modeled, and the cost of resolving the outer layer is independent of Reτ (Larsson et al., 2016). Therefore, the WMLES
approach have the potential of achieving high fidelity, high accuracy results, with a much lower computational cost,
making such simulations feasible for high Reynolds number flows.

As promising as the WMLES approach may be, there are still some challenges to be faced. One problem with the
method that has attracted some attention only recently is the cost of accurately resolving the complete boundary layer in
external flows. The current common practice is to employ some form of tripping in the body leading edge to force the
boundary layer to be fully turbulent along the surface. However, if WMLES is to be used in contexts other than turbulent
research, such as in the engineering design process, then, it is paramount that the developing laminar boundary layer is
also accurately resolved, including the region where transition to turbulence occurs.

Larsson et al. (2016) estimated the cost of resolving the boundary layer flow along the surface of a NACA0012 airfoil.
Even if the WMLES is employed, meaning that only the outer boundary layer is resolved, the number of grid points is
massive near the leading edge, where the developing laminar boundary layer is very thin, being proportional to 1/δ2(x).
In another study, it has been estimated that the cost of accurately solving the very thin laminar boundary layer near the
leading edge of an airfoil may be 10 to 100 times higher than the cost of solving the modeled turbulent region (Slotnick
et al., 2014). These estimates show that, for high Reynolds number external flows, even the WMLES is still unfeasible
due to high computational costs.

In this work, we propose a wall-modeling strategy for the laminar region of the boundary layer in order to alleviate the
computational cost of accurately solving the thin boundary layer near the body leading edge in external flows. The laminar
modeling procedure described in this work is applied in the same way as wall-stress models in the WMLES approach,
since these are intended to be combined as seamlessly as possible into a single, complete flow simulation process.

2. NUMERICAL METHODOLOGY

2.1 Governing Equations

The governing equations to be solved numerically are the compressible Navier-Stokes equations, which may be written
in conservation form and compact vector notation as

∂Q

∂t
+∇ · F(Q,∇Q) = 0 (1)

where Q = [ρ, ρui, ρE]T is the vector of conserved variables, and F is the flux vector, given by F = Fe − Fv , with the
superscripts e and v indicating advective, or Euler, and viscous fluxes, respectively. These may be further written as

Fe
i =


ρui

ρu1ui + δ1ip
ρu2ui + δ2ip
ρu3ui + δ3ip
(ρE + p)ui

 , Fv
i =


0
τ1i
τ2i
τ3i

ujτij − qi

 , i = 1, 2, 3 (2)

In the above equations, ρ is the density, ui are the components of the velocity vector, and ρE is the total energy per unit
volume. In order to obtain closure of the system of equations, the total energy per unit volume is written in terms of the
thermodynamic pressure using the thermal and caloric equations of state for an ideal gas, that is, p = ρRT and e = cvT ,
respectively. Then, one can write

ρE = ρe+
1

2
ρuiui =

p

(γ − 1)
+

1

2
ρuiui

where e is the internal energy per unit mass, and γ and R are the ratio and the difference between specific heats, respec-
tively.

The viscous stress tensor, τij , may be written as

τij = µ

(
∂ui
∂xj

+
∂uj
∂xi

)
+ λ

(
∂uk
∂xk

)
δij (3)



where µ and λ are the dynamic and the second coefficients of viscosity, related by Stokes’ hypothesis as λ = − 2
3µ. The

heat flux vector, qi, in Eq. (2) is given by

qi = −k ∂T
∂xi

with k as the thermal conductivity coefficient.

2.2 Numerical Method

In this work, Eq. (1) is numerically solved through a nodal implementation of the discontinuous Galerkin (DG) scheme
with split formulations for the inviscid fluxes. We start by discretizing the physical domain, Ω, into K non-overlapping
elements, Ωk, such that

Ω ≈ Ωh ≡
K⋃

k=1

Ωk,
K⋂

k=1

Ωk = ∅

where Ωh is the computational domain.
The elements in physical domain are then mapped onto a standard element, Ωst, where each shape in physical domain

have a corresponding shape in the standard domain. Although the shape of the discretizing elements are arbitrary, in this
work we use only hexahedral elements, primarily due to computational efficiency and ease of implementation. For this
shape, the standard element is defined by Ωst = [−1, 1]3. Applying this mapping to Eq. (1) results in

J
∂Q

∂t
+∇ξ ·F ≡ J

∂Q

∂t
+∇ξ ·

(
eξ · F

)
= 0 (4)

where ∇ξ is the divergence with respect to the standard element coordinates, ξ = (ξ, η, ζ), J = |∂x/∂ξ| is the Jacobian
of the coordinate transformation, eξ is the contravariant basis vector, and F = eξ · F the contravariant flux vector.

For the nodal implementation of the discontinuous Galerkin scheme, the solution within each element, in standard
coordinates, is approximated by a polynomial interpolation given by

Q ≈ Qh(ξ) =
N∑

p,q,r=0

Qh(ξp, ηq, ζr, t)ϕpqr(ξ) (5)

where ϕpqr is the interpolating polynomial. For hexahedral elements, this polynomial is given by a tensor product of 1-D
Lagrange polynomials, that is,

ϕpqr(ξ) = ℓp(ξ)ℓq(η)ℓr(ζ), ℓp =

Np∏
i=0
i̸=p

ξ − ξi
ξp − ξi

with equivalent definitions for the other directions.
In the DG formulation, the residual of the approximation, obtained by substitution of Eq. (5) into Eq. (4), is required

to be orthogonal to a test function, ψ, where the space of this test function is the same as the space spanned by the trial,
or solution function. This leads to the following formulation∫

Ωst

J
∂Qh

∂t
ψdξ +

∫
Ωst

(∇ξ ·Fe)ψdξ +

∫
∂Ωst

(Fe,⋆ −Fe)ψdSξ −
∫
Ωst

(∇ξ ·Fv)ψdξ = 0, (6)

where ∂Ωst defines the boundary of the element, and Fe,⋆ is a numerical flux function defined on this boundary. The
formulation in Eq. (6) is obtained after integration by parts of the second term of Eq. (4) two times, and is called the strong
formulation. The weak formulation is obtained when integration by parts is done only once. The integrals in Eq. (6) are
carried out through Gaussian quadratures, where the details may be consulted in Hindenlang et al. (2012).

As mentioned above, a split formulation of the inviscid fluxes, Fe, is implemented in order to enhance stability of the
method, especially for higher order interpolations. The details of this formulation are not described here due to brevity,
but may be consulted in the comprehensive exposition of Gassner et al. (2016). The specific split form of the fluxes
employed throughout the simulations in this work is that of Pirozzoli (2011). An approximate Riemann solver, namely
the Roe solver with an entropy fix (Toro, 2009), is used to obtain the numerical flux Fe,⋆ on the element boundaries.

Since weak variational formulations using discontinuous function spaces are not suitable for directly discretizing
higher order derivatives, as those appearing in the divergence term of the viscous fluxes in Eq. (4) through the viscous



stress tensor, Eq. (3), a mixed formulation must be used for these terms. In this work, we make use of the lifting scheme
of Bassi and Rebay (2000).

The semidiscrete equations obtained after full discretization of Eq. (6) according to the aforementioned methods
are advanced in time using the five stage, fourth-order, low-storage Runge-Kutta scheme of Carpenter and Kennedy
(1994). This work uses the computational implementation of the FLEXI software (Krais et al., 2021) in order to apply the
numerical scheme and discretization methods just described.

3. WALL-STRESS MODELING

3.1 Wall-Modeling Framework

This section briefly outlines the wall-modeling procedure employed in wall-stress models for LES computations, since
the laminar wall model proposed in this work is implemented within this same context. For a comprehensive exposition
and further details, the reader is referred to previous reviews, e.g., Larsson et al. (2016) and Piomelli and Balaras (2002).

The main idea of the WMLES approach is to model the inner part of the boundary layer, which scales with the viscous
length, δv = ν/uτ , and directly resolve only the outer layer, which scales with the boundary layer thickness, δ. In doing
so, grid requirements near the wall are greatly relaxed, reducing the computational cost by a great amount, as mentioned
in previous sections. Moreover, as the dynamics of the inner layer is under-resolved, the approach further reduces the
computational cost by reducing the temporal stiffness induced by the viscous sublayer, meaning that larger time-step sizes
may be used (Bose and Park, 2018).

The effects of the inner layer onto the overall boundary layer dynamics are accounted for by prescribing the wall-shear
stress, τw, as a boundary condition. From a numerical and mathematical point of view, the approach basically replaces a
Dirichlet boundary condition on velocity, where the no-slip condition states that uw = 0, by a Neumann-type boundary
condition on the velocity gradients through the computed wall-shear stress – see Eq. (3).

Although the peak turbulence production in the inner layer is not captured by this approach, it is still physically
consistent with the fact that, in high Reynolds number flows, the Reynolds stresses are predominantly produced at the
same wall distance as they are later dissipated (Hoyas and Jiménez, 2006) and, hence, the method is actually resolving
the majority of the boundary layer turbulence production and dissipation. The WMLES approach is also consistent with
Townsend’s similarity hypothesis, which states that the shear stresses and the no-transpiration conditions at the wall are
sufficient to define the outer flow of the boundary layer (Larsson et al., 2016).

In the context of wall-stress models, in order to calculate a wall-shear stress for boundary condition imposition, the
LES solution at a distance hwm away from the wall in the normal direction is used as the input for a wall model, which,
in turn, computes a wall-shear stress and provides this information back to the LES simulation. This process is illustrated
in Fig. 1. The distance from the wall where the LES solution is taken is termed the wall-model height or, similarly, the
exchange location, where information between the wall model and the LES solution is exchanged. Note that the mesh
may be unstructured, with arbitrary shape elements near the wall, and a structured-like grid is shown in Fig. 1 only for
simplicity.

~hwm

u
i , T, p

τw, qw

Wall Model

Figure 1: Schematic representation of the wall-modeling procedure employed in the context of WMLES, also used in this
work.

The information taken from the LES solution is usually the velocity field, u, but may be any other relevant quantity,
such as pressure gradients, temperature, and more. If the energy equation is part of the dynamical system being solved,
then the imposed boundary condition is augmented with the heat flux, qw, which is also computed by the model. It should



be noted that in this wall-modeling methodology, the velocity at the wall is allowed to slip in the wall-tangent direction,
and only the no-transpiration condition is used, where the velocity component normal to the wall vanishes.

Throughout the decades, many wall models have been proposed, from simple algebraic models to more complex,
PDE-based ones (Bose and Park, 2018). The models included in the latter category make use of the thin boundary layer
equations (TBLE), where a PDE must be solved in the region near the wall in order to compute a wall-shear stress. Such
models are very general, with only mild underlying assumptions, but are usually difficult to implement. On the other
hand, algebraic models have a straightforward implementation, but lacks generality, where it is usually assumed that the
boundary layer is in a state of dynamical equilibrium.

3.2 Wall Model for Laminar Boundary Layers

As mentioned in a previous section, one of the remaining challenges in WMLES simulations is that of external flows
with high Reynolds numbers. In such cases, the laminar boundary layer developing near the body leading edge is very
thin, and the grid resolution required to resolve such thin region leads to a computational cost that is prohibitively high.

In this work, we propose a modeling strategy for laminar boundary layers in external flows in order to alleviate the
resolution requirements needed to resolve this portion of the boundary layer in high Reynolds number flows. As such,
the model presented herein seeks to calculate a wall-shear stress for boundary condition imposition, and it is argued that
this condition – with the no-transpiration condition at the wall – is sufficient to recover the skin friction and pressure
coefficients along the wall. This section describes the reasoning behind the model and presents its formulation, whereas
the next section contains an assessment of the feasibility of the model in the aforementioned context.

The basic underlying assumption of our model is that the dynamics of the boundary layer along the wall may be
given according to locally self-similar solutions. More specifically, it is assumed that at each point along the wall-tangent
direction, there exists a similarity solution from the general Falkner-Skan family satisfying the boundary layer dynamics.
Hence, at each point along this direction, we solve for a local similarity solution given by

d3f

dε3
+ αf

d2f

dε2
+ β

[
1−

(
df

dε

)2
]
= 0 (7)

with the boundary conditions

ε = 0 : f = 0, (8a)
df

dε
= 0, (8b)

ε→ ∞ :
df

dε
= 1, (8c)

where α and β are constant parameters, and ε is the similarity variable, written as

ε =
y

λ(xs)

with λ(xs) a function to be defined, and xs the distance along the surface.
In the above ordinary differential equation, the function f(ε) defines the velocity profile within the boundary layer

through its first derivative,

df

dε
=

u

Ue
, (9)

where u is the velocity within the boundary layer in the xs direction, and Ue is the outer flow velocity, that is, the velocity
at the edge of the boundary layer (Currie, 2012), which is assumed to be a function of xs only. In boundary layer theory,
this is the velocity that would be obtained for the solution in the limit of infinite Reynolds number, represented by the
Euler equations.

The constant parameters α and β in Eq. (7) may be written as

λ

ν

d

dxs
(Ueλ) = α, (10a)

λ2

ν

dUe

dxs
= β, (10b)

where ν is the kinematic viscosity. Thus, it can be seen that these two parameters define both the outer flow velocity,
Ue, and the function λ(xs). Therefore, they completely define the problem to be solved. If we set α = 1, then, the



corresponding similarity variable is

ε = y

√
1

2− β

Ue

νxs
, (11)

and the outer flow velocity is

Ue(xs) = cx
β

2−β
s , (12)

which may be identified as the velocity of a potential flow over a wedge of half angle πβ/2 (Currie, 2012), as illustrated
in Fig. 2.

U∞
Wedge

xs

xn

πβ
2

Figure 2: Flow over a wedge of half angle βπ/2, where the inviscid velocity along the surface is given by Eq. (12).

In the solution process of Eq. (7), we seek a value of d2f/dε2 at ε = 0 that satisfies the boundary condition at ε→ ∞,
Eq. (8c). This value is then used to calculate the wall-shear stress, which, for α = 1, may be written as

τw = µ

√
1

2− β

U3
e

νxs

d2f

dε2

∣∣∣∣
ε=0

, (13)

where the definitions in Eqs. (9) and (11) are used to arrive at this final form. This wall-shear stress is subsequently used
to impose the boundary condition at the wall.

Following the wall-modeling procedure described in the previous section, the outer flow velocity, Ue, appearing in the
equation for the wall-shear stress above, is taken from the solution farther away from the wall, at the wall-model height,
hwm. It is then left to determine the parameter β defining the problem to be solved in Eq. (7), thus obtaining the value of
d2f/dε2 at ε = 0.

In order to determine the constant parameter β, we remind that the basic assumption of the model is that the boundary
layer dynamics locally satisfies a solution of Eq. (7). As illustrated in Fig. 2, for α = 1, the problem represented in Eq. (7)
is that of the flow over a wedge. Thus, we assume that at each location along the body surface, the dynamics of the fluid
particles are similar to those in the flow over a wedge with a half angle related to the geometric angle between the surface
wall-tangent and the streamwise directions. With these assumptions, we define β as

β = κ− |κ|
[
1− χ

(x
c
,Rec

)]
(14)

where κ is defined such that κπ/2 is the geometric angle between the wall-tangent and streamwise directions, as illustrated
in Fig. 3, and, hence, may be computed as

κ =
2

π
cos−1

(
t̂ · ŝ

)
, (15)

with t̂ as the unit wall-tangent vector, and ŝ a unit vector in the streamwise direction.

U∞

~t

~s

πκ
2

Figure 3: Definition of the geometry-related parameter κ, illustrated for a NACA 0012 airfoil surface.

In Eq. (14), χ is a correction function used to adjust the angle κ obtained solely from geometric considerations. This
correction is justified on physical grounds. If β = κ is used directly, the solution obtained from Eq. (7) is that of a
flow that accelerates as much as the inviscid flow over a wedge of half angle πκ/2. In this case, the velocity gradient
within the boundary layer must be higher than that obtained for a viscous flow over the same wedge and, consequently,



the computed wall-shear stress is overpredicted. The boundary layer is actually a dissipation of this gradient through
viscosity, thus reducing the wall-shear stress when compared to the inviscid flow. Therefore, since d2f/dε2 is directly
proportional to the constant parameter defining the problem (Schlichting and Gersten, 2000), a reduction in the wall-shear
stress as computed from Eq. (13) is achieved by decreasing the geometric angle κ in the definition of the parameter β.

Another way to justify this angle correction is to see the practical effect of the boundary layer as an obstruction for the
flow field, acting to decrease the acceleration along the wedge. This same decreased acceleration may be obtained for the
flow in a wedge with a lower half angle. Since the reasoning above applies regardless of whether κ is positive or negative,
the adjustment is written in terms of |κ|.

From the rationale above, which accounts for the effects of the viscous boundary layer in the definition of the parameter
β, it is intuitive that the correction function in Eq. (14) must be related to a Reynolds number and a characteristic length
along the surface. Viscous effects become less pronounced the higher the Reynolds number, while the boundary layer
grows thicker the further downstream along the surface. Since this work deals with flows around airfoils, we choose
the chord Reynolds number, Rec, and the downstream distance relative to the chord, x/c, when defining the correction
function, and write it as

χ
(x
c
,Rec

)
=

1−
(√

x/c
)
e−ARec

1 + e−ARec
(16)

where A is a coefficient, and the chord Reynolds number is given by

Rec =
U∞c
ν

,

with U∞ the free-stream velocity magnitude. Note that x in the equation above is the distance in the streamwise direction,
as opposed to the distance along the surface, xs, used in the boundary layer equations.

The function in Eq. (16) has the following desired property,

Rec → ∞, χ→ 1,

that is, in the limit of infinite Reynolds number, no adjustment is made to the geometric angle κ, and the solution obtained
by solving Eq. (7) refers to that of a flow accelerating as much as the inviscid flow over a wedge of half angle κπ/2, as
desired. In addition, we have that

Rec → −∞, χ→ −
√
x/c,

and, although the above limit is not physically possible, this property means that, for a given chord Reynolds number, as√
x/c grows larger, and hence the boundary layer thickens, the correction function χ decreases, such that the adjustment

in Eq. (14) is more pronounced.
The coefficientA is a free constant parameter to fine tune the angle correction. Preliminary parametric studies indicate

that a sufficiently good value for this parameter isA = 2.63×10−5, and this is used throughout this work. Figure 4 shows
the behavior of the correction function χ for increasing chord Reynolds number and multiple x/c locations.
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Figure 4: Corretion function χ as a function of the chord Reynolds number, Rec, for multiple dimensionless streamwise
locations, x/c.

After the definition of the parameter β for each location along the surface, Eq. (7) is solved using the iterative procedure
described in Zhang and Chen (2009). The method employs a free boundary formulation, and uses a shooting method to
transform the initial boundary-value problem into a set of initial-value problems, which are solved using standard Runge-
Kutta methods. The solution using this iterative method directly outputs the quantity of interest d2f/dε2 at ε = 0.



4. RESULTS AND DISCUSSION

This section presents the results obtained for the simulations of laminar flows around a NACA 0012 airfoil at zero
angle of attack using the wall model described in Sec. 3. Since the model is only intended to be used in laminar flow
regions, the test cases that constitute the validation process must exhibit relatively low Reynolds number in order to
prevent transition to turbulence. At such low Reynolds numbers, it is difficult to sustain an entirely attached flow against
an adverse pressure gradient, and separation of the boundary layer is likely to take place at some position downstream of
the leading edge.

The validation of the wall model is done for a flow around a NACA 0012 geometry, even though separation is only
absent for very low Reynolds numbers in this case. In order to keep the separation region as mild and as further away from
the leading edge as possible, the current wall modeling strategy is validated primarily in a flow with a chord Reynolds
number of Rec = 4.5× 103, which remains laminar in its entirety. The Mach number for every simulation in this work is
M∞ ≈ 0.2, and thus the flow is essentially incompressible. A fully resolved simulation is performed, under the same flow
conditions and a sufficiently fine mesh – capable of correctly capturing the boundary layer dynamics – in a wall-resolved
configuration, to provide the benchmark solution for results comparisons.

The performance of the model is assessed in terms of the predicted pressure coefficient, Cp, and skin friction coeffi-
cient, Cf , along the surface. A mesh with 96× 44× 1 hexahedral elements is used, where the first number indicates the
elements in the direction along the surface, whereas the second indicates the elements in the wall-normal direction. The
distribution of the elements along the surface is uniform, meaning that ∆xs is constant throughout. It should be noted
that, although the flow is two-dimensional, a full, three-dimensional simulation is performed, where only a single element
is generated in the spanwise direction. Figure 5 illustrates this mesh.

Figure 5: Two-dimensional section of the mesh employed in this work, for the region near the airfoil.

In addition, the effects of the wall-model height, hwm, the main parameter of the wall-modeling procedure, are also
investigated. We assume a linear growth of the exchange location where the outer flow velocity is extracted, starting
from x/c = 0 and increasing along the streamwise direction, x. Three different growth rates are tested, as described in
Table 1 and shown in Fig. 6, where it should be noted that the wall model height, hwm, is a distance from the wall in the
wall-normal direction. The boundary layer edge, extracted from the fully resolved simulation, is shown for comparison.

Table 1: Shape and growth rate of the wall model height, hwm, tested in the simulations.
Growth type Growth rate hwm(x)/c

Linear
Low 0.04 x/c+ 0.01

Medium 0.08 x/c+ 0.01
High 0.11 x/c+ 0.01

In the assessment of the model, the pressure and skin friction coefficients are plotted for both the upper (suction) and
lower (pressure) surfaces of the airfoil, with filled symbols for the former and open symbols for the latter. As expected
for a symmetric airfoil at zero angle of attack, the coefficients along the surface are exactly the same for both upper and
lower surface and, hence, they are superimposed in the plots below.

The results are compared to those obtained from a fully resolved simulation, using a mesh sufficiently fine to resolve
for all the viscous dynamics of the flow, with no wall modeling. In all the plots presenting the solutions, points along the
lines are used only for distinguishing the different results, and are not representative of grid points.

The accuracy of the proposed wall model is first investigated using the wall model height with medium growth rate
– see Fig. 6. This exchange location is chosen for the investigation because it is the one that more closely resembles the
actual edge of the boundary layer. The results obtained for this simulation are shown in Fig. 7.
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Figure 6: Wall model heights with linear growth along the surface, for different growth rates. The boundary layer edge
(BLE) obtained from a fully resolved simulation is also shown.
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Figure 7: Solutions of pressure and skin friction coefficients for the proposed laminar wall model, using the wall model
height with medium growth rate. Filled symbols: suction side; open symbols: pressure side. Symbols are superimposed.

The pressure and skin friction coefficients predicted by the model are very close to the reference solution, both quali-
tatively and quantitatively, despite the quite restrictive basic assumption of the model.

Near the leading edge, it is seen that the solution obtained with the wall model accelerates slightly more than the
reference viscous solution, resulting in a lower pressure in this region. Moreover, the deceleration in the rear portion
of the airfoil is also more pronounced, resulting in a higher pressure for the results obtained with the wall model. This
is a direct consequence of imposing a lower wall-shear stress in the acceleration region, and a higher wall-shear stress
in the deceleration region, when compared to the fully resolved simulation, as is evident from the results for the skin
friction coefficient. This should not be seen as a flaw of the model, since the imposed wall-shear stress may be adjusted
by changing the parameters of the model in the correction function χ – cf. Eq. (14).

The behavior of the skin friction coefficient very near the leading edge, as predicted by the wall model solution, is
far from the one obtained for the fully resolved simulation. It may be seen that the skin friction coefficient is very high
for x/c ≈ 0, followed by a narrow, negative skin friction region, from which it catches up with the expected behavior,
qualitatively. From Eq. (13), defining the wall-shear stress to be imposed as the boundary condition, we see that the



leading edge, x/c = 0, is a singularity point. Thus, at this location, the wall-shear stress is ill-defined, and the wall model
needs special treatment. The effect of imposing an extremely high wall-shear stress at the leading edge, when no special
treatment of this location is employed, is that the flow separates, resulting in a very narrow region of reverse flow, from
which it recovers shortly after, given the favorable pressure gradient.

For the solutions obtained with the wall-modeling approach, the cumulative skin friction along the surface – that is, the
integrated force – is not sufficient to cause boundary layer separation. In the fully resolved simulation, however, separation
occurs when the flow is approaching the trailing edge, at approximately x/c ≈ 0.92. In a slightly higher Reynolds number
flow, Rec = 5 × 103, separation is also present in the simulations of Swanson and Langer (2016), and it takes place at
x/c ≈ 0.8. It should be noted, however, that the simulations in Swanson and Langer (2016) concern compressible flows,
with a Mach number of M∞ = 0.5.

The solution for the pressure coefficient, Cp, exhibits wiggles near the leading edge. These are spurious oscillations
that appear due to the fact that the mesh is too coarse to accurately represent the curvature of the airfoil geometry (Bassi
and Rebay, 1997). Such spurious oscillations appear even in the solution for the fully resolved simulation, although with
remarkably lower amplitude.

From the results shown in Fig. 7, the feasibility of the model is demonstrated. The discrepancies observed may be
adjusted by parameter fine-tuning, and the behavior of the skin friction coefficient in the vicinity of the leading edge may
be corrected by an appropriate treatment of the computed wall-shear stress at the singularity point, x/c = 0.

A very important aspect of every wall model employed in the context of wall-stress models is the effect of changes
in the exchange location, hwm, onto the predicted results. This parameter is usually defined in terms of the boundary
layer thickness, δ, or, similarly, the ratio hwm/δ. Since this quantity is not know prior to the simulation, a model that is
insensitive to the exchange location is less restrictive in terms of the initial definition of hwm.

Figure 8 shows the results obtained for the simulations using the three previously described wall model heights, with
low, medium and high growth rates along the streamwise direction. These simulations are all performed in the same mesh,
depicted in Fig. 5, such that any influence regarding mesh refinement or element distribution is eliminated.
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Figure 8: Solutions of pressure and skin friction coefficients for the proposed laminar wall model, using the wall model
height with medium growth rate. Filled symbols: suction side; open symbols: pressure side. Symbols are superimposed.

Similar to the results shown in Fig. 7 for the medium growth rate of the wall model height, all the results shown in Fig.
8 are in very good agreement with the reference solution, especially from a qualitative point of view. When the solutions
for the distinct wall model heights are compared to each other, it may be seen that only the results obtained with the
smallest growth rate is distinguishable from the others. Moreover, differences are only seen for the pressure coefficient.
We note that the wall model height for the lower growth rate is too close to the wall and, as a consequence, the probed
velocity, Ue, is not representative of the outer flow velocity. For both medium and high growth rates, on the other hand,



the results are essentially the same, since the wall model height in these cases are farther from the wall, and more closely
matches the boundary layer edge.

Since the results are very close to each other, the same behavior discussed in the previous section is observed here.
The skin friction coefficient is underpredicted in the region near the leading edge, whilst being overpredicted at the rear
portion of the airfoil. Consequently, the pressure is slightly lower near the leading edge due to an excess acceleration for
the results using the wall modeling procedure. None of the solutions exhibit boundary layer separation near the trailing
edge, however, as is expected from the behavior in the reference simulation.

Spurious oscillations appear in the solutions of the pressure coefficient for every distinct wall model height tested,
as briefly discussed for the results shown in Fig. 7. This is another evidence that such wiggles are a consequence of
insufficient discrete representation of the airfoil curvature, and is not related to the proposed wall model.

Another aspect of the results is that the wall-model height, hwm, have very little effect on the predicted pressure
coefficient. This is to be expected, since the pressure distribution at the wall is imposed from the outer flow solution and,
therefore, viscous effects have little influence for fully attached flows. Nonetheless, the same behavior is observed for
the predicted skin friction coefficient, where the influence of the wall model height is mild. As mentioned previously,
low sensitiveness to the exchange location is an important feature of the wall model, where restrictions on the correct
definition of an initial wall model height, hwm, are relaxed.

5. CLOSING REMARKS

This work proposes a wall-modeling approach for simulations of external laminar boundary layers, based on local self-
similar solutions. The wall model uses information from the numerical solution farther away from the wall, combined with
local self-similar solutions of the Falkner-Skan family in order to provide a wall-shear stress that is subsequently imposed
as a boundary condition. The proposed wall model is validated on simulations of an incompressible, low Reynolds number
flow, with Rec = 4.5× 103 and M∞ ≈ 0.2, where the boundary layer flow remains laminar in its entirety.

The results show the feasibility of the proposed model for incompressible, low Reynolds number flows. The solutions
obtained with the wall model exhibits excellent behavior for both the pressure and skin friction coefficients, following
very closely the solutions obtained in a fully resolved simulation without wall modeling.

The wall model as proposed in Sec. 3., with the constant parameter β as defined by Eqs. (14)-(16), computes a wall-
shear stress that is too low in the acceleration region, and too high in the deceleration region. Consequently, the predicted
pressure distribution along the surface is too low in the acceleration region, and too high in the deceleration region. One
way to adjust the computed wall-shear stress to match that obtained in a fully resolved solution is by a corresponding
adjustment of the correction function, χ, through parameter fine tuning.

An important feature of the laminar wall model is that the solutions for the pressure and skin friction coefficients are
quite insensitive to the wall model height, hwm. Hence, the limitations on the initial definition of the exchange location
are relaxed, since locations that are not strictly matching the boundary layer edge provide reasonably accurate results.

Although spurious oscillations in the pressure distribution along the surface may be seen for every result presented in
this work, we claim that such wiggles are a consequence of the mesh coarseness and its failure to accurately represent the
curved geometry of the airfoil in the acceleration region.

The laminar wall model, as presented in this work, may be readily combined with a turbulent wall model in the context
of wall-stress models in WMLES solutions, in order to perform a simulation of the complete developing boundary layer
in external flows with reasonable computational costs for all regions and regimes of the boundary layer.
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