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Abstract. The aim of this paper is to present an innovative way for assisting 

beekeepers during the process of taking care of their apiary based on text min-

ing and deep learning. To reach this goal, we propose an innovative social me-

dia Chatbot called ApiSoft. This system is able to extract relevant information 

by processing data from different sources like social media, web, data provided 

by expert and our applications embedded on the beekeepers’ smartphone. Once 

data are collected, ApiSoft can sand alerts, information and pieces of advice 

about the state of apiaries to all subscribers according to their specific interests. 

We believe that this approach will not only lead to a better monitoring of pro-

duction but will also allow an enhanced monitoring of the sector at regional and 

national level. 

Keywords: Text mining, deep learning, Social media data, Chatbot. 

1 Introduction 

Social Networks are indisputably popular nowadays and show no sign of slowdown. 

According to the Kepios study [1], the number of active users of social networks in-

creased by 13% in 2017 to reach 3.3 billion users in April 2018. For example, Face-

book attracts more than 2.2 billion users a month. Penetrating ever more aspects of 

our daily life, they become not only a considerable threat for our privacy, but also an 

encompassing tool for analyzing opinions, habits, trends and some would even say – 

thoughts.  

In the current growth of artificial intelligence, machine learning and natural language 

processing, driven by new technological possibilities, it is possible to automate the 

analysis of vast amounts of publicly published data. 

Text Mining and Social Network Analysis have become a necessity for analyzing not 

only information but also the connections across them. The main objective is to iden-

tify the necessary information as efficiently as possible, finding the relationships be-

tween available information by applying algorithmic, statistical, and data management 

methods on the knowledge. The automation of sentiment detection on these social 

networks has gained attention for various purposes [2][3][4]. 

Sentiment Detection, or in its simplified form – Polarity Classification, is a tedious 

and complex task. Contextual changes of polarity indicating words, such as negation, 
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sarcasm as well as weak syntactical structures make it troublesome for both machines 

and humans to safely determine polarity of social media messages.  

Twitter is a social network that allows the user to freely publish short messages, 

called Tweets via the Internet, instant messaging or SMS. These messages are limited 

to 140 characters (more exactly, NFC normalized codepoints[5]). With about 330 

million monthly active users (as of 2018, Twitter Inc.), Twitter is a leading social 

network, which is known for its ease of use for mobile devices (90% of users access 

the social network via mobile device). Note also, the more mature age of Twitter us-

ers: the most represented age group is 35-49 years old. Twitter known by the diversity 

of content, as well as its comprehensive list of APIs offered to developers.  

With an average of 500 million messages sent per day, the platform seems ideal for 

live tracking opinions on various subjects. Furthermore, the very short format mes-

sages facilitate classification since short messages rarely discuss more than one topic. 

However, automated interpretation is complicated by embedded links, abbreviations 

and misspellings. Facing these challenges is becoming increasingly important for 

Economic and Market Intelligence in order to successfully recognize trends and 

threats. 

We are interested in a particular use case; it concerns the sector of beekeeping. The 

importance of honeybees in agriculture has gained public attention in recent years, 

along with wide news coverage of their decline. Growing numbers of people are be-

coming concerned about the plight of honeybees. According to FranceAgrimer [6], 

the average age of beekeepers in France is 42 years old. 

The beekeeping industry faces many problems related to the health of bee colonies 

concomitant with a general decline in production. Scientific work focused on under-

standing these phenomena has allowed identifying several causes and establishing 

concrete elements to guide the decisions of beekeepers. 

Due to pollution and climate change, experts confirmed that the massive destruction 

of marine creatures could occur very soon. Many terrestrial species are also exposed 

to the same fate. The death of the honeybees’ population is considered the most im-

portant warning to humanity, as they play a more vital role in pollination (this is an 

important step in horticulture and agriculture).  

In this paper, we will present an original method in order to help beekeepers take care 

of their apiary. Once consistent data from different sources are collected, a deep learn-

ing AI is run to give beekeepers advices trough a smart Chatbot.  

This paper is structured as follows. In the first place, we discuss the state of art then 

we pass to describe the utilities and functionalities of our smartphone application in 

section 3. In section 4, we talk about text mining and data aggregation, and we end 

with a conclusion and some perspectives. 
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2 Related work 

This idea is inspired by previous work in the domain of machine learning especially 

in deep learning where we could find a lot of interesting deep neural net applied to 

speech recognition needed in our application.  

We can mention for example [7][8][9], however we will be using Baidu deep speech 

2 [10] because they have proved its performance over two different languages (Eng-

lish and Mandarin). Since the approach is highly generic, it can be quickly be applied 

to new languages. Therefore, we suppose that it will be suitable for other languages 

like the French language, which is our main language.   

Text mining is an active research area when it comes to web and social media data, as 

mentioned in [11][12], people on social media such as Twitter don't pay much atten-

tion to their spelling or grammatical construction faults, as a result preprocessing 

these data  is an irreversible step towards a valid mining system. 

In this regards we intend to do as in [13], so we will be using an n-gram model to 

correct the spelling and grammar faults, we replace the emoticons with their meaning 

and also we will remove punctuation, symbols, links, hashtags, targets, replace opin-

ion phrases and idioms with their truth meaning, and also filter the language used in 

the tweet. Since we want to use machine-learning techniques to deal with this prob-

lem we first need to extract feature from the preprocessed tweets.  

Different type of features are used in the literature, we note for example: using an n-

gram model to link words with their negative and positive probabilities. 

3 System architecture 

The core of our system is a Chatbot capable of sending valuable information to sub-
scribed beekeepers by collecting and extracting data from blocks and from deferent 
sources. So that it could use the collected data to train machine learning model capable 
of generating advice or alerts to users in human understandable language.   

Figure 1 shows the structure of our proposed model we can see that this system is 
composed of different parts; it consists of four major components:  

 apiary(smartphone application), 

 social media and web mining, 

 expertise rules, 

 Chatbot.  



4 

Fig. 1. General model structure. 

 

(i) We use our application to collect real-time information from beekeepers that uses 
our application to control their apiaries. 

(ii) We applied text-mining approach to extract data from social media such as Twit-
ter and filter it to keep the most relevant information. 

(iii) At this stage, we use expert’s knowledge to form some sort of rules. We thus 
create an expert agent. 

(iv) The Chatbot ApiSoft is the main component of our system. Its mission is to ad-
dress beekeepers with eventual alerts or valuable information based on data provided 
from all other parts of the system.  

A. Smartphone application (Apiaries) 

The reason for creating this application is to help beekeepers manage their apiaries. At 
the same time, we can use data collected by this application to feed the Chatbot. For 
example, if there is a certain bee disease that has been located in a geographic area, 
then the Chatbot can notify all nearby beekeepers about that disease. 

Fig. 2. Deep neural network used for speech recognition [10]. 
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In this application, we have proposed a speech recognition system inspired by Baidu 
deep speech 2[10]. Figure 2 presents the structure of deep neural network we use. The 
first layers consist of convolutional ones since they have proved capable of extracting 
pertinent features.  

After the convolutional step, we implemented bidirectional recurrent layers using Gat-
ed Recurrent Units (GRUs). GRU units are preferred to LSTMs since they consume 
much less energy and are easier to train compared to LSTMs. We finish with a one 
fully connected layer. Furthermore, we have used Connectionist Temporal Classifica-
tion (CTC) loss function [14] to train our model. For performance reasons, we chose to 
use WrapCTC [10]. The most challenging part in this deep learning approach was to 
find data for training since deep learning required more training data then traditional 
approaches.  

With this Speech Recognition (SR) system, users are capable of wearing there bee 
uniforms and communicating commands and information about their beehives to this 
application over their voice, at the same time. They do not need to touch their phones 
so they are not bothered in their movements. One additional utility of this application 
consists in processing images data such in order to detect and count Varroa mites. 

B. Social media and web mining 

The block, described in figure 3, is responsible for collecting topic related data from 
the web particularly from social media like Twitter or Facebook. They represent major 
sources of data. Because of its data type and the number of users, we use a python 
client interface to connect to twitter API to search for tweets on a specific topic. For 
example, we can search for tweets containing words like apiary, honey, beekeeping, 
etc. 

Fig. 3. Proposed structure for collecting and mining social media network data. 
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Twitter which is proved to be a great source of information [15][16] since it contains a 
large community and only handles short text data, which make it ideal of text mining 
techniques.  

We perform an evaluation of the collected tweets, in which we will be using a proba-
bilistic n-gram model to indicate the polarity of the tweet. This mechanism will allow 
us to extract knowledge or patterns and store it in our database so that we can use it to 
generate advice or alerts. Chatbot communicates all information to users. 

C. Expertise rules  

In this part, we take bee experts knowledge to form a sort of rules. We use these rules 
to build a decision tree. We uses this tree on information provided from other blocks, 
which can help us generate meaningful warnings and assistance.  

We came to choose a decision tree since despite it does not require too much data; it is 
capable of handling multi output problems. Besides, the cost of implementing a tree is 
logarithmic which a gain in complexity.  

First we begin by creating a web survey addressed to bee experts, to collect their 
knowledge in a format that we want, after that we pass to train the model using C5.0 
which is a sophisticated data mining tool generally describe as if-else- rules  [17]. 

D. Chatbot 

This is the main component of our system. It uses all information and approaches ac-
cumulated from other blocks, to generate human comprehensive text. 

To create a system capable of generating human understandable content we will be 
using a sequence-to-sequence neural net. We came to this chose as these models pro-
vide versatility compared to traditional machine learning methods that required a fixed 
output length. The generated message is then broadcasted to all concerned beekeepers 
so that it can help them while they maintain their apiary. 

4 Results and Discussion 

In this study, we are interested in the voice recognition part. We first, we speak about 

hotword detection where we try to detect specific word if this word is pronounced. In 

order to select the suited system we tested two methods Snowboy detection and CMU 

Sphinx. 

Snowboy: is a personalized real-time deep neural network capable of identifying hot-

word from continues speech. The advantage of this library is that it uses insignificant 

computing power that makes it capable of working even in Raspberry Pi of the first 

generation.  

The second toolkit is CMU Sphinx, which is mainly a full speech recognition system. 

It also offers a special mode that makes it able to detect targeted words. 

We tested the performance between this two libraries by a dataset containing words 

like hey google, Apisoft etc. we have used confusion matrix (shown in figure Fig.4) as 

a metric of performance evaluation. 
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Fig. 4. Confusion matrix 

 

 

 

 

 

 

 

 

We can clearly see that in term of hotword detection Snowboy is clearly a better 

approach with 95 % of accuracy compared to 64% for CMU Sphinx. 

For speech recognition, we have also tested two approaches. In orders to discuss 

whatever to choose of using CMU sphinx completes speech recognition or an end-to-

end deep neural network. 

The first approach is based on the classical pipeline of a typical speech recognition 

system which counting an acoustic model. In the case of CMU Sphinx, they have used 

a Hidden Markov model capable of converting a set of audio features into a list pho-

nemes, the second component is a dictionary to do the mapping between the pho-

nemes the worlds, the last component is the language model it's trying to minimize 

vocabulary and grammatical errors. 

The second approach is a deep recurrent neural network that we trained based on deep 

speech two architecture we have used 50 hours of training data (mainly VoxForge 

dataset plus books reading samples). Since we do not really have a large amount of 

data, we just keep the network as simple as possible with three convolutional layers 

followed by a bidirectional neural network. 

We did a comparison of these two methods described above. the figure 5 show the 

WER (Word error Rate) by the length of sentences for the two systems we can see 

that CMU Sphinx, in general, is still a bit better than the end to end DNN approach 

with 32% compared to 35% for the neural network. We think that this is due to the 

quantity of data we have. Since the end to end, DNN approaches generally required a 

larger dataset to train. However, we will interpret the data problem, considering we 

have some collaborators that are willing to give us the necessary data to train a <10% 

WER Speech recognition system based on this approach.  
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Fig. 5. Word error Rate by the length of sentences 

 

5 Conclusion 

In this paper, we have presented a novel way capable of helping beekeepers to control 
their apiary by communicating to users’ notifications about the state of apiaries in their 
respective areas and inform them if there is a phenomenon to consider. 

Our method based on machine learning and text mining techniques tries to build a 
Chatbot that collects data from various sources such as social media, experts and real 
data (different types of sensors in hives) collected by smartphone application. We think 
this approach will continue to improve as this system continues to work and training. 

At last, we expect that this system will give valuable aids in the beekeeping process. 
We also hope that our solution will contribute to the improvement of the quantity and 
quality of honey production and will participate in the prevention against the extinction 
of honeybees. 
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