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Latent symmetries are hidden symmetries which become manifest by performing a reduction of a given
discrete system into an effective lower-dimensional one. We show how latent symmetries can be leveraged
for continuous wave setups in the form of acoustic networks. These are systematically designed to possess
latent-symmetry induced pointwise amplitude parity between selected waveguide junctions for all low
frequency eigenmodes. We develop a modular principle to interconnect latently symmetric networks to
feature multiple latently symmetric junction pairs. By connecting such networks to a mirror symmetric
subsystem, we design asymmetric setups featuring eigenmodes with domain-wise parity. Bridging the gap
between discrete and continuous models, our work takes a pivotal step towards exploiting hidden
geometrical symmetries in realistic wave setups.
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Introduction.—Symmetries dictate the appearance of
fundamental physical laws and allow us to make detailed
predictions without solving the underlying equations of
motion [1,2]. Selection rules for atoms and molecules [3,4],
the emergence of Bloch states and band structures in
crystals [5], and the explanation of spectral degeneracies
[4] are all examples for the importance of symmetries.
Recently the concept of latent symmetry has been

introduced, that is, a symmetry not of an original
Hamiltonian, but of an equivalent dimensionally reduced
effective Hamiltonian [6]. Importantly, the presence of a
latent symmetry leaves its fingerprints in the original
eigenvectors, thereby showing, e.g., a parity symmetry
of certain eigenvector components only. This concept has
proven fruitful in many different areas such as the analysis
of complex networks [6–8], the explanation of a class of
accidental degeneracies [9], and can be used to design
lattices with flat bands [10], a topic of major current interest
[11,12]. Besides this, a certain subclass of latent sym-
metries can be closely linked to the graph-theoretical
concept of cospectrality [13–15], which is of importance
in the context of (almost) perfect state transfer [16–20].
The theory of latent symmetries has so far been devel-

oped and applied only to discrete systems. In this Letter, we
take the conceptual step of extending and applying the
concept of latent symmetry to a continuous system. We
systematically design networks with pointwise amplitude
parity between selected waveguide junctions for all low
frequency eigenmodes. Our construction principle
yields asymmetric setups which possess eigenmodes with
domain-wise parity.

Setup.—We investigate the eigenmodes of acoustic net-
works described by the 3D-Helmholtz equation

Δpþ k2p ¼ 0 ð1Þ

with Neumann hard boundary (wall) conditions on the rigid
surfaces of waveguides or cavities, and with pðrÞ denoting
the acoustic pressure field. For simplicity, we consider the
case where all structures possess the same thickness d, so
that Eq. (1) can be separated into a 2D (x-y plane) and a 1D
(z-axis) problem.
We begin with networks formed by interconnecting

waveguides of equal length L. If such a network is spatially
mirror symmetric, its eigenmodes have odd or even parity
under the reflection, that is, pðRðrÞÞ ¼ �pðrÞ for all
points r, with RðrÞ denoting the reflection operation. In
contrast to that, we design asymmetric networks that
feature pointwise parity in their low-frequency eigenmo-
des, that is, pðrnÞ ¼ �pðrmÞ only for specific locations rn,
rm. To reach this goal, we design the network to feature a
latent symmetry by tuning the waveguide widths. In a next
step, we show that those networks can be easily augmented
by mirror-symmetric cavity subsystems such that (i) the
coupled system features no geometrical symmetry while
(ii) the low-frequency eigenmodes have domain-wise
parity, that is, definite parity everywhere in the cavities.
Latent symmetries in eigenvalue problems.—Let us start

by sketching the theory of latent symmetries [6]. It is based
on the ordinary eigenvalue problem

HY ¼ λY; ð2Þ
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with H denoting the Hamiltonian represented by a
Hermitian matrix. To define latent symmetries, we first
partition the underlying setup into two subsystems, S and
its complement S, and write Eq. (2) in block form as

�
HSS HSS

HSS HSS

��
YS

YS

�
¼ λ

�
YS

YS

�
: ð3Þ

Assuming for simplicity that λ1 −HSS is invertible for any
eigenvalue ofH, we can formally solve the second equation
for YS and insert it into the first. This gives us the nonlinear
eigenvalue problem

eHSðλÞYS ¼ λYS ð4Þ

with the effective Hamiltonian eHSðλÞ ¼ HSS þ
HSSðλ1 −HSSÞ−1HSS [6,9,13,21]. eHSðλÞ is known as the
“isospectral reduction” ofH, since in general its (nonlinear)
eigenvalues are equal to that of the original HamiltonianH.
The effective Hamiltonian may or may not have sym-

metries. If it does, that is, if ½eHSðλÞ;M� ¼ 0 for all λ, where
the normal matrix M describes the symmetry operation,
then the original Hamiltonian H is said to be latently
symmetric in S. A latent symmetry has a profound impact
on the eigenvectors Y of H: First, it follows from Eq. (4)
that the restriction YS of Y on S must be an eigenvector ofeHSðλÞ. Now, since eHSðλÞ is M symmetric, it follows that
(assuming no degeneracies) YS must follow this symmetry
as well. In other words, Y must be locallyM symmetric on
S. Thus, by tuning the system to feature a latent symmetry
with a specific matrix M, it is possible to tailor local
properties of the eigenvectors. To demonstrate the principle
of latent symmetry induced design of local properties, we
will here focus on the special case of a latent mirror

symmetry (LMS) described by M ≡ Σ ¼
�
0 1

1 0

�
. Since

the eigenvalues of Σ are σ ¼ �1, this means that one can
choose the eigenvectors of H to have definite parity on
S ≔ fu; vg. That is, they feature pointwise parity [22].
Latent symmetry in acoustic waveguides.—In order to

construct latently symmetric networks of acoustic wave-
guides, we focus on narrow waveguides, wn ≪ L, d ≪ L,
such that the propagation of low-frequency waves in the
individual waveguides with width wn and identical thick-
ness d effectively becomes one-dimensional (see Sec. I of
the Supplemental Material [23] for more details). In this
regime, which we will consider throughout this work, the
eigenmode amplitudes at the endpoints of waveguides can
be described by the generalized eigenvalue problem
(gEVP) [30–33]

AX ¼ λBX; ð5Þ

with λ ¼ cosðkLÞ, An;m ¼ wn;m, and B diagonal with
Bn;n ¼

P
m wn;m. Here, wn;m denotes the width of the

waveguide between the end points n and m, with wn;m ¼
0 if there is no waveguide. The eigenvector X ¼
ðp1;…; pNÞT corresponds to the acoustic pressure on the
end points of the waveguides. For our first example, the
three-waveguide setup of Fig. 1(a), the discrete problem is
four dimensional, and we have

FIG. 1. (a) A setup consisting of three waveguides (top) and its
mapping to a discrete model (bottom; see text for details). For
w1;2 ¼ w3;4 þ w2;3, the setup features a latent mirror symmetry
with S ¼ f1; 3g, resulting in pointwise parity of the eigenfunc-
tions. (b) The amplitude ratio pðαÞðxÞ=pðαÞð0Þ [evaluated along
the blue dashed line depicted in (a)] for the first α ¼ 1;…; 7
eigenmodes of the continuous Eq. (1). (c) The behavior of

pðαÞ
3 =pðαÞ

1 for the nonplane wave modes α ¼ f2; 3; 5; 6g for
varying wmax=L with wmax ¼ maxðw1;2; w2;3; w3;4Þ. For the
modes depicted in (b), wmax=L ¼ 0.4.
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A ¼

0
BBB@

0 w1;2 0 0

w1;2 0 w2;3 0

0 w2;3 0 w3;4

0 0 w3;4 0

1
CCCA; ð6Þ

B ¼

0
BBB@

w1;2 0 0 0

0 w1;2 þ w2;3 0 0

0 0 w2;3 þ w3;4 0

0 0 0 w3;4

1
CCCA: ð7Þ

Before we continue, we note that the gEVP in the form of
Eq. (5) with A, B real-symmetric and B positive definite is
widespread; it occurs in electronic structure models in a
nonorthogonal basis in quantum chemistry [34], spring-
mass systems, molecular or mechanical vibrations [3,35],
and it also appears naturally in numerical finite element
treatments of wave equations [36]. Now, since the matrix B
is positive definite in all these cases, we can convert Eq. (5)
to the ordinary symmetric eigenvalue problem Eq. (2)
with Y ¼ ffiffiffiffi

B
p

X and the real-symmetric “Hamiltonian”
H ¼ ffiffiffiffi

B
p −1A

ffiffiffiffi
B

p −1. This convenient transformation allows
us to extend the concept of latent symmetries from ordinary
[Eq. (2)] to generalized eigenvalue problems [Eq. (5)].
Let us now analyze the case where the Hamiltonian H

corresponding to a gEVP features a LMS for S ≔ fu; vg.
Assuming for simplicity that H features no degeneracies
(see Sec. II of the Supplemental Material [23] for details),
this latent symmetry induces point-wise parity on u; v onto
the eigenvectors Y of H. Depending on the structure of B,
the eigenvectors X ¼ ffiffiffiffi

B
p −1Y of Eq. (5) then may or may

not feature pointwise parity. In the special case of acoustic
waveguides, however, a LMS of H automatically induces
pointwise parity, that is, Xu ¼ �Xv for any eigenvector X
(see Secs. IC and II in the Supplemental Material [23]).
We now apply the concept of latent symmetries to a

concrete setup. In Fig. 1, we show a particularly simple
waveguide network which, for w1;2 ¼ w3;4 þ w2;3, features
a LMS for the two junctions S ¼ f1; 3g. Thus, the
eigenmodes X of the gEVP Eq. (5) have pointwise parity
on 1,3; the corresponding Hamiltonian has no degeneracy.
As a consequence, the acoustic pressure at the end points 1
and 3 [see Fig. 1(a)] has pointwise parity for low-frequency
eigenmodes and narrow waveguides.
Two aspects are noteworthy. First, while the Hamiltonian

H describing Fig. 1(a) is only four dimensional, the
pointwise parity induced by its LMS has an impact on
more than four eigenmodes of the underlying continuous
Eq. (1). Indeed, and as we show in Sec. I of the
Supplemental Material [23], as long as the low-frequency
limit (monomode approximation) is valid, every eigenmode
p of Eq. (1) features pointwise parity; this is demonstrated
in Fig. 1(b). Second, we stress that our theoretical

considerations of a latently mirror symmetric waveguide
network (LMSWN) are based on approximating Eq. (1) by
a discrete gEVP. Thus, one would expect that our results are
valid only in the limiting case of very narrow waveguides.
The pointwise parity of eigenmodes, however, is robust and
it approximately persists even when departing from the
limiting case wmax=L → 0, up to roughly wmax=L ≃ 0.2.
This is shown in Fig. 1(c). There, we scale all widths by an
identical factor and analyze the deviation from −1 of the

ratio pðαÞ
1 =pðαÞ

3 for the eigenmodes α ¼ f2; 3; 5; 6g in
dependence of this scaling factor. For modes 1,4,7, we

note that the pointwise parity is perfect, pðαÞ
1 =pðαÞ

3 ¼ 1,
because these modes—for which kL is a multiple of π—are
exact solutions to the PDE of Eq. (1). Irrespective of the
individual waveguide widths, these modes do always exist,

and as can easily be shown, they exactly fulfill pðαÞ
1 =pðαÞ

3 ¼
1 even far away from the limit wn;m ≪ L.
Network design.—Having demonstrated a first instance

of a LMSWN, let us now address the general construction
of such networks. This task is equivalent to finding a
network geometry with suitable widths wi;j and two sites
S ¼ fu; vg for which eHSðλÞ commutes, for all λ, with

Σ ¼
�
0 1

1 0

�
. Expanding eHSðλÞ into a power series in λ

shows that this commutation is equivalent to [9,13]

ðHkÞu;u ¼ ðHkÞv;v ∀ 1 ≤ k ≤ N − 1; ð8Þ

with N denoting the dimension of H. Interestingly, an
analysis of theseN − 1 conditions on the diagonal elements
of the matrix powers of H allows us to derive generic rules
that a LMSWN has to fulfill (see Supplemental Material
[23], Sec. I C). For example, the sum of widths of wave-
guides adjacent to u and v must be identical; that
is, Bu;u ¼ Bv;v.
The difficulty of finding a latently mirror symmetric

configuration clearly depends on the network size and
topology. In general, for a given H of size N, the choice of
S would be done in principle by trying all NðN − 1Þ=2
possible pairs fu; vg and testing whether they obey Eq. (8).
For small acoustic networks, as the one in Fig. 1, a suitable
combination of widths and S can be even found analytically
yielding the simple condition w1;2 ¼ w3;4 þ w2;3; but for
larger networks the complexity may become too high.
Fortunately, there is an alternative means for this problem:
As we now demonstrate, smaller LMSWNs can be com-
bined to form arbitrarily large networks: Given two
waveguide networks with latent mirror symmetries for
Sn ¼ fun; vng, n ¼ 1, 2, we connect u1 to u2 by a narrow
waveguide of arbitrary (though small) width w, and v1 to v2
by another waveguide with identical width w. As shown in
Sec. III of the Supplemental Material [23], the resulting
larger network is then guaranteed to feature latent mirror
symmetries for both S1 and S2. Figure 2(a) demonstrates
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this principle. Here, A denotes the first network, with
S1 ¼ f1; 3g, which is in fact the three-waveguide network
we already encountered in Fig. 1. B denotes a second
network of five waveguides which—by finding suitable
widths and S ¼ fu; vg fulfilling Eq. (8)—has been
designed to feature a LMS for S2 ¼ f6; 10g. Figure 2(b)
shows an eigenmode of the resulting setup featuring
pointwise parity for all low-frequency eigenmodes both
on S1 and S2, as predicted. The above principle can be
repeated by analogously connecting a third network with
S3 ¼ fu3; v3g to either u1, v1 or u2, v2. A fourth network
can then be connected to either of the three Si, and so on,
ultimately arriving at a modular construction principle.

Domain-wise parity.—Instead of coupling two latently
symmetric networks, as done in Figs. 2(a) and 2(b), we
could just as well couple a subsystem Bwith a conventional
global geometrical symmetry to a latently symmetric net-
work A. Interestingly, as we now demonstrate in Fig. 2(c),
this can even be done when B is no longer a network of thin
waveguides but a spatially extended setup. In that figure, B
is an extended, mirror-symmetric cavity, while A corre-
sponds to the setup from Fig. 2(b).
To understand the outcome of this procedure, let us

investigate the composite system of the waveguide network
(ending at points M1;2) and the two waveguides w which
end at the two points Q1;2. Because of latent symmetry, all

FIG. 2. (a) Connecting two networks A and B with latent mirror symmetries (in A for f1; 3g, in B for f6; 10g) through the
corresponding latent symmetry points (see text for details). For the latent symmetry in B, the widths need to be chosen as w5;6 ¼
w9;10 − w6;7 and w8;9 ¼ w6;7w7;8w9;10

w5;6w7;8þw6;7w9;10
. (b1) shows the ninth eigenmode of the network constructed by combining A and B in the above

manner. The depicted eigenmode features pointwise parity on the junction points f1; 3g and f6; 10g (center points of the upper/lower
circles, respectively). (c1) shows the tenth eigenmode of the system that is obtained by augmenting (b) with a cavity on top. This mode
features domain-wise parity in the coupled-cavity subsystem. (b2) and (c2) show the absolute values of the amplitude ratio μ (see text)
on the center of the red circles in the corresponding setup. For both (b1) and (c1), we have wmax=L ¼ 0.2.
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eigenmodes of this setup have parity, both on M1;2 and
on Q1;2. When connecting this composite setup to the
extended cavity, the latter “sees” only a two-port setup with
an impedance relation p ¼ Zp0, where the two-dimensional
vectors p;p0 denote the pressure and normal derivative,
respectively, at the two pointsQ1,Q2. Now, as shown in the
Supplemental Material [23], in the low-frequency approxi-
mation we have Z11ðkÞ ¼ Z22ðkÞ for all k. As a result, the
eigenmodes of the entire interconnected geometry have
definite parity in the complete subsystem B. What is
unexpected about this example is that the eigenmodes
display this parity even though the geometry of the overall
network is not symmetric. The domain-wise parity
observed in Fig. 2(c) is an interesting extension of the
other case examples shown in this work, whose eigenm-
odes featured only pointwise parity.
Similarly to our first setup of Fig. 1, the observed parity

is robust and it remains approximately valid even for the
case of waveguides that are not so thin. This is demon-
strated in Figs. 2(b2) and 2(c2), where we show the
absolute value jμj of the pressure ratio μ ¼ pðαÞ

u =pðαÞ
v for

the first 10 eigenmodes, with u, v denoting the center points
of the two red circles in Figs. 2(b1) and 2(c1).
Concluding remarks.—Geometrical symmetries form

the basis of regularities and order in wave patterns. We
have demonstrated that pointwise or even domain-wise
parities can be systematically introduced in correspond-
ingly asymmetric acoustic networks in their low-frequency
eigenmodes. The origins of this behavior are hidden or
latent symmetries which can be revealed by an effective
Hamiltonian approach. This constitutes the basis for the
design of networks with multiple latent symmetries. By
putting symmetric or antisymmetric point sources where
the eigenmodes feature latent-symmetry induced pointwise
parity, one may control the symmetry properties of the
wave field. Within this perspective, when opening up
the waveguide network one can imagine to control, e.g.,
the reflection coefficients of the corresponding multiport
scattering setup in the low-frequency regime [37]. In a more
far-reaching perspective latent symmetries might be gene-
ralized to PT symmetric or topological waves.

The authors are thankful to Vassos Achilleos, Fotios
Diakonos, Maxim Pyzh, Olivier Richoux, Georgios
Theocharis, and Lasse Wendland for valuable discussions.
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I. LATENT SYMMETRIES IN A WAVEGUIDE NETWORK

In this section, we present details on the point-wise parity of low-frequency eigenmodes in a waveguide network.
We start by discussing the mapping between the continuous Helmholtz problem and the generalized matrix eigenvalue
problem [see also [1, 2]] in sections IA and IB. In section IC, we investigate the impact that a latent mirror symmetry
has on the matrix powers of the Hamiltonian H describing the system, and which constraints this puts onto the
system itself. Afterwards, we will discuss latent symmetry in section ID. Section I E contains an auxiliary lemma.

A. Deriving the generalized eigenvalue problem in the limit of narrow waveguides

In the following, we will show how a network of narrow waveguides of uniform length L can be effectively described
by a generalized eigenvalue problem. Our starting point is the three-dimensional Helmholtz equation

∆p+ k2p = 0 (1)

with Neumann hard boundary (wall) conditions on the rigid surfaces of waveguides—that is, the normal derivative
of p at the surfaces vanishes—, and with p(r) denoting the acoustic pressure field. For low frequencies and narrow
waveguides, that is, wn ≪ L, d ≪ L, with wn denoting the width of the n-th waveguide and with d denoting the
uniform thickness of the waveguides, eq. (1) effectively becomes one-dimensional, so that in each waveguide we have
p′′ + k2p = 0 [2–4]. Throughout the following, we will always work in this approximation.
In order to derive the corresponding generalized eigenvalue problem, we first introduce a set of special points of the

waveguide network, and further enumerate them. These points are (i) junctions of two or more waveguides, and (ii)
the isolated extremities of waveguides. In the following, we will simply call these points “waveguide endpoints”. An
example for this set of points is given in fig. 1 (a), with six junctions (points 1, . . . , 6) and one extremity (point 7).
We now analyze the situation at a point n. This point has one or more neighbors N (n)—that is, the points that

are connected to n by a single waveguide—, and as can easily be shown, at the point n the following two criteria
must be fulfilled. (i) the pressure is continuous, and (ii) the fluxes are continuous, that is,

∑
m∈N (n)An,mun,m = 0.

Here, An,m = dwn,m is the cross-section of the waveguide connecting points n and m, and un,m is proportional to
the velocity in this waveguide, with un,m being oriented towards n. To continue, we note that the pressure fulfills the
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Figure 1. (a) An example network of eight waveguides and the labeling of the seven waveguide endpoints in this network
(see text for details). (b) Left: Eigenvalue spectrum of the setup shown in (a), computed in the limit of narrow waveguides.
Only the first 13 eigenvalues k1, . . . , k13 are shown. Right: the eigenvalues λ = cos(kL) of the discrete eigenvalue problem
corresponding to the setup in (a). Dotted arrows denote the mapping from eigenvalues of the continuous (left) to the discrete
(right) model. In general, the continuous model might have one or more eigenmodes which vanish on all waveguide endpoints.
The expression cos(kgL) of such a “ghost mode” not necessarily corresponds to an eigenvalue of the gEVP eq. (5), as is the
case here (see text for details).

one-dimensional wave equation p′′ + k2p = 0 in each waveguide. One can thus use the solution to this second-order
differential equation to relate the pressure pm at one of the neighbors m ∈ N (n) of n to the pressure pn at n as follows

pm = cos(kL)pn +
sin(kL)

k
un,m ∀ m ∈ N (n) . (2)

Multiplying eq. (2) by An,m and summing over m, we obtain (using the continuity of fluxes)∑
m∈N (n)

An,m pm = cos(kL)
∑

m∈N (n)

An,mpn . (3)

Now, by using the convention that Al,l′ = 0 when there is no waveguide connecting the two points l, l′, we can write
eq. (3) as

N∑
m=1

An,m pm = cos(kL)

N∑
m=1

An,mpn . (4)

and we see that the network can be described by the generalized eigenvalue problem

AX = λBX (5)

with λ = cos(kL), Al,l′ = Al,l′ , and B diagonal with Bl,l =
∑

l′ Al,l′ . The eigenvector X = (p1, . . . , pN )T corresponds
to the acoustic pressure on the N waveguide endpoints. In the example of fig. 1 (a), we have N = 7, with the two
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matrices A,B given by

A =



0 A1,2 A1,3 0 0 0 A1,7

A1,2 0 A2,3 0 0 0 0
A1,3 A2,3 0 A3,4 0 0 0
0 0 A3,4 0 A4,5 A4,6 0
0 0 0 A4,5 0 A5,6 0
0 0 0 A4,6 A5,6 0 0

A1,7 0 0 0 0 0 0


(6)

and

B =



A1,2 +A1,3 +A1,7 0 0 0 0 0 0
0 A1,2 +A2,3 0 0 0 0 0
0 0 A1,3 +A2,3 +A3,4 0 0 0 0
0 0 0 A3,4 +A4,5 +A4,6 0 0 0
0 0 0 0 A4,5 +A5,6 0 0
0 0 0 0 0 A4,6 +A5,6 0
0 0 0 0 0 0 A1,7


,

(7)
where we remind the reader that Am,n = dwm,n is the cross-sectional area, meaning that matrices A and B are just
decided by the geometrical parameters. For the system in fig. 1 (a), the waveguides are of length L = 1, with the
widths wi,j given by

w1,2 =
9

80
, w1,3 =

11

80
, w1,7 =

3

40
, w2,3 =

1

8
, w3,4 =

3

16
, w4,5 =

7

32
, w4,6 =

13

80
, w5,6 =

1

4
(8)

To compute the eigenvalues in the limit of small waveguides [as shown in fig. 1 (b)], each width was divided by 125,
so that wmax/L = 1

500 .

B. The appearance of ghost modes

From the above, it follows that—in the limit of narrow waveguides—the vector X = (p1, . . . , pN )T built from an
eigenmode p of the continuous problem must fulfill the gEVP eq. (5). Thus, whenever p does not identically vanish
on all waveguide endpoints, X is an eigenvector of the gEVP with eigenvalue λ = cos(kL), with k defined by the
Helmholtz equation ∆p+ k2p = 0 which the eigenmode p fulfills.

On the other hand, when p identically vanishes on all waveguide endpoints, we have

X = 0 = (0, . . . , 0)T . (9)

Thus, since X is the zero vector, and although it fulfills eq. (5), it is by definition not an eigenvector of this equation.
We stress that the eigenmode pg does not vanish everywhere in the continuous setup, but since it has nodes on all
waveguide endpoints, it is “invisible” for the discrete model. Consequently, we call pg a “ghost mode”. We note that
ghost modes are rather common. Indeed, even the simple setup depicted in fig. 1 features such a mode.

In this respect, two things are noteworthy. Firstly, any ghost mode must fulfill sin(kgL) = 0, or, equivalently,
cos(kgL) = ±1, as can be easily seen from solving the one-dimensional Helmholtz equation p′′g + k2gpg = 0 in each
waveguide and demanding that pg = 0 on all waveguide endpoints. Secondly, since the ghost mode is invisible for
the discrete model, the value cos(kgL) may or may not be an eigenvalue of the gEVP eq. (5). An example for the
case where cos(kgL) = −1 is not contained in the eigenvalue spectrum of the gEVP is shown in fig. 1 (b). We stress
that, even in the case where cos(kgL) is an eigenvalue of the gEVP, the ghost mode is still “invisible” for the discrete
model. What happens in this case is that there exists another, non-ghost mode png fulfilling cos(kngL) = cos(kgL).

C. Constraints imposed by latent symmetry on a waveguide network

Let us now derive some conditions that a waveguide network with a latent reflection symmetry for the junctions u, v
has to fulfill. In order to feature such a symmetry, the Hamiltonian H describing this network must fulfill equation
(8) of the manuscript, that is, (

Hk
)
u,u

=
(
Hk
)
v,v

∀ 1 ≤ k ≤ N − 1 , (10)
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where N is the dimension of H (that is, the number of junctions).
If eq. (10) holds for a Hamiltonian describing a waveguide network, then the eigenvectors Y of H have point-wise

parity on u, v (if there are degeneracies, the eigenvectors can be chosen to have such parity). This allows us to derive
an essential condition that our waveguide network has to fulfill, as we now show. To this end, we start by noting
that one can easily show that the constant vector 1 := (1, . . . , 1)T is a non-degenerate eigenvector of the gEVP

AX = λBX with eigenvalue λ = 1. Now, since
√
B 1 is an eigenvector of H (to the same eigenvalue), it must have

point-wise parity on u, v. It follows that Bu,u = Bv,v. Now, by construction, B is a diagonal matrix, with the entry
Bu,u =

∑
i∈N (u) wi,u where N (u) are the neighbors of u, that is, the junctions that are connected to the junction u

through a waveguide (of width wi,u). Thus, we have∑
i∈N (u)

wi,u =
∑

i∈N (v)

wi,v . (11)

In words, the total width of waveguides connected to junction u must be equal to the total width of waveguides connected
to junction v. In the special case of identical waveguides, wi,j ≡ w, we see that u and v have to have the same number
of neighbors.

A second requirement on the waveguide network can be derived from evaluating eq. (10) for k = 2. Assuming that
Bu,u = Bv,v, this equation reads

∑
i∈N (u)

w2
u,i

Bi,i
=

∑
i∈N (v)

w2
v,i

Bi,i
. (12)

In the special case of uniform waveguides, we get∑
i∈N (u)

1

Bi,i
=

∑
i∈N (v)

1

Bi,i
⇒

∑
i∈N (u)

1

N(i)
=

∑
i∈N (v)

1

N(i)
(13)

where N(i) is the number of neighbors of the junction i. In the special case where N(u) = N(v) = 1, we see that u, v
have to have the same number of next-neighbors.

In a similar manner, one can use eq. (10) for higher values of k to derive more statements/constraints on the
topology and the waveguide widths of the waveguide network.

D. Parity of all eigenmodes for a latently symmetric waveguide network

In the above, we have investigated the mapping between the continuous Helmholtz equation and the gEVP in detail.
This allows us to make the following statement:

Let W be a waveguide network, with all waveguides having the same length L. Let A,B be the N -dimensional
matrices used in the gEVP eq. (5) corresponding to this network, and let u, v be latently mirror symmetric, that is,(
Hk
)
u,u

=
(
Hk
)
v,v

∀ 1 ≤ k ≤ N − 1 . Then, in the limit of narrow waveguides, all eigenmodes {p} of the underlying

continuous problem can be chosen to be (i) pairwise orthogonal, and (ii) to have parity at the points corresponding to
u and v.
To see this, we start by noting that any non-degenerate eigenmode ps (where the “s” stands for solitary) has to have

parity on the waveguide endpoints u, v. That is, ps(u) = ±ps(v), where u,v are the position vectors corresponding
to the waveguide endpoints u, v. This statement can be easily shown by considering the following two cases. If ps is a
ghost mode, then it vanishes on all waveguide endpoints; in particular, it has parity on u, v. If, on the other hand, ps
is not a ghost mode, then one can easily show that the corresponding eigenvector X of the gEVP is non-degenerate.
Thus, X has to have parity, and so does ps. Thus, it suffices to investigate only degenerate eigenmodes. To this
end, let {p(1), . . . , p(n)} be a set of n degenerate and pairwise orthogonal eigenmodes of the continuous problem,
with common eigenvalue k. From sections IA and IB, we see that the set {p(1), . . . , p(n)} of continuous eigenmodes
corresponds to a set of n vectors {X(1), . . . ,X(n)}, each of them fulfilling AX = λBX with λ = cos(kL). We then
distinguish two cases:

1. sin(kL) ̸= 0
As can easily be shown, due to sin(kL) ̸= 0 none of the {X(1), . . . ,X(n)} is the zero vector 0 = (0, . . . , 0)T . Thus,
{X(1), . . . ,X(n)} are eigenvectors of the gEVP AX = λBX with common eigenvalue λ = cos(kL). Moreover, as
we show in the next section I E, the {X(1), . . . ,X(n)} are pairwise B-orthogonal.
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As a consequence of theorem 1 of section II below, we can superpose the {X(1), . . . ,X(n)} such that the resulting

set {X̃(1), . . . , X̃(n)} is (i) pairwise B-orthogonal and (ii) has parity on sites u and v. It is straightforward to
show that this means that one can superpose the continuous eigenmodes such that the resulting superpositions
{p̃(1), . . . , p̃(n)} are (i) pairwise orthogonal and (ii) have parity at the points corresponding to u and v.

2. sin(kL) = 0
There are two possible cases to consider. In the first case, all X(i) = 0 are zero. We thus trivially have

X
(i)
u = X

(i)
v for all i, so that the eigenmodes {p(1), . . . , p(n)} have parity on the waveguide endpoints u and v.

In the second case, at least one of the X(i) ̸= 0 (in the following denoted by x), and from the above we see that
this vector is an eigenvector of the gEVP to eigenvalue λ = cos(kL). Since sin(kL) = 0, we thus have λ = ±1.
As can easily be shown (along the lines of, e.g., Chapter 1 of [5]), x is a non-degenerate eigenvector of the gEVP.
This non-degeneracy has two consequences. Firstly, it follows that x has parity on u and v. Secondly, we see
that each of the other n − 1 continuous eigenmodes either (i) identically vanishes on all waveguide endpoints,
and thus in particular on u and v, or (ii) its projection to the waveguide endpoints is parallel to x. In both
cases, we see that the {p(1), . . . , p(n)} have parity on the waveguide endpoints u and v.

E. Auxillary Lemma on orthogonality

Let p, q denote two degenerate eigenmodes of the 3D-Helmholtz equation eq. (1), that is, of ∆p + k2p = 0 with
eigenvalue k and such that sin(kL) ̸= 0. Moreover, let P,Q denote the N -dimensional vectors obtained from p, q
by taking their amplitude at the N waveguide endpoints. In the following, we will consider the limit of narrow
waveguides, and relate the overlap integral

∫
p∗ q dV (star denoting complex conjugate) to an expression involving

P†BQ, with B as above. In particular, we will show that p, q are orthogonal if and only if P†BQ = 0, that is, if and
only if P,Q are B-orthogonal.

In this limit, in the waveguide Wi,j connecting endpoints i and j, the overlap integral becomes∫
V=Wi,j

p∗ q dV = Ai,j

∫ L

0

p∗(x)q(x)dx = Ai,j

(
α
(
P ∗
i Qi + P ∗

j Qj

)
+ β

(
P ∗
j Qi + P ∗

i Qj

) )
(14)

where Ai,j denotes the cross-section of the waveguide Wi,j , Pl, Ql denote the function values of p, q at vertex l,
respectively, and with

α =
1

2

(
L

sin(kL)2
− 1

k tan(kL)

)
, β =

1− kL
tan(kL)

2k sin(kL)
. (15)

When computing the total integral
∫
V
p∗qdV over the whole waveguide setup, we obtain∫

V

p∗qdV = α
∑
i

∑
j=N (i)

Ai,jP
∗
i Qi + β

∑
i

∑
j=N (i)

Ai,jP
∗
i Qj . (16)

We can then simplify the second summand using eq. (3), which—in the notation of eq. (14)—reads for the mode q∑
j∈N (i)

Ai,j Qj = cos(kL)
∑

j∈N (i)

Ai,jQi , (17)

yielding ∫
V

p∗qdV = α
∑
i

∑
j=N (i)

Ai,jP
∗
i Qi + cos(kL)β

∑
i

∑
j=N (i)

Ai,jP
∗
i Qi (18)

=
(
α+ cos(kL)β

)∑
i

∑
j=N (i)

Ai,jP
∗
i Qi (19)

=
(
α+ cos(kL)β

)
P†BQ (20)

=
L

2
P†BQ . (21)

Thus, we see that the two modes p, q are orthogonal if and only if their discrete counterparts P,Q are B-orthogonal,
as claimed.
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II. DEFINITE PARITY OF EIGENVECTORS FOR BLOCK-DIAGONAL B

In the main manuscript, we have discussed latent symmetries in the generalized eigenvalue problem AX = λBX
with A,B real symmetric and B positive definite. In particular, we analyzed the case where two sites S = {u, v} are

latently mirror symmetric in the real-symmetric ‘Hamiltonian’ H =
√
B

−1
A
√
B

−1
. That is, for any non-negative

integer k, (
Hk
)
u,u

=
(
Hk
)
v,v

. (22)

In the following, we will analyze the impact that such a latent mirror symmetry of H has on the eigenvectors X
occurring in AX = λBX in more detail.

Theorem 1

Let A,B real symmetric and B positive definite, and S = {u, v} be latently mirror symmetric in H =√
B

−1
A
√
B

−1
, and let us denote two eigenvectors X,X′ as B-orthogonal if X†BX′ = 0 when X ̸= X′. Then,

for block-diagonal B = BSS ⊕BSS , the B-orthogonal eigenvectors X of the gEVP AX = λBX can be chosen
to all have definite parity on u and v if and only if Bu,u = Bv,v.

Proof. Latent mirror symmetry of {u, v} is equivalent to(
Hk
)
u,u

=
(
Hk
)
v,v

∀ k . (23)

Since B is block-diagonal and positive definite, one can uniquely define its square root as the positive definite matrix

B
−1/2
SS =

(
B−1

SS

)1/2
=

(
1

|BSS |

(
Bv,v −Bu,v

−Bu,v Bu,u

))1/2

=
1

t|BSS |1/2

(
Bv,v + s −Bu,v

−Bu,v Bu,u + s

)
(24)

where t =
√
Tr(BSS) + 2s with s =

√
|BSS |.

Since H is real and symmetric, we can use its latent symmetry to construct its eigenvectors by means of Lemma
2.5 of Ref. [6]. That is, for each d-fold degenerate eigenvalue λ, we can choose the corresponding eigenvectors
Y(1), . . . ,Y(d) to be pairwise orthonormal and such that

• there is at most one eigenvector Y+ fulfilling Y +
u = Y +

v ̸= 0.

• there is at most one eigenvector Y− fulfilling Y −
u = −Y −

v ̸= 0.

• all remaining n eigenvectors to this eigenvalue vanish on u and v, that is, Y
(0,i)
u = Y

(0,i)
v = 0 for i = 1, . . . , n.

We note that it can be easily shown—see, for instance, Theorem 4 in the Supplemental Material of [7]—that
Y(1), . . . ,Y(d) are real.
We then construct a corresponding basis of eigenvectors X of the gEVP by multiplying each Y from the left with√
B

−1
. As can be directly shown, these eigenvectors X are pairwise B-orthogonal, that is, X†BX′ = 0 when X ̸= X′.

We note that this B-orthogonality is the correct generalization of “normal” orthogonality Y†Y′ = 0 for Y ̸= Y′ (used
for hermitian matrices) to the gEVP (see, e.g., Theorem 15.3.3 in Ref. [8]).

“⇒” Since B is block-diagonal, the S-components of X =
√
B

−1
Y are given by XS =

√
BSS

−1
YS . We thus obtain√

BSS

−1
Y

(0,i)
S = 0 ∀ i (25)√

BSS

−1
Y ±
S =

1

t|BSS |1/2
a

(
s+Bv,v ∓Bu,v

±(s+Bu,u ∓Bu,v)

)
(26)

where a ̸= 0 denotes the amplitude of Y(±) on u. We thus obtain Xu = α±Xv, with the scaling factors

α± =
±s±Bu,u −Bu,v

s∓Bu,v +Bv,v
(27)

For Bu,u = Bv,v we obtain Xu = ±Xv.
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“⇐” We need to distinguish two cases. If the gEVP features no degeneracies, then the eigenvectors eqs. (25) and (26)
are, up to global phase, unique, and one sees that they have no parity. If, however, the gEVP features degenera-
cies, then the eigenvectors eqs. (25) and (26) are just a particular choice, and it could in principle be that one can

superpose degenerate eigenvectors {X} such that the resulting superpositions {X̃} are (i) pairwise B-orthogonal
and (ii) all of them have definite parity on u, v. As we now show, however, simultaneously fulfilling both (i) and
(ii) is impossible, and this proves the theorem.

Firstly, let us note that the only possibility to achieve (ii) for a given eigenvalue λ is that there exist both
positive and negative parity eigenvectors Y+ and Y− to this eigenvalue λ. Since H and the gEVP share the
same eigenvalue spectrum, instead of superposing X+ and X−, we can equivalently superpose Y±

Ỹ+ = c+Y
+ + c−Y

− (28)

Ỹ− = d+Y
+ + d−Y

− (29)

and (i) and (ii) are equivalent to

Ỹ†
+Ỹ− = 0 (30)√

BSS

−1
Ỹ± = β

(
1
±1

)
(31)

with β ̸= 0. As can easily be shown, simultaneously fulfilling these equations is impossible.

We remark that, as shown in section IC, for an acoustic waveguide network, a latent mirror symmetry of {u, v}
automatically implies Bu,u = Bv,v.

III. PROOF FOR THE MODULAR CONSTRUCTION PRINCIPLE OF LATENT MIRROR
SYMMETRIES IN ACOUSTIC WAVEGUIDES

In the following, we prove the construction principle for acoustic waveguide networks featuring latently symmetric
sites.

u1

v1

u2

v2

h1,2

h1,2

h2,3

h2,3

un

vn

hn-1,n-2

hn-1,n-2

...

...

Figure 2. A visualization of the modular construction principle (see text for details).

Theorem 2

Let W1, . . . ,Wn be n disconnected acoustic waveguide networks, with the network Wi described by matrices
Ai and Bi as defined in the main text, which in particular implies that Ai and Bi are real symmetric, with Bi

additionally being diagonal and positive definite. Furthermore, let Si = {ui, vi} be latently mirror symmetric

in Wi, i.e.,
(
Hk

i

)
u,u

=
(
Hk

i

)
v,v

for all k, with Hi =
√
Bi

−1
Ai

√
Bi

−1
. Then, when connecting the networks as

depicted in fig. 2, each of the Si is latently mirror symmetric in the resulting larger system.

Proof. Let us first only look at the network W1 +W2 obtained by coupling only W1 and W2 through waveguides of
identical cross-section h1,2; see fig. 2 for a sketch of the setup. We let H denote the matrix derived from the gEVP
of W1 +W2. For simplicity, we omit the subscript of h1,2.
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Denoting the complement of S1 = {u1, v1} within W1 by S1, and similarly the complement of S2 = {u2, v2} within
W2 by S2, we can write

A =


(A)S1,S1

(A)S1,S1
hI 0

(A)S1,S1
(A)S1,S1

0 0
hI 0 (A)S2,S2

(A)S2,S2

0 0 (A)S2,S2
(A)S2,S2

 (32)

where (A)S1,S1
= (A1)S1,S1

, (A)S2,S2
= (A2)S2,S2

, and so on. Within this numeration, the square root of the new
matrix B for the composite network can be written as

B−1/2 = diag
(
B

−1/2
S1

, B
−1/2

S1
, B

−1/2
S2

, B
−1/2

S2

)
(33)

with BS1 = (B1)S1,S1
+ hI, BS1

= (B1)S1,S1
, BS2 = (B2)S2,S2

+ hI, and BS2
= (B1)S2,S2

and where the term +hI
appears due to the interconnection of the two networks. Since B1 and B2 are diagonal, so is B, and we get

H = B−1/2AB−1/2 =

(
H1(h) C
CT H2(h)

)
, C =

(
h

β1β2
I2×2 0

0 0

)
(34)

where βi = βi(h) =
√
αi + h [note that since we demanded (Bi)ui,ui

= (Bi)vi,vi := αi, we have BSi
= (αi + h)I], and

with

Hi(h) =

 (A)Si,Si

αi+h

(A)Si,Si
B

−1/2

Si√
αi+h

B
−1/2

Si
(A)Si,Si√
αi+h

B
−1/2

Si
(A)Si,Si

B
−1/2

S1

 :=

(
Di

β2
Ei

β
ET

i

β Fi

)
. (35)

Within Wi, ui, vi are latently mirror symmetric for h = 0. As can be proven by combining Lemma 11.1 of Ref.
[9] with Ref. [10], latent symmetry is equivalent to the existence of an orthogonal and symmetric matrix Q1 which
commutes with H1(h = 0) and which acts as the permutation R = ( 0 1

1 0 ) on ui, vi and as an orthogonal transformation

Q̃1 on the remaining sites of W1. This matrix thus has the form

Qi =

(
R 0

0 Q̃i

)
. (36)

We then have

[Qi, Hi(h)] =

 [R,Di]
β2

REi−EiQ̃i

β
Q̃1E

T
i −ET

i R
β

[
Q̃i, Fi

]  . (37)

Now, since β(h) > 0 for all h > 0 (since B is diagonal and positive definite, each of its diagonal elements must
be greater than zero), it is especially non-zero for h = 0. Since [Qi, Hi(h = 0)] = 0, we see that [R,Di] = 0,

REi − EiQ̃i = 0, Q̃1E
T
i − ET

i R = 0, and also
[
Q̃i, Fi

]
= 0. Thus, and again since β(h) > 0 for all h > 0, we see

that the commutator eq. (37) vanishes for all h ≤ 0 since it vanishes for h = 0. Thus, ui, vi are latently symmetric in
Hi(h) for any value of h.

By concatenating (in the sense of a direct sum) Q = Q1 ⊕ Q2, we can then build a new Q-matrix which (i) is
orthogonal and symmetric, and which additionally commutes with H, as is easy to show:[(

Q1 0
0 Q2

)
,

(
H1 C
CT H2

)]
=

(
[Q1, H1] Q1C − CQ2

Q2C
T − CTQ1 [Q2, H2]

)
= 0 (38)

since QiC = CQi =
h

β1β2
R. As a consequence, ui, vi are latently mirror symmetric also in H.

The theorem can then be proven by iteration. For example, if we consider the network W1 + W2 + W3, we first
apply the theorem to W1 +W2 := W ′

1, and then to the combination W ′
1 +W3. We get that Q = Q′

1 ⊕Q3 commutes
with the matrix H (now describing W1 + W2 + W3). Now, since Q′

1 = Q1 ⊕ Q2, we have Q = Q1 ⊕ Q2 ⊕ Q3. Q
thus acts as the permutation R individually on each Si, which is equivalent to the statement that each Si is latently
mirror symmetric in H.
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IV. DOMAIN-WISE PARITY

In the last part of the main manuscript, we demonstrated how a setup with no global reflection symmetry can be
built such that the low-frequency eigenmodes have domain-wise parity. In the following, we will show the main logic
behind this construction principle.

Figure 3. The division of the total setup into two different domains Ω1 and Ω2.

To start, we assume that the lower waveguide network in fig. 3 has been extended by two identical waveguides,
each of them connected to one of the two latently symmetric points. As can easily be shown through theorem 2, the
two upper endpoints of these waveguides are latently symmetric as well. In the following Ω2 will denote the lower
waveguide network (extended by the two connecting waveguides), and Ω1 will denote the upper cavity.

Before the two subsystems Ω1 and Ω2 are coupled to each other, the 3D-Helmholtz equation in each of these two
domains reads (

∆+ α2
)
ϕ = 0 within the interior of Ω1 and ∂n ϕ = 0 on ∂Ω1 (39)(

∆+ β2
)
ψ = 0 within the interior of Ω2 and ∂n ψ = 0 on ∂Ω2 . (40)

That is, the solution has to fulfill Neumann hard boundary (wall) conditions on the two segments A and B.
After coupling the two subsystems to each other, the 3D-Helmholtz equation for the full setup reads(

∆+ k2
)
p = 0 within the interior of (Ω1 ∪ Ω2) and ∂n p = 0 on ∂ (Ω1 ∪ Ω2) . (41)

where ∂ (Ω1 ∪ Ω2) no longer includes the two segments A and B.
We are interested in the behavior of p at the intersection of Ω1 and Ω2, that is, on A and B. To this end, we expand

p on both A and B in terms of the orthonormal bases of {ϕn} and the {ψm}. Before doing so, we remind the reader
that these fulfill (

∆+ α2
)
ϕ = 0 within the interior of Ω1 and ∂n ϕ = 0 on ∂Ω1 (42)(

∆+ β2
)
ψ = 0 within the interior of Ω2 and ∂n ψ = 0 on ∂Ω2 . (43)
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and ∫
Ω1

ϕ∗nϕn′ dV = δn,n′ (44)∫
Ω2

ψ∗
mψm′ dV = δm,m′ (45)

with δn,n′ being the Kronecker delta. Using {ϕn} and {ψm} to expand p on A,B, we obtain

p =
∑
n

anϕn within Ω1 (46)

p =
∑
m

bmψm within Ω2 (47)

with an =
∫
Ω1
p ϕ∗n, bm =

∫
Ω2
pψ∗

m, and
∫
Ω1
ϕ∗kϕl =

∫
Ω2
ψ∗
kψl = δkl and where the star ∗ denotes complex conjugation.

To obtain a relation for an, we compute the following integral∫
Ω1

ϕ∗n∆p dV =

∮
∂Ω1

(ϕ∗n∂np− p∂nϕ
∗
n) +

∫
Ω1

p∆ϕ∗n dV (48)

=

∮
A+B

ϕn∂np− α2
n

∫
Ω1

pϕ∗n dV =

∮
A+B

ϕn∂np− anα
2
n (49)

= k2
∫
Ω1

ϕ∗np dV = k2an . (50)

For small waveguide cross sections, that is, in the monomode approximation, the contour integral over the two surfaces
A,B (which then shrink to the single points A, B) becomes

SA∂
(Ω1)
n p(A)ϕn(A) + SB∂

(Ω1)
n p(B)ϕn(B) (51)

where SA, SB denote the waveguide cross section at the two points A,B and where we have used the short-hand

notation ∂
(Ω1)
n p(x) to denote ∂np(r)|r=x with n denoting the normal to the boundary ∂Ω1.

Assuming that k2 ̸= α2
n, the above gives us

an = S
∂
(Ω1)
n p(A)ϕn(A) + ∂

(Ω1)
n p(B)ϕn(B)

α2
n − k2

(52)

where we have used the fact that the two cross sections are identical by symmetry, that is, SA = SB ≡ S. In a
completely analogous manner, we obtain

bm = S
∂
(Ω2)
n p(A)ψm(A) + ∂

(Ω2)
n p(B)ψm(B)

β2
m − k2

. (53)

Inserting the expression for an into the eigenmode expansion of p within Ω1, we yield (with γ being either A or B)

p(γ) =
∑
n

anϕn(γ) = S
∂
(Ω1)
n p(A)ϕn(A) + ∂

(Ω1)
n p(B)ϕn(B)

α2
n − k2

ϕn(γ) . (54)

Defining Gn ≡ S
α2

n−k2 , we can write these two equations (one for γ = A and one for γ = B) as the impedance relation(
p(A)
p(B)

)
=

( ∑
nGnϕ

2
n(A)

∑
nGnϕn(A)ϕn(B)∑

nGnϕn(A)ϕn(B)
∑

nGnϕ
2
n(B)

)
≡MC

(
∂
(Ω1)
n p(A)

∂
(Ω1)
n p(B)

)
. (55)

Similarly, by performing the above steps again for Ω2, we get(
p(A)
p(B)

)
=

( ∑
m ξmψ

2
m(A)

∑
m ξmψm(A)ψm(B)∑

m ξmψm(A)ψm(B)
∑

m ξmψ
2
m(B)

)
≡ZΩ2

(
∂
(Ω2)
n p(A)

∂
(Ω2)
n p(B)

)
(56)

= −ZΩ2

(
∂
(Ω1)
n p(A)

∂
(Ω1)
n p(B)

)
(57)
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with ξm ≡ S
β2
m−k2 and where we have used the fact that(

∂
(Ω2)
n p(A)

∂
(Ω2)
n p(B)

)
= −

(
∂
(Ω1)
n p(A)

∂
(Ω1)
n p(B)

)
. (58)

Due to (latent) symmetry, we have ϕn(A) = ±ϕn(B), and also ψm(A) = ±ψm(B), and we see that both matrices
ZΩ1

and ZΩ2
are bi-symmetric, that is, they have the structure

(
a b
b a

)
. Moreover, one can show that both of these

matrices must be invertible. We thus get (
p(A)
p(B)

)
= −Z−1

Ω1
ZΩ2

(
p(A)
p(B)

)
(59)

so that
(

p(A)
p(B)

)
is an eigenvector of the bi-symmetric, k-dependent matrix Z−1

Ω1
ZΩ2

. Now, since the eigenvectors of

bi-symmetric matrices are
(

1
±1

)
, we see that p(A) = ±p(B). From there, it is trivial to show that p also has parity

in Ω1 as a whole.

A. Impedance plots for Figure 2 (c1)

In this subsection, we investigate the impedance of the system depicted in fig. 4. Geometrically, this setup corre-
sponds to the one shown in Fig. 2 (c1) of the manuscript, though with the upper coupled cavity removed.

In order to compute the impedance, we open the ports A,B and investigate plane-wave scattering of this setup. If
we send in a plane-wave with amplitude aA and wavenumber k into port A, a portion with amplitude bA will reflected,
while a portion with amplitude cA,B will leave the system at port B. In complete analogy, if we send in a plane-wave
with amplitude aB and wavenumber k into port B, a portion with amplitude bB will reflected, while a portion with
amplitude cB,A will leave the system at port A. We thus obtain the following scattering matrix

S =

(
rA tAB

tAB rB

)
(60)

with rA = bA/aA, rB = bB/aB , and tAB = cA,B/aA = cB,A/aB .
The impedance matrix, connecting the pressure p = (pA, pB)

T and its normal derivative p′ = (p′A, p
′
B)

T at the
points A,B via p = Zp′, reads (using that pn = an + bn and p′n = ik(an − bn))

Z =
1

ik
(I + S)(I − S)−1 =

(
ZAA ZAB

ZBA ZBB

)
= β

(
α− δ 2tAB

2tAB α+ δ

)
(61)

with I denoting the two-by-two identity matrix, δ = rA − rB , α = |S| − 1, and β = (ik(Tr(S)− |S| − 1))
−1

, and
where |S|, T r(S) denote the determinant and trace of S, respectively.
In the following, we plot a comparison of ZAA, ZBB for the setup depicted in fig. 4 for different ratios wmax/L.
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Figure 4. The setup (with open ports A, B) for which the impedance is calculated.
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[7] M. Röntgen, M. Pyzh, C. V. Morfonios, N. E. Palaiodimopoulos, F. K. Diakonos, and P. Schmelcher, Latent symmetry

induced degeneracies, Phys. Rev. Lett. 126, 180601 (2021).
[8] B. Parlett, The Symmetric Eigenvalue Problem, Classics in Applied Mathematics (Society for Industrial and Applied

Mathematics, 1998).
[9] C. Godsil and J. Smith, Strongly cospectral vertices, arXiv 1709.07975 10.48550/arXiv.1709.07975 (2017),

arXiv:1709.07975.
[10] M. Kempton, J. Sinkovic, D. Smith, and B. Webb, Characterizing cospectral vertices via isospectral reduction, Linear

Algebra Its Appl. 594, 226 (2020).

https://doi.org/10.1103/PhysRevB.103.224309
https://doi.org/10.1088/0959-7174/12/4/201
https://doi.org/10.1090/cbms/092
https://doi.org/10.1016/j.disc.2018.10.037
https://doi.org/10.1103/PhysRevLett.126.180601
https://doi.org/10.1137/1.9781611971163
https://doi.org/10.48550/arXiv.1709.07975
https://arxiv.org/abs/1709.07975
https://doi.org/10.1016/j.laa.2020.02.020
https://doi.org/10.1016/j.laa.2020.02.020

