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Abstract

One-to-multiple medical image segmentation aims to directly test a segmentation model
trained with the medical images of a one-domain site on those of a multiple-domain
site, suffering from segmentation performance degradation on multiple domains. This
process avoids additional annotations and helps improve the application value of the
model. However, no successful one-to-multiple unsupervised domain adaptation (O2M-
UDA) work has been reported in one-to-multiple medical image segmentation due to its
inherent challenges: distribution differences among multiple target domains (among-
target differences) caused by different scanning equipment and distribution differences
between one source domain and multiple target domains (source-target differences).
In this paper, we propose an O2M-UDA framework called dynamic domain adapta-
tion (DyDA), for one-to-multiple medical image segmentation, which has two inno-
vations: 1) dynamic credible sample strategy (DCSS) dynamically extracts credible
samples from the target site and iteratively updates their number, thus iteratively ex-
panding the generalization boundary of the model and minimizing the among-target
differences; 2) hybrid uncertainty learning (HUL) reduces the voxel-level and domain-
level uncertainty simultaneously, thus minimizing the source-target differences from
the detail and entire perspective concurrently. Experiments on two one-to-multiple
medical image segmentation tasks have been conducted to demonstrate the perfor-
mance of the proposed DyDA. The proposed DyDA achieved competitive segmen-
tation results and high adaptation with an average of 83.8% and 48.1% dice for the
two tasks, respectively, which has improved by 21.7% and 9.2% compared with no
adaptation, respectively. The code developed in this study code can be downloaded at
https://github.com/ZoeyJiang/DyDA.
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Figure 1: Illustration of what is one-to-multiple medical image segmentation. a) One-to-multiple
medical image segmentation aims to directly test the segmentation model trained with the med-
ical images of a one-domain source site on the medical images of a multiple-domain target site.
b) One-to-multiple medical image segmentation reduces the difficulty of training data collection
and improves the model’s application range but suffers from segmentation performance degra-
dation on the multiple-domain target site.

1. Introduction

One-to-multiple medical image segmentation is a critical medical image segmen-
tation task of great clinical significance. As shown in Fig. 1, this task aims to test the
segmentation model trained with the medical images of a one-domain site on the med-
ical images of a multiple-domain site. Once successful, the segmentation model can be5

applied in medical images from different acquisition scenarios and equipment without
additional annotations, thus improving the application value of the model and making
medical images more valuable in the open environment [1]. However, as shown in
Fig. 1, the segmentation model will suffer from segmentation performance degrada-
tion when tested on the target site directly due to cross-domain distribution differences10

[2, 3, 4] caused by different scanners, scanning parameters, and subject cohorts, etc
[5].

As a promising solution to tackle the cross-domain distribution differences and
avoid manual annotations, existing unsupervised domain adaptation (UDA) methods
are extremely limited in the selected task. First, UDA methods in medical image anal-15

ysis [6, 7, 8, 9] assume that the images of the target site have the same distribution
(one-domain target site). However, in the selected task, the target site has a variety
of distributions (multiple-domain target site), limiting their performance on the target
site. Second, other UDA studies that consider the existence of the multiple domains
in the target site [10, 11] are designed specifically for natural image analysis. How-20

ever, there are many notable differences between medical images and natural images
including low contrast, unclear boundaries, etc., which increases the risk of degraded
segmentation performance.
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Figure 2: Challenge 1: Multiple domains in a target site result in the distribution differences
among multiple domains(among-target differences). Image slices from three different domains
within the target site (top) and corresponding intensity distribution (bottom). Domain A, Domain
B, and Domain C in the target site show different vertical axis resolutions and different contrasts.

Inherent challenges of the one-to-multiple medical image segmentation based on
UDA limit its clinical application. Challenge 1: Distribution differences among mul-25

tiple target domains (among-target differences). As illustrated in Fig. 2, the target site
has multiple domains caused by different scanning parameters, protocols, and proto-
cols of image acquisition [4, 5], thus leading to among-target differences. Among-
target differences make the data distribution compact at the source site but sparse at the
target site. Therefore, merely reducing the distribution difference between the source30

site and the target site leads to marked differences in model performance on the mul-
tiple target domains. For example, the model will perform better on the data of the
target domain whose distribution is easier to fit. Challenge 2: Distribution differences
between one source domain and multiple target domains (source-target differences).
As shown in Fig. 3, different angiograph periods make noticeable differences in the35

distribution of lesions between the data of the one source domain and the multiple tar-
get domains. These differences include different grayscale features, different boundary
characteristics, and so on, thus causing source-target differences. When applied to the
multiple-domain target site, the model will be disturbed by distributions of the multiple
target domains that it has never learned from the one source domain, limiting its ability40

to adapt to these unlearned distributions. Therefore, the segmentation model will have
a severe performance degradation on the target site.

For Challenge 1, Pan et al. [10] used relatively similar data in the target site to
expand the generalization boundary of the model through self-supervision. Cui et al.
[12] used multi-task learning to train in-domain models tailored for each specific do-45

main and a general-domain model shared by different domains, thus exploiting domain
knowledge better by tuning the parameters of these models jointly. However, their
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Figure 3: Challenge 2: There are noticeable differences in the distribution of lesions between
one source domain and multiple target domains (source-target differences). Image slices from
the source site and two domains in the target site (top) and corresponding intensity distribution
(bottom). a) The boundary with the medulla in the source site is clearer with vascular highlights,
while the boundary with the medulla in Domain D of the target site is unclear. b) Images of the
source site have high contrast while images in Domain E of the target site have low contrast. c)
The intensity distribution of the source site is markedly different from that of the target site.

performance on the target site is limited because they use the target site data indiscrim-
inately during the training process. It causes the feature learned by the model to be
insufficiently complex, resulting in the underfitting of the model. An underfit model50

cannot perform well on the multiple-domain target site due to the high complexity of
the data.

Innovation 1: We propose the dynamic credible sample strategy (DCSS) to reduce
the among-target differences. As shown in Fig.4, the proposed DCSS gradually ex-
pands the generalization boundary of the model by iteratively updating the credible set55

of the target site data, thus gradually improving the model’s adaptation ability. The
proposed DCSS has two key elements: 1) Weighted credibility entropy Evaluation.
Based on the ability of entropy to reflect information [13, 14], we use entropy as an
evaluation indicator of image credibility and propose a weighted entropy calculation
method that assigns different weights to different classes of the foreground rather than60

a global mean entropy calculation method [10, 15]. It improves the model’s attention to
some small but important regions such as lesions in the process of calculating credibil-
ity, thus better representing the credibility of images. 2) Domain swell uses a dynamic
parameter to dynamically divide the target site data into a credible set and an incredi-
ble set based on the proposed weighted credibility entropy evaluation. Increasing the65

dynamic parameter gradually allows more credible data to participate in model train-
ing iteratively, so that the model can learn more complex features, avoiding underfitting
and expanding its generalization boundary to cover the data of a multiple-domain target
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site.

Figure 4: The proposed DCSS gradually expands the generalization boundary of the model by
iteratively updating the credible set of the target site data. Our DCSS gradually expands the
generalization boundary of the model by iteratively updating the credible data from the target
site data. a) At the beginning of DCSS, the credible data consist of data from both the source site
and the target site whose weighted entropy is lower. With the increase in the number of training
iterations, the proportion of credible data gradually increases which allows the set of credible data
is able to include more credible data from the target site, thus iteratively updating the credible
data of the target site. b) With the updating of the credible data, the generalization boundary of
the model gradually expands to differentiate more data, improving the model’s adaptation ability.

For Challenge 2, common ideas are measuring and minimizing the distribution70

distance between source and target domains to reduce the source-target differences,
thus improving the model performance. Based on this idea, previous methods use un-
certainty [16, 17, 18] to represent the distance and minimize it through entropy [19].
However, they only focus on uncertainty reduction at one level (the voxel level or the
domain level), producing the following two limitations: First, overfitting of the model75

is produced because only focusing on voxel-level entropy minimization results in the
entropy reduction of the high-entropy regions (e.g., boundary) in the source site. Fea-
tures from these high-entropy regions will be regarded as learnable features mistakenly
by the model and participate in the model training during the adaptation, thus leading
to the overfitting of the model [20, 21]. Second, the segmentation performance limita-80

tion occurs because merely reducing the domain-level uncertainty causes the model to
ignore details of segmentations at the output level, thus resulting in poor segmentation
performance of the model.

Innovation 2: We propose hybrid uncertainty learning (HUL) which reduces the
voxel-level and domain-level uncertainty simultaneously, thus minimizing the source-85

target distribution differences from the detailed and entire perspectives concurrently.
The proposed HUL contains the following two complementary methods: 1) Voxel-
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level uncertainty reduction which reduces voxel-level uncertainty by minimizing en-
tropy loss which reduces the high entropy of some incorrect segmentations. Therefore,
the segmentation model can pay attention to detailed source-target distribution differ-90

ences. 2) Domain-level uncertainty reduction uses adversarial learning to achieve do-
main adaptation in a global view. Therefore, the segmentation model can pay attention
to the distribution differences from the perspective of the entire, reducing source-target
differences in a global view.

In this study, we propose an O2M-UDA framework, called dynamic domain adap-95

tation (DyDA), for one-to-multiple medical image segmentation. The contributions of
this study include:

• To the best of our knowledge, we develop a novel method that achieves one-
to-multiple medical image segmentation for the first time which will reduce the
difficulty of training data collection and improve the model’s application range.100

We review the clinical value of this task which will provide a valuable reference
for follow-up studies.

• We propose the novel framework Dynamic Domain Adaptation (DyDA) and
markedly improve the adaptation ability of the model trained on a labeled one-
domain source site to an unlabeled multiple-domain target site.105

• We propose a novel dynamic strategy, called the dynamic credible samples strat-
egy (DCSS) to minimize the among-target differences that iteratively divides the
credible set and updates credible samples, thus iteratively expanding the gener-
alization boundary of the model to cover data of the multiple-domain target site
and improving the model’s adaptation ability.110

• We propose a novel learning strategy, called hybrid uncertainty learning (HUL)
to minimize the source-target differences by reducing the voxel-level and domain-
level uncertainty simultaneously, thus allowing the model to minimize the source-
target distribution differences from the detailed and entire perspectives concur-
rently.115

2. Related Works

2.1. Unsupervised Domain Adaptation (UDA) in Medical Image Segmentation
Domain shift has been a long-standing problem in medical image segmentation due

to the common interscanner or cross-modality variations [22, 23]. The goal of unsu-
pervised domain adaptation is to align the distribution shift between labeled source120

and unlabeled target data. Existing UDA methods for segmentation can be divided into
the following three categories: First, in the adversarial learning category, to reduce
the cross-domain discrepancy, numerous UDA methods [6, 8, 9, 7] focus on distribu-
tion consistency by introducing adversarial learning. Second, in the image-to-image
translation category, a category of UDA methods have been inspired by image-to-image125

translation [24] and generates target images conditioned on source data [25, 26]. Third,
self-supervision with pseudo labels is proposed to generate pseudo labels of target-site
data and retrain the model through these pseudo labels, which is relatively simple but
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efficient in addressing UDA problems [27, 28]. However, these UDA methods for
segmentation assume that the images of the target site have the same distribution, ig-130

noring the among-target differences. Therefore, these methods cannot expand the gen-
eralization boundary to multiple domains of the target site, thus limiting the model’s
performance on some target domains.

The proposed DCSS divides the target site into the credible set and the incredible
set and then iteratively updates the credible set, thus gradually expanding the model’s135

generalization boundary and improving the model’s generalization ability.

2.2. One-to-multiple Unsupervised Domain Adaptation in One-to-multiple Medical
Image Segmentation

Currently, few studies have investigated one-to-multiple unsupervised domain adap-
tation in the field of medical image segmentation [5]. In the field of natural images,140

previous studies of O2M-UDA break this task into several steps or subtasks. Dai et
al. [29] subdivided the domain difference between the source domain and the target
domain into several smaller domain differences that are easier to minimize. Pan et al.
[10] proposed a two-step method to separate the target-site data into two parts and then
reduce among-target differences by adversarial learning after the model fits [10] How-145

ever, these adaptation methods are limited in the selected task because medical images
have different distributions from those of natural images. The distribution of medical
images is regarded as a positive distribution while that of natural images is regarded as
a Gaussian distribution. Therefore, during training, these methods focus only on the re-
sult of the adaptation rather than the process of the adaptation, thus making the model150

affected by the data whose distribution distance is far. Such an effect will introduce
noise into the model, leading to instability in the segmentation model.

The proposed DCSS iteratively updates the credible images of a target site with
a dynamic parameter based on the proposed weighted credibility entropy evaluation.
Therefore, the generalization boundary of the model will be iteratively expanded with155

the increase in training iterations, improving the model’s adaptation ability.

2.3. Adversarial Learning for Unsupervised Domain Adaptation
Based on a generative adversarial network [30], adversarial-based UDA approaches

have shown strong capabilities in learning domain invariant features, even for complex
tasks such as semantic segmentation. An adversarial network involves two networks:160

one network generates the prediction of the segmentation maps for the input images,
which could be from the source or the target domain; another network functions as
a discriminator to predict the domain labels. The generator network tries to fool the
discriminator, thus aligning the distribution shift between the two domains. Previ-
ous studies have attempted to align domain shift from different perspectives, includ-165

ing image-level alignment, feature-level alignment, and output-level alignment. First,
image-level alignment methods transform the source images to appear similar to the
target ones or vice versa [31, 25]. For example, CycleGAN [32] performs well in un-
paired image-to-image transformation. CycleGAN was also applied in [25] to build
generative images for domain alignment. Second, feature-level alignment methods ex-170

tract domain-invariant features of deep neural networks in an adversarial learning sce-
nario to achieve alignment. [33, 34] used a discriminator directly in the feature space
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to differentiate the features across domains. Recent studies propose to project the high-
dimension feature space to other compact spaces, such as the semantic prediction space
[35] or the image space [36]. Third, output-level alignment methods propose efficient175

domain adaptation algorithms through adversarial learning in the output space. For
example, [37] proposes an end-to-end model involving structural output alignment for
distribution shift. However, these methods only use adversarial loss and ignore the
voxel-level alignment which makes the model ignore details of segmentations while
adapting, thus leading to the model’s segmentation performance degradation on the180

multiple-domain target site.
Based on preserving domain uncertainty minimization, the proposed HUL adds

voxel-level uncertainty minimization concurrently. Therefore, the segmentation model
minimizes the distribution differences at the level of the entire dataset in a global view
and pays attention to details when adapting.185

2.4. Uncertainty via Entropy

Uncertainty measurement has a strong connection with unsupervised domain adap-
tation. Vu et al. [15] propose minimizing the target entropy value of the model outputs
directly to minimize the distribution differences between the source domain and the
target domain for segmentation. Additionally, the entropy of the model outputs is used190

as a confidence measurement for transferring samples across domains [18, 38].
The proposed HUL minimizes the entropy to reduce the uncertainty at the voxel

level and the domain level through the cross entropy and the adversarial entropy, thus
minimizing the source-target differences from the detailed and the entire perspective
simultaneously.195

2.5. Medical Image Segmentation

Medical image segmentation has been considered the most essential medical imag-
ing process because it extracts the region of interest (ROI) which are organs or lesions,
through a semiautomatic or automatic process [39]. Existing medical image segmen-
tation methods can be divided into the following two types according to whether they200

use convolutional neural networks (CNNs): traditional works and CNN-based meth-
ods. 1) Traditional methods perform segmentation based on the characteristics of the
medical images, including threshold-based [40], clustering-based [41, 42], and region-
based works [43, 44]. 2) CNN-based methods have been promising alternatives for
traditional segmentation methods striking benefits from the remarkable success of deep205

learning in computer vision. The most popular structure is the encoder-decoder struc-
ture, which has an encoder processing and a decoder processing [45]. During the en-
coder processing, the image content is encoded by multiple convolutional layers from
low to high levels. In the decoder stage, the prediction mask is obtained by multiple
upsampling (uppooling or deconvolutional) layers. Based on the proposed encoder-210

decoder architectures, numerous segmentation methods are proposed to improve the
proposed encoder-decoder architectures, which include the design of the network back-
bone [46, 47], network function block [48], loss function [49], feature representation
[50, 51]. However, traditional methods are strongly affected by the image intensity
or texture information, and CNN-based methods heavily rely on the annotations of215
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medical images that are difficult to obtain and require expert knowledge, limiting their
application in the one-to-multiple medical image segmentation task.

The proposed DyDA is a one-to-multiple medical image segmentation framework
that requires no additional annotations for images of the multiple-domain target site.

3. Methodology220

As shown in Fig. 5, the proposed DyDA minimizes the among-target differences by
gradually expanding the model’s generalization boundary and the source-target differ-
ences by simultaneously minimizing the differences from the detail and entire perspec-
tive, thus achieving unsupervised domain adaptation from a one-domain source site to
a multiple-domain target site. This process provides notable innovations in two collab-225

orative components: 1) the proposed Dynamic Credible Sample Strategy (DCSS, Sec.
3.2, Fig. 5 a)) gradually expands the model’s generalization boundary and improves the
model’s adaptation ability, thus minimizing the among-target differences. DCSS uses
the weighted entropy value to increase attention to some small but important regions,
thus better representing the credibility of target-site images. Based on the target-site230

image’s credibility and a dynamical ratio, the proposed DCSS iteratively updates the
credible set divided from the target site, thus gradually expanding the model’s general-
ization boundary. 2) the proposed hybrid uncertainty learning (HUL, Sec. 3.3, Fig. 5
b)) minimizes the source-target differences from the detail and entire perspective by
reducing the voxel-level and domain-level uncertainty simultaneously. HUL reduces235

the uncertainty at both levels by minimizing two different entropy losses.

3.1. Problem Formulation
A labeled source site dataset Ds = {(xs, ys)|xs ∈ RH×W×D×1, ys ∈ (1, C)H×W×D}

and an unlabeled target site dataset Dt = {xt|xt ∈ RH×W×D×1} are given, where xs

and xt correspond to the source and target site 3D images, respectively; ys is the la-
bel for the corresponding source image which provides the annotation of the voxel at
(H,W,D) in the form of a one-hot vector; and H , W , and D are the height, width,
and depth of the images, respectively. There exist ns image-label pairs in Ds and nt

images in Dt. The problem can be formulated as follows:

min
θG

{ 1
ns

∑
xs

LS(G(xs), ys),
1
nt

∑
xt

LT (G(xt)),
(1)

where LS is the loss of the source site image and LT is the loss of the target site image.
The proposed DCSS is used to minimize the among-target differences. Considering

that the data distribution in medical images presents an increase in data-style similarity,240

the proposed DCSS divides the images into the credible set Dc and the incredible set
Di based on the proposed Weighted Credibility Entropy Evaluation, and then uses
a dynamic parameter λ(r) to iteratively update the credible set to reduce the among-
target differences. We denote nc and ni to represent the number of credible samples and
incredible samples, respectively. In the experiment of this study, we use the source site245

images to initialize the credible set. However, because no label is provided for the target
site images, we regard the segmentation map for xi generated by the segmentation

9
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Figure 5: The proposed DyDA for the one-to-multiple medical image segmentation task contains
the hybrid uncertainty learning module (HUL) and the dynamic credible sample strategy (DCSS)
module. In a), the proposed DCSS extracts credible samples and incredible samples based on
the proposed weighted credibility entropy evaluation and a dynamic division ratio. By iteratively
increasing the ratio, the credible set is gradually updated, thus gradually expanding the general-
ization boundary from near to far and improving the segmentation model’s adaptation ability on
a multiple-domain target site. In b), the segmentation model takes the divided credible set xc,
its pseudo-annotation yc, and the divided incredible set xi as input. The proposed HUL reduces
the voxel-level and domain-level uncertainty simultaneously to minimize the source-target dif-
ferences from the detail and entire perspective.

model G after post-processing as its pseudo-label pi = G(xi). We define yc as the
pseudo-annotation of xc which is its label or pseudo-label. Specifically, when xc is
the source-site image, yc denotes the given corresponding labels of xc = xs, that is,250

yc = ys. When xc is the target site image divided into the credible set, yc represents
the one-hot encoded segmentation map yc = GDCSS(xc) which is regarded as the
pseudo-label of xc in HUL:

yc =

{
ys, if xc = xs

GDCSS(xc), if xc ∈ Dt.
(2)

The segmentation network GDCSS in the proposed DCSS consists of the trained seg-
mentation model G and the post-processing algorithm for the segmentation results:

GDCSS(xc) = G(xc) + Fpost(G(xc)), (3)

where Fpost(·) is the post-processing algorithm for pseudo-labels. In the experiment,
we use the largest connected domain algorithm as the post-processing algorithm to255

eliminate part of the false-positive segmentation results.
The proposed HUL takes the credible sample xc, its corresponding pseudo-annotation

yc, and the incredible sample xi as input. For the credible sample xc, the segmentation

10
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model G will generate its predicted segmentation map pc = G(xc) and is optimized
by LC . For the incredible part, G is optimized by LI which is the combination of Lent260

and Ladv denoting the loss of the minimization entropy and adversarial entropy, re-
spectively. Therefore, the overall segmentation model G is optimized by LHUL, which
is the optimization goal in the proposed scenario:

min
θG

{
1

λ(r)×nt

∑
xc

LC(pc, yc)+
1

(1−λ(r))×nt

∑
xi
LI(pi),

(4)

where λ(r) is the value of the dynamic ratio parameter in the r − th round. λ(r) is
defined in Eq. 6 and its detailed calculation is presented in Eq. 7.265

3.2. Dynamic credible sample strategy (DCSS) to improve the model’s adaptation abil-
ity

The proposed DCSS iteratively updates the divided credible samples using a dy-
namic ratio to gradually expand the generalization boundary of the segmentation model,
thus minimizing the among-target differences and improving the adaptation ability of270

the model.
1) Weighted credibility entropy evaluation to evaluate the target image’s credibil-

ity:
Inspired by entropy being able to reflect information [13], we used the entropy

value of the entropy map generated by the predictions to evaluate the target image’s275

credibility. We have observed that the model trained with the image from the source
site tends to produce overconfident predictions on source-like images whose data dis-
tributions are similar to the source site. The overconfident predictions of the target
image have lower entropy values, while the underconfident predictions have higher en-
tropy values. Therefore, we can determine whether the prediction is from a source-like280

image or a target-like image based on its entropy value. A lower entropy value means
a more source-like image that has a lower credibility level in the target site.

Existing methods [10, 15] have applied the global mean entropy to evaluate the
credibility levels of the target site images. However, when the regions to be segmented
only account for some part of the image, such as the lesion part, their high entropy285

will have little effect on the global entropy, thus leading to the neglect of these regions
in the credibility evaluation. Such neglect causes the credible-set division to focus
more on the large but unimportant regions in the image, which leads to segmentation
performance degradation for some tiny structures such as the lesions in medical images
of the target site.290

The proposed Weighted Credibility Entropy Evaluation pays more attention to
small but important structures such as lesions in the credibility evaluation for target
site images. By assigning different weights to different structures, the weighted en-
tropy results can improve the influence of small but important structural regions when
calculating credibility. Specifically, this method assigns different weights to each class295

of the foreground and calculates the weighted entropy Rt of xt in the following way:

Rt =
∑C

c ωc × 1
N(Fpost(pt)(h,w,d,c))

∑
h,w,d I

(h,w,d,c)
t , (5)

11
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where ωc ∈ (0, 1] is the weight assigned to class c of the foreground; It is the entropy
map of the pseudo-label pt for the target data xt generated by the proposed segmen-
tation model; and N(Fpost(pt)

(h,w,d,c)) is the number of voxel regions predicted to
be class C in pt after post-processing. The ratio of different values for ω is inversely300

proportional to the ratio of voxels for different classes in the source images.
2) Domain Swell to iteratively expand the generalization boundary of the model:

the proposed Domain Swell gradually expands the generalization boundary of the
model by iteratively updating the credible set, thus gradually reducing the among-target
differences. Because the trained models tend to produce lower entropy prediction for305

the images that are more similar to a source site [15], the proposed Domain Swell di-
vides the target site images with low weighted entropy values into the credible set and
the rest into the incredible set. Each division is based on the dynamic ratio λ(r), which
represents the ratio of the credible samples to the target-site images in the r− th round.
λ(r) is defined in the following way:310

λ(r) = nc(r)
nt

, (6)

where nc(r) and nt are the number of credible samples from the target site in the r-th
round and the number of target-site images, respectively.

By iteratively executing the division, the dynamic ratio will expand from the initial
ratio to the final ratio in the following way:

λ(r) = r
γ × (λfinal − λinit) + λinit, (7)

where λinit and λfinal are two hyperparameters representing the initial and final ratios
of credible samples, respectively; γ is the total rounds of training DCSS; and r is the
r − th division round in DCSS. The value of r is between 1 and the total rounds of315

training DCSS, which means r ∈ [1, γ].

3.3. Hybrid uncertainty learning (HUL) to minimize the detail and entire source-target
distribution differences

The proposed HUL reduces the voxel-level and the domain-level uncertainty si-
multaneously to minimize the source-target distribution differences from the detail and320

entire perspective concurrently.
1) Voxel-level Uncertainty Reduction to minimize the detail distribution differ-

ences: While learning for the incredible samples, the segmentation model G takes the
incredible samples xi as input and generates a segmentation map pi = G(xi). For
the voxel at (h,w, d), the value of each dimension after normalization by the softmax
layer is a probability ∈ [0, 1]. The Shannon entropy[13] calculated on this probability
represents the certainty of G in this voxel. By directly reducing the entropy loss Lent,
the model G can pay more attention to detailed source-target distribution differences
when adapting to the target site. Lent is the first part of the incredible image loss:

Lent(pi) = −∑C
c

∑
h,w,d p

(h,w,d,c)
i log(p

(h,w,d,c)
i ). (8)

2) Domain-level Uncertainty Reduction to minimize the entire distribution differ-
ences: Minimizing Lent alone takes the generalization boundary of the model to the
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low-density area at a voxel-wise level. To manage the domain-level distribution dif-
ferences of the entire dataset, the proposed HUL introduces adversarial learning at the325

output level to unify the distribution. Adversarial learning consists of two networks: the
generator network Gg and the discriminator network D. In this study, the generator net-
work takes the incredible image xi as input and produces its pseudo-label pi = G(xi).
Therefore, the generator network Gg is also the segmentation network G. Then, D
takes the entropy map Ii as input and produces its classification results ∈ {0, 1} to330

judge whether the input image comes from the credible set or the incredible set, where
Ii is the entropy map of pi after entropy calculation I

(h,w,d)
i = −p

(h,w,d)
i · log p(h,w,d)

i .
G is optimized by reducing Ladv:

Ladv(pi) =
1

ni

∑

xi

LD(Ii, 0)

=
1

ni

∑

xi

LD(−p
(h,w,d)
i · log p(h,w,d)

i , 0),

(9)

where ni is the number of the incredible samples.
The parameter θD of D is optimized by minimizing LD which is the cross-entropy335

classification loss:

min
θD

LD =
1

nc

∑

xc

LD(Ic, 0) +
1

ni

∑

xi

LD(Ii, 1), (10)

where nc and ni are the number of credible samples and the incredible samples, re-
spectively.

Combining Eq.8 and Eq.9, the incredible set loss LI is as follows:

LI(pi) = ηentLent(pi) + ηadvLadv(pi), (11)

where ηent and ηadv are two hyperparameters that weigh the proportion of the voxel-
level and domain-level uncertainty reduction, respectively. In this study, these parame-340

ters are set by experience.

3.4. The Details of the proposed framework:
While learning for credible samples, the segmentation network G takes the credible

sample xc as input and generates a predicted segmentation map pc = G(xc) with C
dimensions. Every voxel of pc will become a discrete distribution in each dimension
after the softmax layer. The proposed approach to credible sample learning follows the
famous method [46], using soft dice loss and cross-entropy loss concurrently. In the
case of the pseudo-annotation yc, G is optimized by minimizing the sum of the two
losses:

LC(pc, yc) = LCE(pc, yc) + Ldice(pc, yc), (12)

where LCE is cross-entropy loss and Ldice is soft dice loss, which are defined as fol-
lows:

Ldice(pc, yc) = − 2
|C|

∑
c∈C

∑
h,w,d pc×yc∑

h,w,d pc+
∑

h,w,d yc
.

LCE(pc, yc) = −∑C
c

∑
h,w,d y

(h,w,d,c)
c log(p

(h,w,d,c)
c ).

(13)
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4. Experimental Configurations

4.1. Dataset
We evaluate the proposed DyDA framework on two important one-to-multiple345

medical image segmentation tasks with different image modalities:
1) Kidney&Tumor Segmentation on JSPH → KiTS19 evaluates the proposed

DyDA in kidney&tumor segmentation of abdominal CT images using JSPH as the
one-domain source dataset and KiTS19 as the multiple-domain target site dataset. One-
domain source site JSPH is a collection of abdominal CT scans from Jiangsu People’s350

Hospital. All images were acquired by a Siemens dual-source 64-slice CT scanner. The
contrast media was injected during all the CT image acquisition and all the images were
scanned in the early-artery phase. The slices of all the images are fixed at 0.5mm with
annotation. Because all the images were collected from the same hospital and there
was no difference in acquisition parameters and equipment, the data distribution of355

these images varies little, making JSPH a one-domain dataset. The multiple-domain
target site KiTS19 [52] is a segmented CT image dataset collected from more than
60 medical centers and scanned at different phases. Manual segmentation results of
training data are provided for the kidneys and tumors in these images. The KiTS19 test
set consists of 90 CT scans and the JSPH test set consists of 70 CT scans. The test set360

results of KiTS19 are uploaded for online evaluation.
2) RV&Myo&LV Segmentation on ACDC → MyoEmidec evaluates the proposed

DyDA in RV&Myo&LV segmentation of cardiac magnetic resonance (CMR) images
using ACDC as the one-domain source dataset and MyoEmidec as the multiple-domain
target site dataset. One-domain source site ACDC [53] was provided by MICCAI’17365

Automatic Cardiac Diagnosis Challenge. This dataset consists of shot-axis cardiac
cine-MRIs of 100 patients for training, and of 50 patients for testing. Manual segmen-
tation results of training data are provided for the right ventricle (RV), left ventricle
(LV), and Myo during the end-diastolic and end-systolic phases (Myo). The multiple-
domain target site MyoEmidec is composed of MyoPS2020 [54] and EMIDEC [55].370

This dataset consists of 375 CMR images from five domains for training. MyoPS2020
provides 225 CMR images from three domains: balanced steady-state free precession
(bSSFP), late gadolinium enhancement (LGE), and T2-weighted CMR (T2). EMIDEC
contains 150 CMR images from two domains: normal MRI after injection of a contrast
agent (normal) and myocardial infarction with a hyperenhanced on DE-MRI (patho-375

logical). Manual segmentation results are available for all images of the left ventricle
(LV), right ventricle (RV), and myocardium (Myo). The test set of MyoEmidec con-
sists of 55 CMR images where 31 images are from EMIDEC and 24 images are from
MyoPS2020. The test set results of MyoEmidec were evaluated by comparison with
their ground-truth images. No label of any target site image is involved in the training380

process.

4.2. Implementation details
The segmentation network G in DyDA is optimized by the SGD optimizer with a

batch size of 5 and a learning rate of 1×10−2. We use the ordinary 3D UNet [45] to
realize G. The entropy loss weight ηent is configured to 0.005 while the adversarial385

loss weight ηadv is 0.0007. In the framework, the discriminator D is optimized by the
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Adam optimizer with a learning rate of 1×10−3. According to the proposed experi-
ence, the model is trained for a total of 500,000 iterations. After the initial iteration of
250,000, the source site data are regarded as a portion of the credible data to participate
in iterative training. The credible sample division is automatically performed every390

125,000 iterations and repeated for a total of 2 rounds. λinit is set to 0.3 while λfinal

is set to 0.8. This framework is implemented on PyTorch and runs on NVIDIA TESLA
V100. In the JSPH → KiTS19 experiment, random rotation (-20°to +20°), mirror flip,
scaling (0.7 to 1.4), and random cropping (128*128*128) are used to augment the im-
age online. To have a better average segmentation performance on the overall medical395

images, we set the ratio of weights to different organs and lesions as the inverse ra-
tio of their voxels in the source labels of the training dataset. For the convenience of
calculation, we expand them to the minimum integral multiple. Specifically, the voxel
ratio of tumor and kidney in the JSPH training dataset is 1:3, and the voxel ratio of
RV, Myo, and LV in the ACDC training dataset is 3:1:1. Therefore, when calculating400

the weighted credibility entropy in the JSPH → KiTS19 experiment, the weights of the
tumor and kidney were initially 0.75 and 0.25, and then expanded to their minimum
integral multiple. Finally, we set the weights of the tumor and kidney ( ωtumor and
ωkidney) to 3 and 1, respectively. Similarly, when calculating the Weighted Credibility
Entropy in the ACDC → MyoEmidec experiment, we set the weights of RV, Myo, and405

LV (ωRV , ωMyo, and ωLV ) to 1, 3, and 1, respectively.

4.3. Comparison settings
To explain the superiority of the proposed framework, we compared the proposed

DyDA with three existing UDA methods on the KiTS19 test set and MyoEmidec test
set: MinEnt [56], AdvEnt [15], IntraDA [10]. MinEnt focuses on reducing the voxel-410

level uncertainty by minimizing entropy loss. AdvEnt focuses on reducing domain-
level uncertainty by minimizing adversarial loss. For a fair comparison, nnU-Net [46]
is applied as the benchmark for all methods. All these methods were written into 3D
for comparison in the proposed 3D datasets.

4.4. Evaluation metrics415

In the JSPH → KiTS experiment, we follow the evaluation metric of the KiTS19
competition [52] and use the Dice coefficient (Dice) to evaluate all methods.

In the ACDC → MyoEmidec experiment, to evaluate all methods, we use dice for
pixel-wise accuracy measurement and Hausdorff distance (HD) for boundary agree-
ment assessment following MyoPS2020 [54] and EMIDEC [55].420

Dice and HD are calculated in the following ways:

Dice(G,P ) =
2|G ∩ P |
|G|+ |P | × 100% (14)

HD(G,P ) = max(h(G,P ), h(P,G)) (15)

h(G,P ) = max
g∈G

min
p∈P

||g − p||, (16)

where P and G are the predicted result and the true label respectively. A higher
Dice and a lower HD indicate better performance.
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Figure 6: Distribution analysis of the dataset shows the source-target differences and among-
target differences in the two one-to-multiple image segmentations. In a), data distribution ob-
tained from features including mean, standard deviation, spacing, and signal-to-noise ratio are
shown, which are extracted from JSPH and KiTS19, dimension reduced using PCA[57] and
clustered using K-means [58]. Blue points and orange markers in different shapes indicate one
domain in JSPH and different domains in KiTS19, respectively. In b), the data distribution
after dimension reduction of many features are shown which are extracted from ACDC and My-
oEmidec. Blue points, orange plus, orange pentagram, orange triangle, orange point, and orange
asterisk indicate the one domain in ACDC, bSSFP, LGE, T2, Normal, and Pathological domain
in MyoEmidec, respectively.

5. Results and Analysis

5.1. Dataset Distribution analysis

As shown in Fig. 6, the datasets used in the two one-to-multiple image segmenta-425

tion experiments have marked source-target differences and among-target differences.
The primary features of the data including their mean, standard deviation, spacing,
and signal-to-noise ratio are extracted and dimensionally reduced using PCA [57]. As
shown in Fig. 6 a), four different data distributions in KiTS19 and one data distribution
in JSPH are shown, indicating that there are among-target differences within KiTS19430

and source-target differences between JSPH and KiTS19. Although the data distribu-
tion differences shown in Fig. 6 b) are not as large as those in Fig. 6a), source-target
differences between ACDC and MyoEmidec can be observed. Among-target differ-
ences within MyoEmidec are clearly observed.

5.2. Quantitative evaluation for the proposed DyDA435

As shown in Tab. 1, the proposed DyDA has achieved excellent performance on
two one-to-multiple medical image segmentation tasks. As shown in Tab. 1 a) and
Tab. 1 b), the average dice on the KiTS19 test and MyoEmidec test set is 83.8% and
48.1%, respectively, which has improved by 21.7% and 9.2%, respectively, compared
with that before UDA. These results indicate that DyDA can improve the performance440

of the segmentation model in different one-to-multiple medical image segmentation
tasks. Compared with the three existing UDA methods, the proposed HUL and the
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Table 1: The quantitative evaluation demonstrates the advantages of the proposed DyDA on two
one-to-multiple medical image segmentation tasks.

(a) KiTS19 test set[52] (multiple-domain target site)

Method Kidney dice (%) Tumor dice(%) Average(%)
Before UDA [46] 81.3 42.8 62.1

MinEnt [56] 87.3(+5.9) 65.7(+22.9) 76.4(+14.4)
AdvEnt [15] 86.9 (+5.6) 67.4(+24.6) 77.1(+15.1)

IntraDA(λ=0.5) [10] 85.4(+4.1) 39.2(-3.6) 62.3(+0.2)
IntraDA(λ=0.7) [10] 87.7(+6.3) 60.2(+17.4) 73.9(+11.9)

Proposed HUL 91.2(+9.9) 69.9(+27.1) 80.6(+18.5)
Proposed DyDA 92.3(+11.0) 75.4(+32.6) 83.8(+21.7)

(b) MyoEmidec test set[54][55](multiple-domain target site)

RV Myo LV Average

Method Dice (%) HD(mm) Dice (%) HD(mm) Dice (%) HD(mm) Dice (%) HD(mm)

Before UDA [46] 24.2 44.6 63.5 21.2 28.9 32.9 38.9 32.9

MinEnt [56] 25.2 (+1.0) 31.3 (-13.3) 69.1(+5.6) 8.3(-12.9) 34.4(+5.5) 24.1(-8.8) 42.9(+4.0) 21.2(-11.7)

AdvEnt [15] 24.8(+0.6) 36.5(-8.1) 67.9(+4.4) 7.3(-13.9) 33.1(+4.2) 23.7(-9.2) 42.0(+3.1) 22.5(-10.4)

IntraDA (λ=0.5) [10] 24.9(+0.7) 38.8(-5.8) 65.7(+2.2) 15.5(-5.7) 30.1(+1.2) 29.3(-3.6) 40.2(+1.3) 27.9(-5.0)

IntraDA (λ=0.7) [10] 25.8(+1.6) 33.3(-11.3) 73.1(+9.6) 10.0(-11.2) 35.7(+6.8) 17.9(-15.0) 44.9(+6.0) 20.4(-12.5)

Proposed HUL 26.2 (+2.0) 22.8(-21.8) 74.1(+10.6) 4.7(-16.5) 38.2(+9.3) 16.2(-16.7) 46.2(+7.3) 14.6(-18.3)

Proposed DyDA 26.8(+2.6) 12.0(-32.6) 77.4(+13.9) 3.1(-18.1) 40.1(+11.2) 13.5(-19.4) 48.1(+9.2) 9.6(-23.3)

proposed DyDA obtain better performance in the two segmentation tasks. As shown
in Tab. 1 a), the proposed HUL achieves a dice of 91.2% and 69.9% on kidney and
tumor, respectively, which is better than AdvEnt and MinEnt. The proposed HUL ob-445

tains an average dice of 80.6% on the kidney&tumor segmentation task, which is 4.1%
higher than that of MinEnt and 3.4% higher than that of AdvEnt. Similarly, with the
evaluation of the three evaluation metrics, the proposed HUL still achieves better per-
formance on RV, Myo, and LV than MinEnt, AdvEnt, and IntraDA. The performance
of RV, Myo, and LV on Dice and HD is 26.2%, 22.8mm, 74.1%, 4.7mm, 38.2%, and450

16.2mm, respectively. The proposed HUL obtains 46.2% average dice and 14.6mm av-
erage HD in the RV&Myo&LV segmentation task, which are 3.3% and 6.6mm better
than those of MinEnt. The proposed HUL performs 4.2% and 7.9mm better than Ad-
vEnt. These improvements on two evaluation metrics on two one-to-multiple medical
image segmentation tasks show that compared with focusing on the reduction of one-455

level uncertainty, reducing the voxel-level uncertainty and the domain-level uncertainty
simultaneously can improve the segmentation performance of the model. As shown in
Tab. 1 a) the proposed DyDA achieves a 9.8% average dice improvement compared
with that of IntraDA(λ = 0.7), which is 83.8% and 73.9% respectively. Similarly, as
shown in Tab. 1 b), the proposed DyDA achieves an average 3.8% improvement in dice460

and 10.8mm reduction in HD compared with those of IntraDA(λ = 0.7). These im-
provements on the two evaluation metrics on these two on-to-multiple medical image
segmentation tasks show that compared with using the target site data indiscriminately,
the dynamic division of the credible sample set enables the model to learn more com-
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Table 2: Comparison between fully-supervised method and the proposed DyDA on the target
site dataset.

KiTS19 test set[52]
Method Kidney Tumor AVG

Before UDA [46] 81.3 42.8 62.1
Proposed DyDA 92.3 75.4 83.8

KiTS19 No.1(fully-supervised) [46] 97.9 85.4 91.7

plex features, thus improving the adaptation ability of the model.465

As illustrated in Tab. 2, the proposed DyDA has also achieved good performance
on the multiple-domain target site compared to the fully supervised approach in the
JSPH→KiTS experiment, which trains and tests with additional target-site labels. The
final average dice is 83.8%, which reaches 90% of the first-place performance (fully
supervised method) in the KiTS19 Challenge [52].470

5.3. Qualitative evaluation
As shown in Fig. 7, the proposed DyDA has extraordinary visual superiority in

different segmentation tasks and different datasets, which will provide visual guidance
in clinical surgery. As shown in Fig.7 a) and Fig.7 b), the proposed DyDA obtains
a segmentation result close to the ground truth compared with IntraDA both in kid-475

ney&tumor segmentation and RV&Myo&LV segmentation. This result likely occurs
because the proposed HUL reduces the voxel-level uncertainty and the domain-level
uncertainty simultaneously, thus improving the segmentation performance on the tar-
get site from the details and the global view. This result also proves that the proposed
DyDA is applicable and effective to different segmentation tasks and different datasets480

for domain adaptation. The proposed DyDA can improve the segmentation model’s
generalization ability and avoid underfitting by gradually expanding the generaliza-
tion boundary. In axial plane case 1, axial plane case 2, bSSFP case, and LGE case,
the proposed DyDA corrected the under-segmentation and the over-segmentations (red
arrows) compared with IntraDA.485

5.4. Ablation study
As Tab. 3 illustrates, the proposed innovation has produced notable improvements

in performance. The basic U-net segmentation model without UDA achieved 81.3%
and 42.8% dice on the kidney and tumor, respectively. When using Lent, the network
focuses on reducing the entropy of the target image at the voxel level, achieving 14.3%490

average dice improvement. When using Ladv , which is adversarial training based on
the domain level, compared with the Lent strategy, the tumor part is increased by 1.7%,
but the kidney part is reduced by 0.4%. The proposed HUL benefits from both these
complementary methods and captures complex cross-domain knowledge from both the
voxel level and the domain level, achieving 18.5% average dice improvement, which495

is better than using either alone. When using DCSS to cope with the among-target
differences, the average dice is improved compared to only reducing the source-target
differences by 21.7%. Finally, we obtain the best average dice of 83.8% for the pro-
posed one-to-multiple medical image segmentation task.
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Figure 7: The qualitative evaluation shows the visual superiority of the proposed DyDA on one-
to-multiple medical segmentation compared with the existing UDA method and before UDA
segmentation. Each row presents one typical case in the target site, from left to right: target
images, ground truth, before UDA segmentations, IntraDA segmentation results, and Our DyDA
results. The structures of the kidney, tumor, RV, Myo, and LV are indicated by blue, green,
green, blue, and red, respectively (best viewed in color) In a), three cases from the axial plane
and sagittal plane in KiTS19 are shown. In b), three cases from MyoEmidec in the bSSFP, LGE,
and T2 domains are shown.
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Table 3: The ablation study analyses the contributions of the proposed innovations on the JSPH
→ KiTS19 task. The proposed HUL simultaneously reduces the voxel-level uncertainty and the
domain-level uncertainty of the model in the target site. The proposed DCSS iteratively extracts
credible samples and divides a subset of the target site to iteratively adapt the feature boundaries
of the credible data, gradually expanding the generalization boundary of the model and achieving
better performance on the target site.

Lent Ladv DCSS Dice(%)
Kidney Tumor AVG

81.3 42.8 62.1
✓ 87.3(+6.0) 65.7(+22.9) 76.4(+14.3)

✓ 86.9(+5.6) 67.4(+24.6) 77.1(+15.0)
✓ ✓ 91.2(+9.9) 69.9(+27.1) 80.6(+18.5)
✓ ✓ ✓ 92.3(+11.0) 75.4(+32.6) 83.8(+21.7)

Figure 8: The ablation experiment of γ for DCSS when λfinal=0.5 (left) and λfinal for the
ratio of domain swell when γ=2 (right). The segmentation model performance in the target site
shows a trend of rising first and then falling as gamma increases. λfinal is positively correlated
with the performance first and then remains stable. We use γ=2 and λfinal=0.8 as the final
hyperparameter combination.

5.5. Analysis of Hyperparameter500

The most important hyperparameters in DyDA are γ and λ(r), where γ represents
the rounds of DCSS and λ(r) represents the division ratio of the credible set. According
to Eq. 7, λ(r) is determined by λfinal, λinit, and γ jointly. The total training time
increases with increasing γ while the iterations in each round remain unchanged. To
find the best point between the effect and time, we conduct a study on the γ in the505

JSPH→KiTS19 experiment. In Fig.8, different γ values are tested for the effect of
DyDA on the target site. When γ is 0, no DCSS is dealt with. When γ is less than
2, DCSS is positively correlated with the performance of DyDA. More fine-tuning
iterations improved the performance in the target domain. However, when γ is 3, the
indicators of the model decrease. We consider the number of training iterations to be510

too high for a relatively small λfinal, thus, the model is overfitted. We consider γ of 2
as the final result, and each round of credible data learning performs 125,000 iterations.

λfinal is the ratio of the final credible data in the total target site. A large λfinal
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Figure 9: Different regions have different entropy, and higher entropy values generally appear
along with incorrect prediction results.

Table 4: The dynamic ratio shows its effectiveness compared with the fixed ratio on the JSPH →
KiTS19 task.

KiTS19 test set[52]
Ratio Kidney Tumor AVG

λinit=λfinal=0.3 83.3 66.5 74.9
λinit=λfinal=0.8 88.5 70.4 79.5

λinit= 0.3, λfinal=0.8 92.3 75.4 83.8

indicates a radical domain swell strategy, however, there is a risk that more false sam-
ples will be classified as credible data. To analyze how λfinal affects the performance515

of the segmentation model on the target site, we conduct a study on λfinal in the
JSPH→KiTS19 experiment. In Fig.8, we evaluate the effect of λfinal on the final re-
sult when γ is 2 and λinit is 0.3. When λfinal is smaller than 0.5, the performance
of the segmentation model on the target site is positively correlated with λfinal, and
when λfinal is larger than 0.5, the performance of the segmentation model remains un-520

changed because when λfinal is too small, there are not sufficient target site features to
be learned. When λfinal is larger than 0.5, sufficient credible data provide the model
with sufficiently complex features to learn, and the average dice reaches the highest
value of 83.8%.

To analyze the effectiveness of the proposed dynamic ratio, we compare the seg-525

mentation performance with the fixed ratio (λfinal = λinit). As shown in Tab. 4, the
segmentation performance of the dynamic ratio is the best, reaching 92.3% on the kid-
ney and 75.4% on the tumor, respectively.
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Figure 10: The proposed DyDA obtains accurate segmentations, and the entropy of segmenta-
tions after using DyDA is lower.

5.6. Analysis of the credibility for the entropy
1) Credible samples have more accurate predictions. As shown in Fig. 9, comparing530

the ground truth and prediction results of credible and incredible samples, the external
regions that are not the kidney (the area indicated by the red arrow) were mistakenly
segmented into tumors in the predicted result of the incredible data while the predicted
result of the credible data is consistent with the ground truth.

2) Credible samples have lower entropy. As shown in the third column in Fig. 9,535

in the credible data, the high-entropy regions such as the boundary in the source site
also have low entropy while high entropy is distributed in the mis-segmented regions
and the boundaries in the incredible data. Therefore, the overall entropy of the credible
data is low, while the entropy of the incredible data is high.

3) Credible samples which have lower entropy contribute to accurate segmentation540

results. As shown in Fig. 10, the high entropy values of some high-entropy regions have
been effectively reduced after using DyDA, and the segmentation results of DyDA are
more accurate than those before UDA.

5.7. Analysis of the weighted credibility
As shown in Tab. 5, the weight parameters we selected for the JSPH → KiTS19545

are optimal. When using the proposed weight parameters (ωtumor = 3, ωkidney = 1),
the dice on kidney and tumor have reached 92.3% and 75.4%, respectively which is the
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Table 5: The weight parameter study shows the optimality of the proposed selected value on the
JSPH → KiTS19 task.

KiTS19 test set[52]
Weight values Kidney Tumor AVG

ωtumor=1, ωkidney=1 91.9 70.9 81.4
ωtumor=5, ωkidney=1 92.2 72.4 82.2
ωtumor=3, ωkidney=1 92.3 75.4 83.8

best performance of all the results. When the weight of the tumor increased from 1 to
5, the dice on the tumor increased by 1.5%. However, this method still performs worse
than the performance of the proposed selected weight parameters, which is 3% lower550

on the tumor.

6. Discussion and Conclusion

In this paper, we have proposed dynamic domain adaptation (DyDA) for one-to-
multiple medical image segmentation. The DyDA minimizes the among-target differ-
ences and the source-target differences via the proposed DCSS and HUL. The proposed555

DCSS iteratively expands the model’s generalization boundary by iteratively updat-
ing the credible data, thus minimizing the among-target differences and improving the
model’s adaptation ability. The proposed HUL minimizes the source-target differences
from the detail and entire perspectives simultaneously by reducing the voxel-level and
domain-level uncertainty concurrently.560

Experiments verified that: 1) DyDA improves the model’s segmentation perfor-
mance on the multiple-domain target site in different datasets and different segmen-
tation tasks. The proposed DyDA is applicable and effective to different tasks and
datasets for one-to-multiple medical image segmentation. 2) Dynamic and iterative
division of the credible set can make the generalization boundary of the model gradu-565

ally expand to cover multiple-domain data, thus reducing the among-target differences.
3) Simultaneously reducing the voxel-level and domain-level uncertainty improves the
segmentation performance of the model. With one-domain source site medical images
labeled, scans from other medical institutions of different renal artery periods can ob-
tain competitive segmentation results close to the fully-supervised approach, which has570

great clinical significance.
In clinical practice, as a novel O2M-UDA framework, the proposed DyDA uses a

dynamic strategy to minimize the distribution differences and gradually improve the
model’s adaptation ability, avoiding the additional annotation cost and training time
cost. The proposed DyDA expands the application range of the model, breaking the575

privacy restrictions on medical data, which has important clinical significance. Addi-
tionally, the proposed DyDA does not ignore the performance on the source site making
the model more practical.

The proposed innovations utilize the characteristics of the data distribution to itera-
tively expand the generalization boundary of the model and gradually adapt the model.580

The gradual expansion of the generalization boundary ensures the segmentation per-
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formance of the model on the source site data and improves the adaptation ability of
the model on the multiple-domain target site.

In addition, the proposed DyDA has a wide range of applications and is effective at
minimizing distribution differences because we minimize the distribution differences585

by focusing on uncertainty reduction at two different levels, both in the detail and the
entire level.

Compared with existing studies [35, 39, 40, 47, 49, 59], this study has the follow-
ing advantages: 1) We first explore the challenges existing in one-to-multiple medical
image segmentation and proposes a novel framework for these challenges. 2) DyDA590

proposes a new method of using data during training that dynamically uses data to grad-
ually expand the generalization boundary of the model, thus improving the adaptation
ability.

In future work, the division of the credible set based on the weighted credibility
entropy evaluation has great potential to guide the segmentation performance on the595

target site of the segmentation model. Therefore, it is meaningful to explore more
topics such as how to search hyperparameter combinations quickly, how to design a
better credibility evaluation method based on specific tasks, and how to design a more
generalized dynamic strategy to further improve the segmentation performance on the
target site.600
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