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Uniqueness of rank-one auto-correlation matrix polynomials factorization
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aCNRS, Université de Lorraine, CRAN, F-54000 Nancy France
bCNRS, Université de Lorraine, Institut Elie Cartan de Lorraine, F-54000 Nancy France

Abstract

This article characterizes the rank-one factorization of auto-correlation matrix polynomials. We establish
a sufficient and necessary uniqueness condition for uniqueness of the factorization based on the greatest
common divisor (GCD) of multiple polynomials. In the unique case, we show that the factorization
can be carried out explicitly using GCDs. In the non-unique case, the number of non-trivially different
factorizations is given and all solutions are enumerated.

Keywords: matrix auto-correlation polynomial, rank-one factorization, uniqueness, greatest common
divisor of polynomials

1. Introduction

Let Γ(z) = [Γij(z)]
R,R
i,j=1 be an R × R matrix polynomial of degree at most 2(N − 1), with complex

coefficients. The goal of this paper is to characterize the matrix polynomials that have the following
rank-one factorization:

Γ(z) =

Γ11(z) · · · Γ1R(z)
...

...
ΓR1(z) · · · ΓRR(z)

 =

X1(z)
...

XR(z)

[X̃1(z) · · · X̃R(z)
]
, (1)

where Xr(z), r ∈ {1, . . . , R} are polynomials with degree at most N−1 and X̃r are their complex conjugate
reversals with the complex reversal operation defined as

Ỹ (z) = zN−1Y (z−1) =

N−1∑
n=0

yN−1−nz
n (2)

for a polynomial Y (z) =
∑N

n=0 ynz
n of degree at most N − 1. In this paper we address the following

questions:

• is the factorization (1) unique?

• if it is not unique, how to find all possible factorizations (1)?

The polynomial factorization problem arises in several applications in signal processing, such as phase
retrieval problems [1] and blind system identification [2]. In such applications, one is interested to recon-

struct a number of signals (vectors) xr =
[
xr[0] · · · xr[N − 1]

]⊤ ∈ CN , r ∈ {1, . . . , R}, given a set of
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auto-correlations [γij [n]]
R,R,N−1
i,j=1,n=−N+1 sequences

γij [n] =

N−1−n∑
m=0

xi[m+ n]xj [m]. (3)

It can be shown (see Appendix A) that the elements in (3) corresponds exactly to the coefficients of the
polynomial Γij(z) factorized as (1). Thus the problem of recovery of the vectors xr from auto-correlations
is equivalent to the problem of factorizing1 a given matrix polynomial as (1).

In this paper we provide a complete characterization of all possible rank-one factorizations of the
form (1); in fact, these factorizations are entirely characterized by the greatest common divisor of the
polynomials Γij(z). In particular, we prove the following theorem.

Theorem 1. The factorization (1) is unique up to global scaling if and only if the polynomial H(z) =
gcd{Γij}Ri,j=1 may have only roots on the unit circle T.

By uniqueness up to global scaling in (1) we mean that any alternative factorization Γij(z) = Yi(z)Ỹj(z)
satisfies Yi(z) = cXi(z) with c ∈ C, |c| = 1. Moreover, in the non-unique case, we provide all possible
factorizations modulo the global scaling, which again depend on roots and their multiplicities of the
polynomial H(z).

Related work. Factorizations of matrix polynomials and matrix functions are a classic topic in linear
algebra and operator theory. In fact, it can be shown that the matrix polynomials factorized as (1) have
the so-called ∗-palindromic structure [3]. Several previous works have addressed the spectral properties
or the Smith normal form of palindromic matrix polynomials, but, up to the authors knowledge, none of
them discussed in detail uniqueness and characterization of solutions, which is a very important question
in applications mentioned above. The factorization (1) also resembles the problem of spectral factorization
of matrix functions [4], however, unlike the latter problem, in the factorization (1) there is no restriction
on location of zeros of the polynomials. Finally, the uniqueness problem was studied in the literature on
(algebraic) phase retrieval problems. In fact, the case R = 1 (1 × 1 matrices) was analyzed in [5], where
a characterization of the solutions has been given. The characterization that we propose here supersedes
the one given in [5], as we treat the R > 1 case. Moreover, we use the formalism which employs the
polynomials with roots at infinity, which simplifies the proofs and allows for a complete characterization.

Organization of the paper. Our results rely on the formalism of the polynomials with roots at infinity
(used in [6, §I.0] to build the algebraic theory of Hankel matrices). The main notation regarding polyno-
mials is given in Section 2. In Section 3, we provide the main result on uniqueness of the factorization,
which is a slight generalization of Theorem 1. Finally, in Section 4 we discuss the complete description of
the set of solutions.

2. Background and main notations

2.1. Polynomials and multiplications

We borrow some notation from [7]. Let C denote the complex field, T = {z ∈ C||z| = 1} denote the
unit circle, and let C≤D[z] denote the space of univariate polynomials with complex coefficients of degree
at most D. For a polynomial A ∈ C≤D[z] we will use the following notation for its coefficients:

A(z) =

D∑
n=0

a[n]zn. (4)

1This is the reason why in [1] we refer to (1) as the polynomial auto-correlation factorization (PAF).
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Thus C≤D[z] is a (D+1)-dimensional vector space that is isomorphic to CD+1 via the following one-to-one
map:

a =
[
a[0] a[1] · · · a[D]

]⊤ 7→ A(z) = a[0] + za[1] + · · ·+ zDa[D]. (5)

The conjugate reversal Ã(z) of the polynomial in (4) is given by (2) and corresponds to the conjugated
and reversed vector of coefficients [

a[D] · · · a[1] a[0]
]⊤

.

Next, when multiplying polynomials, we always keep in mind to which space it belongs to.

Definition 1. We define the multiplication as map from C≤D1
[z]× C≤D2

[z] to C≤(D1+D2)[z]:

(A(z), B(z)) 7→ C(z) = A(z)B(z),

which in coordinates (i.e., for the vectors of coefficients a ∈ CD1+1 and b ∈ CD2+1) can be expressed as

(a,b) 7→ c = MD1
(b)a = MD2

(a)b, (6)

where ML(a) is the multiplication matrix

ML(a) :=



a0
...

. . .

aD a0
. . .

...
aD


︸ ︷︷ ︸

∈ C(D+L+1)×(L+1), (7)

defined for any nonnegative integer L and a vector of coefficients

a =
[
a[0] a[1] · · · a[D]

]
∈ CD+1.

Note that via isomorphism (5), the multiplication of polynomials corresponds essentially to the convo-
lution of vectors.

Remark 1. The space C≤D[z] can be also identified with the space of homogeneous bivariate polynomials
of degree D, see [7] for a discussion. Homogeneous polynomials are very common in, for example, algebraic
geometry [8, Ch. 8]. In this paper, however, for simplicity we prefer to work with univariate polynomials
in C≤D[z] instead.

2.2. Roots at infinity

An important tool used in this paper is that we operate with ∞ roots. We will say that the polynomial
A ∈ C≤D[z] in (4) has root at ∞ (with multiplicity µk) if its leading coefficient vanishes (i.e., if a[D] =
· · · = a[D − µk + 1] = 0). We will formally write (z −∞)dB(z) to denote that d zero leading coefficients
are appended to the polynomial.

Example 1. Consider the following polynomial from C≤5[z]:

A(z) = 0 · z5 + 0 · z4 + 1

2
z3 +

1

2
z2 − z ∈ C≤5[z]. (8)

This polynomial has roots {∞,−2, 1, 0}, where the root ∞ has multiplicity 2. Hence it has the following
factorization

A(z) =
1

2
(z −∞)2(z − 1)(z + 2)z. (9)
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Remark 2. The root at infinity can be formally defined as:

(z −∞) := 0 · z + 1 ∈ C≤1[z].

Then the multiplication by such polynomial in the sense of the definition in (6) corresponds exactly to
adding a zero leading coefficient. In particular,

(z −∞)d := 0 · zd + 0 · zd−1 + · · ·+ 0 · z + 1 ∈ C≤d[z].

With such a convention, the following extended version of the fundamental theorem of algebra holds
true: any nonzero polynomial A ∈ C≤D[z] \ {0} can be uniquely factorized (up to permutation of roots)
as

A(z) = λ

m∏
i=1

(z − αi)
µi , (10)

where λ ∈ C, αi ∈ C ∪ {∞} are distinct roots and µi are the multiplicities of αi, so that their sum is

µ1 + · · ·+ µm = D.

Finally, we remark that the conjugate reflection (2) leads to reflection of roots.

Lemma 1. The conjugate reflection of the polynomial (10) admits a factorization

Ã(z) = λ̃

m∏
i=1

(
z − α−1

i

)µi

, where λ̃ := λ

m∏
i=1

αi ̸=∞

(−αi)
µi ,

i.e., the roots αi are mapped to α−1
i , where 0 is formally assumed to be the inverse of ∞ and vice versa.

Example 2. For Example 1, the conjugate reflection Ã(z) ∈ C≤5[z], as well as its factorization becomes:

Ã(z) = 0 · z5 − z4 +
1

2
z3 +

1

2
z2 = (−1)(z −∞)(z +

1

2
)(z − 1)z2.

which has roots {∞, 1,− 1
2 , 0}, where the root 0 has multiplicity 2.

Graphically, the conjugate reflection of the roots has a nice interpretation in terms of the Riemann
sphere: the mapping of the root under conjugate reflection becomes simply a reflection with respect to the
plane passing through the equator, see Fig. 1.

Remark 3. When dealing with homogeneous polynomials, the roots in fact belong to the projective space
P1 which corresponds exactly to C ∪ {∞}.

2.3. Divisors and greatest common divisors

Finally, we need to be careful when speaking about multiplication and divisors, as we need to take into
account the possible roots at infinity. We define the divisibility according to Definition 1.

Definition 2. We say that the polynomial A ∈ C≤(D)[z] has a divisor B ∈ C≤D′ [z] \ {0} if there is a
polynomial C ∈ C≤D−D′ [z] such that A(z) = B(z)C(z) in the sense of Definition 1.

Note that the zero leading coefficients need to be taken into account.

Example 3. The polynomial 0 ·z3+0 ·z2+z+2 = (z−∞)2(z+2) ∈ C≤3[z] is a divisor of the polynomial
A(z) in from Example 1, but the polynomial 0 · z4 + 0 · z3 + 0 · z2 + z + 2 = (z −∞)3(z + 2) ∈ C≤4[z] is
not, because there are not enough infinite roots in the expansion of A(z).
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unit circle

complex plane C

ϕ(αi)

ϕ(αi
−1)

αi

αi
−1 0

∞

equator

Figure 1: Complex plane and the Riemann sphere (the preimage under the stereographic projection). The conjugate inversion
corresponds to reflection with respect to the equator on the Riemann sphere. Here ϕ : C → S2 denote the inverse stereographic
mapping onto the sphere S2.

Remark 4. Let (10) be the factorization of a polynomial A ∈ C≤(D)[z]. Then B ∈ C≤D′ [z] \ {0} is a
divizor of A if and only it can be factorized as

B(z) = λ′
m∏
i=1

(z − αi)
νi , (11)

where νi ≥ 0, ν1 + · · ·+ νm = D′.

Finally, we make a remark on the notion of the greatest common divisor, which, for two nonzero
polynomials A1, A2 ∈ C≤D[z] is a polynomial H ∈ C≤D′ [z] with highest possible D′, which is a divisor of
both A1(z) and A2(z). The GCD is defined uniquely up to a multiplication by a scalar in C\{0}, so when
we write C(z) = gcd(A(z), B(z)), the equality is meant up to the multiplication by a non-zero scalar. The
same notion can be defined for several polynomials, see [7, Section 2] for more details. In fact, for any
non-zero tuple of polynomials, the GCD exists and is unique.

3. Uniqueness of factorizations

The main goal of this section is to provide a proof of Theorem 1, thus giving a characterization of the
uniqueness properties of the polynomial factorization problem (1). In fact, we will prove a generalized
version of Theorem 1.

3.1. Polynomial factorization and common divisors

We will need a few lemmas that help to reduce the matrix case to the univariate factorization.

Lemma 2. Let Q(z) := gcd{X1, X2, . . . , XR} where Q ∈ C≤D[z] and R1, R2, . . . RR ∈ C≤N−D−1[z] be the
corresponding quotients, i.e., Xr(z) = Q(z)Rr(z) for r = 1, . . . , R with gcd{R1, R2, . . . , RR} = 1. Then
we have that

5



1) the GCD H(z) := gcd{Γij}R,R
i,j=1 must have the form

H(z) = cQ(z)Q̃(z), c ̸= 0; (12)

2) given the quotients Rij(z) (i.e., Γij(z) = H(z)Rij(z), gcd{Rij}Ri,j=1 = 1), the quotients of X1,
X2, . . . XR are determined up to a multiplicative constant as

Rr(z) = gcd {Rr1, Rr2, . . . , RrR} . (13)

Proof. Start by 1). Direct calculations show that, for i, j = 1, . . . , R,

Γij(z) = Xi(z)X̃j(z) = Ri(z)R̃j(z)Q(z)Q̃(z).

Then the GCD of polynomials Γij(z) can be explicitly computed as

H(z) = gcd{Γij}Ri,j=1

= gcd
{
gcd{Γ1j}Rj=1, gcd{Γ2j}Rj=1, . . . , gcd{ΓRj}Rj=1

}
= gcd

{
R1QQ̃,R2QQ̃, . . . , RRQQ̃

}
since gcd{R̃1, R̃2, . . . , R̃R} = 1

= cQ(z)Q̃(z) since gcd {R1, R2, . . . RR} = 1

Proof of 2). From 1), we have that Rij(z) = c−1Ri(z)R̃j(z). The determination (13) of Rr(z) is then

straightforward using that gcd {R1, R2, . . . RR} = gcd{R̃1, R̃2, . . . , R̃R} = 1 by assumption.

Lemma 2 shows that the study of the uniqueness properties of (1) is directly related to uniqueness of

the univariate polynomial factorization (12), i.e., the recovery of Q(z) given H(z) = cQ(z)Q̃(z). Indeed,
if Q(z) can be uniquely recovered from H(z), then the polynomials X1(z), X2(z), . . . , XR(z) can be found
by mutiplying Q(z) with the respective quotients R1(z), R2(z), . . . , RR(z) obtained thanks to (13). Before
giving the sufficient and necessary uniqueness condition, we make a remark about the roots of the product
Q(z)Q̃(z) which are key to understanding uniqueness.

Lemma 3. Let Q(z) = λ
∏D

i=1(z − αi) (with possibly repeating αi). Then H(z) = cQ(z)Q̃(z) has the
following factorization

H(z) = cλλ̃

D∏
i=1

(z − αi)(z − α−1
i ). (14)

Furthermore, if α ∈ T, then α = α−1. Therefore, a unit-modulus α is a root of Q(z) of multiplicity µ if
and only if it is a root of H(z) of multiplicity 2µ.

Proof. Follows by straightforward calculation.

Remark 5. From Lemma 3, we see that the unit-modulus roots of H(z) do not contribute to non-
uniqueness of the factorization (1). Indeed, all unit-modulus roots of Q(z) can be uniquely retrieved from
H(z). This helps us to establish a necessary and sufficient condition for uniqueness of the problem (1), as
it will be shown next.

We will also need the following lemma
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Lemma 4. The coefficient of the polynomial X(z)Ỹ (z) at the monomial zN−1 is equal to the inner product
between the vectors of coefficients, that is:

(X(z)Ỹ (z))
∣∣∣
zN−1

= ⟨X,Y ⟩ =
N−1∑
n=0

xnyn.

In particular,

(X(z)X̃(z))
∣∣∣
zN−1

= ⟨X,X⟩ = ∥X∥2.

Proof. Follows from the relation between (1) and autocorrelation, see Appendix A

3.2. The main uniqueness result

Finally, before proving the theorem, we clarify what we mean by uniqueness.

Remark 6. If Γ(z) can be factorized as (1). Then any simultaneous rescaling of the polynomials by β ∈ C,
|β| = 1 provides and alternative factorization since ββ = 1βX1(z)

...
βXR(z)

[βX̃1(z) · · · βX̃R(z)
]
=

X1(z)
...

XR(z)

[X̃1(z) · · · X̃R(z)
]
,

i.e. polynomials Yi(z) = βXi(z) provide an equivalent factorization. In what follows, we refer to essential
uniqueness of the solution (1) as uniqueness up to a global scaling by a unimodular constant.

Theorem 2. The following equivalences are true:

1. The problem (1) admits a unique solution (in the sense of Remark 6);

2. X1(z), X2(z), . . . , XR(z) have no common roots in (C ∪ {∞}) \ T (common roots may be only on
the unit circle);

3. H(z) = gcd{Γij}Ri,j=1 has no common roots in C \ T
Proof. The proof is organized in several parts.

• 2 ⇔ 3 By Lemma 2, H(z) = cQ(z)Q̃(z), where c is a constant and Q(z) = gcd{Xi(z)}Ri=1.
Therefore, by Lemma 3, H(z) does not have roots outside unit circle if and only if Q(z) does not.
Note that by Lemma 3, the roots of H(z) appear in pairs, and therefore H(z) has an ∞ root if
and only 0 is a root. Thus, we can look at common roots in C instead of the whole C ∪ {∞}.

• 1 ⇒ 2 Suppose that the solution of (1) is essentially unique, but the polynomial Q(z) has a root

α outside the unit circle. Then easy calculations show that polynomial S(z) = Q(z)(z−α−1)
(z−α) satisfies

S(z)S̃(z) = Q(z)Q̃(z).

Note that S(z) is not proportional to Q(z), because

(z − α−1)

(z − α)
̸= const.

Therefore the polynomial vector

(Y1(z), . . . , YR(z)) := (S(z)R1(z), . . . , S(z)RR(z)),

is not proportional to the vector (X1(z), . . . , XR(z)), but gives an alternative factorization Γij(z) =
Yi(z)Yj(z) (a contradiction).
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• 1 ⇐ 2 We begin by noting that there is an equivalence

Γij(z) ≡ 0 ⇐⇒ Xi(z) ≡ 0 or Xj(z) ≡ 0 ⇐⇒ Γii(z) ≡ 0 or Γjj(z) ≡ 0

Thus we can determine the cases when Xk(z) ≡ 0 and otherwise assume without loss of generality
that Γij(z) ̸= 0 for all i, j.

Assume that H(z) has only unit-modulus roots. By Lemma 3, there is a unique monic polynomial

Q(z) such that H(z) = cQ(z)Q̃(z) = c(Q(z))2. Therefore, by Lemma 2, we can find the quotients
R1(z), . . . , RR(z) up to a multiplicative constants. Therefore, we can determine the polynomials
Xk(z) = Rk(z)Q(z) up to a multiplicative constant, i.e.,

W1(z) = c1X1(z), . . . , WR(z) = cRXR(z),

where ck ∈ C \ {0}. Note that we recovered Xk(z) up to individual scalings. In what follows, we
show how to remove these scalings.

We assume that one of them is nonzero, i.e. Wk(z) ̸≡ 0. First, we determine |ck|, and for that we
invoke Lemma 4. We note that

γkk[0] = (Γkk(z))|zN−1 = (Xk(z)X̃k(z))
∣∣∣
zN−1

= ∥Xk∥22

Therefore, we have that

|ck| =
∥Wk∥2√
γkk[0]

.

Therefore, we conclude that for all j

|Wk|√
γkk[0]

Γjk(z)

W̃k(z)
=

|Wk|√
γkk[0]

Xj(z)

ck
= βXj(z)

where β ∈ T does not depend on j.

Remark 7. Note that the uniqueness condition given in Theorem 2 clarifies previous statements made in
the literature [9, 2] for the case of two polynomials (R = 2). In particular, in [9, Theorem 1] it was claimed
that a necessary and sufficient for uniqueness of the solution of (1) is the coprimeness of the polynomials
X1(z) and X2(z). Theorem 2 shows that it was just a sufficient condition, because unimodular roots do
not affect uniqueness. This agrees with a similar behavior observed for uniqueness in univariate 1D phase
retrieval, see e.g., [5].

3.3. The coprime case

In the case where the polynomials are coprime, the reconstruction algorithm considerably simplifies,
which we show in this paper. But before that, we will need the following lemma.

Corollary 1 (GCD solution of (1) for the coprime case). Suppose that gcd(Γij(z)) = 1 (equivalently,
gcd(Xk(z)) = 1). Then the polynomials Xk(z) can be obtained up to a global unimodular constant as
follows:

• Choose k such that Γkk(z) ̸≡ 0.

• Compute the polynomial Wk(z) as GCDs:

Wk(z) := gcd {Γk1,Γk2, . . . ,ΓkR} ;

note that Wj(z) = ckXk(z) (i.e. Xk(z) is recovered up to a multiplicative constant).
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• There exists β ∈ T such that all other polynomials can be recovered up to multiplication by β as

βXj(z) =
|Wk|√
γkk[0]

Γjk(z)

W̃k(z)
.

Proof. The proof is based on the computation presented in the part 1 ⇐ 2 of the proof of Theorem 2.

Corollary 2 (Almost everywhere uniqueness of (1)). In the generic case, the solution of (1) is essentially
unique: there exists a set of (Lebesgue) measure zero in A ⊂ (C≤N [z])R, such that for all (X1, . . . , XR) ∈
(C≤N [z])R \A the solution of (1) is essentially unique.

Proof. It is a well-known results that the two polynomials X1, X2 ∈ C≤N [z] do not have a common root
in C ∪ {∞} if and only if its 2N × 2N Sylvester matrix

S1(X1, X2) =
[
MN−1(X1) MN−1(X2)

]
is nonsingular. The equation det(S1(X1, X2)) = 0 defines an algebraic variety V of dimension 2N + 1 ≤
dim((C≤N [z])2), thus it is a set of measure zero. Taking A = V ×dim(C≤N [z])R−2 concludes the proof.

4. Ambiguities and counting the number of solutions

In this section, we refine Theorem 2 by providing the number of solutions and describing the set of
solutions of (1) in the non-uniqueness case. In essence, this description depends mainly on uniqueness
properties of the factorization (12) (i.e., how to find all Q(z) such that H(z) = Q(z)Q̃(z)). We begin this
section by discussing the number of solutions of the factorization (12), and we conclude by enumerating
the solutions to the matrix polynomial factorization problem (1).

4.1. Univariate autocorrelation factorization

Uniqueness of the factorization (12) is known to be equivalent to the uniqueness of the so called
univariate phase retrieval problem [5, 10]. We adapt these results to the formalism used here of polynomial
with ∞ roots.

Theorem 3 (Number of solutions of (1)). Let H(z) = Q(z)Q̃(z) and µ1, . . . , µND
be the respective multi-

plicities of the ND non-unit-modulus roots pairs (δ1, δ
−1

1 ), . . . , (δND
, δ

−1

ND
) of H(z). Then the problem (1)

admits exactly
ND∏

i=1,|δi|≠1

(µi + 1) (15)

different solutions, where only non-unimodular common roots of X1 and X2 contribute to the total number
of solutions. In particular, when common roots are all simple and outside the unit circle, there is exactly
2ND different solutions.

Proof. Lemma 2 shows that the number of solutions of (1) is exactly the number of different (up to
multiplication by a scalar) polynomials Q(z) such that H(z) = Q(z)Q̃(z). This spectral factorization

problem is equivalent to selecting the roots of Q(z) amongst the root pairs (δi, δ
−1

i ) of H(z). Since

µ1, . . . , µND
are the multiplicities of the root pairs of H(z), then for each root pair (δi, δ

−1

i ) one has to
select exactly µi roots among those pairs, leading to a polynomial Q(z) of degree D = µ1 + . . .+ µND

.

Consider a non-unit root pair (δi, δ
−1

i ) with multiplicity µi; then the number of different combinations
of µi roots is that of a random draw of k = µi items with replacement in a set of n = 2 elements,
i.e., (n+k−1)!/(k!(n−1)!) = µi+1. Repeating the same process for each root pair gives the total number
(15) of solutions to the problem (1).
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Remark 8 (Counting multiplicities). The number of solutions (15) depends in fact on the multiplicities

of pairs of roots of Q(z). This means in particular that if δ and δ
−1

are roots of Q(z) with multiplicities

µ1 and µ2, then the multiplicity of the pair (δ, δ
−1

) of H(z) is equal to µ1+µ2. The same applies to 0 and
∞ roots.

Example 4. Consider Q(z) = A(z) that is the polynomial from Example 1 having double ∞ root and
simple roots {−2, 1, 0}. Then the polynomial H(z) = A(z)Ã(z) is given by

H(z) = Q(z)Q̃(z) = −1

2
(z −∞)3

(
z +

1

2

)
(z + 2)(z − 1)2z3.

The multiplicity of the root pair (0,∞) is 3, while the root pair (−2,− 1
2 ) have multiplicity 1. This yields

a total of 4 · 2 = 8 solutions, where the other factorizations are given by permuting 0 and ∞ roots or/and
replacing root −2 with − 1

2 , For example, some of possible alternative factorisations are given by Q(z) =
1
2 (z + 2)(z − 1)z3 or Q(z) = (z + 1

2 )(z − 1)z3.

4.2. Enumerating all solutions

We conclude the study of uniqueness properties of (1) in Theorem 4 below.

Theorem 4 (Expression of the solutions of (1)). Let H(z) = gcd({Γij}) = Q(z)Q̃(z) and suppose H(z)

has D pairs of roots (δi, δ
−1

i ) (possibly repeating). Let Rk(z) ∈ CN−D−1[z], k = 1, . . . , R be determined as
in (13), and denote by αki the roots of Rk(z). Then all solutions X ′

1(z), . . . , X
′
2(z) to the problem (1) can

be expressed as

X ′
1(z) = eȷθλ1

D∏
i=1

(z − βi)

N−D−1∏
i=1

(z − α1i), (16)

... (17)

X ′
R(z) = eȷθλR

D∏
i=1

(z − βi)

N−D−1∏
i=1

(z − αRi), (18)

where each βi is chosen among zeros pairs (δi, δ
−1

i ) of H(z); the angle θ ∈ (−π, π) accounts for the global
phase trivial ambiguity.

Proof. Denote by αki the N −D − 1 roots of Rk(z) and assume that we can write

Rk(z) = ck

N−D−1∏
i=1

(z − αki),

where ck ∈ C are constants. Then we have that, by Lemma 2, Γij(z) = X ′
i(z)X̃

′
j(z), where

X ′
k(z) = λkQ(z)Rk(z),

where Q(z) is such that H(z) = cQ(z)Q̃(z) and λk can be determined in the same fashion as the constants
in Theorem 2.

Thus all possible solution depends on the solution of the factorization problem H(z) = cQ(z)Q̃(z).

Denoting by (δi, δi
−1

) the pair roots of H(z), then Q(z) can be written as

Q(z) =

D∏
i=1

(z − βi), βi ∈ {δi, δi
−1}. (19)
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As explained in Theorem 3, the number of different solutions for Q(z) dictates the number of solutions for
problem (1). Thus, if polynomials (X ′

1(z), . . . , X
′
R(z)) are solutions of (1) then they can be expressed as

X ′
1(z) = λ1

D∏
i=1

(z − βi)

N−D−1∏
i=1

(z − α1i) (20)

... (21)

X ′
R(z) = λR

D∏
i=1

(z − βi)

N−D−1∏
i=1

(z − αRi). (22)

where λ1, . . . , λR can be determined in a similar fashion as in Theorem 2.

The next proposition provides an explicit expression of solutions of (1) in the simplified case of R = 2
and where there are no 0 or ∞ roots in common, meaning that x[0] ̸= 0 and x[N − 1] ̸= 0. This setting
is relevant to the context of polarimetric phase retrieval [1].

Proposition 1. For the case of two polynomials (R = 2), such that H(z) does not have roots {0,∞}, the
constants λ1, λ2 ∈ C in (4) are given by

λ1 =

√√√√|γ11[N − 1]|
D∏
i=1

|βi|−1

N−D−1∏
i=1

|α1i|−1, (23)

λ2 = eȷ∆

√√√√|γ22[N − 1]|
D∏
i=1

|βi|−1

N−D−1∏
i=1

|α2i|−1, (24)

where ∆ reads

∆ = π(N − 1) + arg γ12[N − 1] +

D∑
i=1

arg βi +

N−D−1∑
i=1

argα2i . (25)

Proof. To determine λ1 and λ2, one writes the expression of the measurements polynomials in terms of
X ′

1(z) and X ′
2(z) above. For instance:

Γ11(z) = X ′
1(z)z

N−1X ′
1(z

−1)

= |λ1|2
D∏
i=1

(z − βi)

N−D−1∏
i=1

(z − α1i)

D∏
i=1

(1− βiz)

N−D−1∏
i=1

(1− α1iz)
(26)

Using that Γ11(z) :=
∑2N−2

n=0 γ11[n−N + 1]zn, identifying leading order coefficients yields

γ11[N − 1] = |λ1|2(−1)N−1
D∏
i=1

βi

N−D−1∏
i=1

α1i (27)

Similarly, one gets

γ22[N − 1] = |λ2|2(−1)N−1
D∏
i=1

βi

N−D−1∏
i=1

α2i (28)

γ12[N − 1] = λ1λ2(−1)N−1
D∏
i=1

βi

N−D−1∏
i=1

α2i (29)
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These relations determine uniquely the amplitudes of λ1, λ2 as well as the phase difference between λ1 and
λ2. Thus λ1, λ2 are unique up to a global phase factor exp(ȷθ), θ ∈ [−π, π). One obtains eventually the
following expressions

λ1 = eȷθ

(
|γ11[N − 1]|

D∏
i=1

|βi|−1
N−D−1∏

i=1

|α1i|−1

)1/2

(30)

λ2 = eȷ(θ−∆)

(
|γ22[N − 1]|

D∏
i=1

|βi|−1
N−D−1∏

i=1

|α2i|−1

)1/2

(31)

with

∆ = arg(λ1λ2) (32)

= π(N − 1) + arg γ12[N − 1] +

D∑
i=1

arg βi +

N−D−1∑
i=1

argα2i . (33)

A. Link between matrix polynomial factorization and autocorrelation

The matrix polynomial rank-one factorization problem (1) arises in multivariates instances of Fourier
phase retrieval [1] and blind multichannel system identification [2]. In such applications, one is interested
in recovering a deterministic discrete vector signal x : J0, N−1K → CR from the different cross-correlations
functions between the R signal channels. Now, define the polynomial representation of the i-th channel of x

as Xi(z) =
∑N−1

n=0 xi[n]z
n. Similarly, define the correlation polynomial Γij(z) :=

∑2(N−1)
n=0 γij [n−N+1]zn.

Then, a key result is that

Γij(z) = Xi(z)X̃j(z) (34)

since

Xi(z)X̃j(z) =

(
N−1∑
n=0

xi[n]z
n

)(
N−1∑
m=0

xj [N − 1−m]zm

)
(35)

=

N−1∑
m=0

N−1∑
n=0

xi[n]xj [N − 1−m]zn+m (36)

=

N−1∑
n=0

N−1∑
m=0

xi[n]xj [m]zn+N−1−m (37)

=

2(N−1)∑
n′=0

γij [n
′ −N + 1]zn

′
:= Γij(z). (38)

Therefore, defining the matrix polynomial Γ(z) such that

Γ(z) =

Γ11(z) · · · Γ1R(z)
...

...
ΓR1(z) · · · ΓRR(z)

 =

2N∑
n=0

γ11[n−N + 1] · · · γ1R[n−N + 1]
...

...
γR1[n−N + 1] · · · γRR[n−N + 1]

 zn :=

2(N−1)∑
n=0

Γ[n]zn

(39)
where {Γ[n] ∈ CR×R}Nn=−N+1 + 1 is the auto-correlation matrix sequence of the D-dimensional vector

signal {x[n] ∈ CR}N−1
n=0 . Plugging (34) into (39) yields the rank-one autocorrelation matrix factorization

problem (1).
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