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Can sparsity improve the privacy of neural networks?
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Abstract – Sparse neural networks are mainly motivated by ressource efficiency since they use fewer parameters than their dense
counterparts but still reach comparable accuracies. This article empirically investigates whether sparsity could also improve the
privacy of the data used to train the networks. The experiments show positive correlations between the sparsity of the model, its
privacy, and its classification error. Simply comparing the privacy of two models with different sparsity levels can yield misleading
conclusions on the role of sparsity, because of the additional correlation with the classification error. From this perspective, some
caveats are raised about previous works that investigate sparsity and privacy.

1 Introduction
Deep neural networks are state-of-the-art for many learning

problems. In practice, it is possible to tune the parameters of
a given network in order to perfectly interpolate the available
data [18]. This overfitting regime is of practical interest since
good performances can be obtained this way [2]. However, it
comes with an increased risk in terms of privacy [13], since
the network memorizes information about training data, up
to the point of interpolating them. Among these information,
some might be confidential. This raises the question of what
information can be inferred given a black-box access to the
model.

To detect an overfitting situation, an indicator is given by the
ratio of the number of parameters by the number of data points
available: the more parameters there are, the more the model
can interpolate the data. In order to hinder the capacity of the
model to overfit, and thus to store confidential information, this
work studies the role of the number of nonzero parameters used.
Can we find a good trade-off between model accuracy and
privacy by tuning the sparsity (number of nonzero parameters)
of neural networks?

Attacks such as "Membership Inference Attack" (MIA) can
infer the membership of a data point to the training set [14],
using only a black-box access to the targeted model. This can
be problematic in case of sensitive data (medical data, etc.).
Given a network, how could one reduce the risk of such attacks,
while preserving its performances as much as possible?

Numerous procedures have been proposed to defend against
MIAs [9]. In this work, the studied approach consists in de-
creasing the number of nonzero parameters used by the net-
work in order to reduce its memorization capacity, while pre-
serving as much as possible its accuracy. Decreasing the num-
ber of parameters can either be done by considering smaller
(dense) networks as in [15], or by considering sparse subnet-
works, as done here 1.
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1. One can empirically find sparse subnetworks that are more accurate
than small dense networks: sparse subnetwork ≃ dense counterpart >
smaller dense network [6].
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Figure 1 – Means and standard deviations of the accuracy and
defense level of various sparse networks. The percentage of
nonzero weights is given in blue for IMP (∗ p%), and in red
for Butterfly (• p%). The color indicates the percentage of
nonzero parameters (in black from 50 to 100%).

Related works. Whether sparsity improves privacy with-
out further adjustment of the training algorithm has already
been partially explored [1, 16, 17]. In the light of the experi-
ments performed in this work, shortcomings of the previous
approaches will be discussed in section 4.

Contributions and results. This work studies two types of
sparsity detailed in section 3: one without any constraints on
the support (location of the nonzero weights), referred to as
unstructured sparsity [6], the other one being structured spar-
sity [4, 11]. The results in section 4 show positive correlations
between the classification error of the model, its sparsity, and
its privacy (measured by the attack’s error, see Figure 1).

1. This is the case for unstructured sparsity, already ex-
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Figure 2 – Experiments obey to the following pipeline: two networks are trained in the same fashion on Dtarget
train and Dshadow

train
respectively. Rshadow, Dshadow

train and Dshadow
test are then used to train a discriminator that will attack Rtarget by trying to infer the

membership of x in Dtarget
train .

plored in [17], but with different conclusions. This is
discussed in section 4.

2. For structured sparsity, the experiments suggest a trade-
off between privacy and performance similar to the un-
structured case. This is remarkable as the structure is
fixed beforehand, independently of the data.

As the presence of a correlation between the classification
error of the model and its privacy is observed in the experi-
ments, future works should design experiments that control
the impact of the model’s classification error in order to con-
clude anything on the role of sparsity. Indeed, it could be that
the sparse networks encountered in the experiments are more
private than their dense counterparts just because they are less
accurate.

A look at previous works on sparsity and privacy shows that
this fact was not taken carefully into account, see section 4.

Plan Section 2 introduces the MIAs used for the experiments.
Section 3 describes the types of sparsity used to defend against
MIAs. Section 4 gives the results of the experiments.

2 MIA with a shadow model
Given a dataset Dtarget, and a target network Rtarget trained

on a subset Dtarget
train of Dtarget, a membership inference attack

(MIA) consists in infering the membership function

mtarget : x ∈ Dtarget 7→
{

1 if x ∈ Dtarget
train ,

0 otherwise.

with only a black-box access to the function x 7→ Rtarget(x).
Most of the existing attacks try to measure the confidence of
the model in its predictions made locally around x. If the
measured confidence is high enough, then the attacker answers
positively to the membership question.

In practice, the most efficient attacks consist in training
a discriminator model that makes a decision based on local
information of Rtarget around x. This discriminator is trained
from one or several shadow network(s) [9], as explained below
(see also Figure 2). Experiments of section 4 consider the
less expensive case where the attacker trains a single shadow
network.

Shadow network Assume that the attacker has access to
a dataset Dshadow from the same distribution as Dtarget. The
attacker trains their own shadow network Rshadow on a sub-
set Dshadow

train of their data. Ideally, Rshadow is trained un-
der the same conditions as Rtarget (same architecture and
same optimization algorithm). At this point, the attacker
has a tuple (Rshadow,Dshadow,Dshadow

train ) which is similar to
(Rtarget,Dtarget,Dtarget

train ), and knows the shadow membership
function mshadow.

Discriminator Afterwards, the attacker trains a discrimi-
nator to approximate mshadow, given a black box access to
Rshadow. This discriminator is then used as an approximation
of mtarget given a black box access to Rtarget. The model for the
discriminator can be any classical classifier (logistic regression,
neural network, etc.) [9].

3 Defense and neural network pruning
Training sparse neural networks is first motivated by needs

for frugality in resources (memory, inference time, training
time, etc.).

This work investigates another property of sparsity: whether
it can also improve the privacy of the training data. Note that
a perfectly confidential network has not learned anything from
the data and has no practical interest. Thus, a trade-off between
confidentiality and accuracy must be made according to the
task at hand. In what follows, two different types of sparsity
are considered.

3.1 Unstructured sparsity via IMP
In the first case, no specific structure is imposed on the set

of nonzero weights. The weights that are set to zero (pruned)
are selected by an iterative magnitude pruning process (IMP)
[6]: (i) train a network the usual way, (ii) prune p% of the
weights having the smallest magnitude, (iii) adjust the remain-
ing weights by re-training the network (weights that have been
pruned are masked and are no longer updated), then go back
to (ii) until the desired level of sparsity is reached.

This procedure finds sparse networks with empirically inter-
esting statistical properties [6, 7].
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3.2 Structured butterfly sparsity
In the second case, the so-called "butterfly" sparsity is struc-

tured: the weight matrices of the neural network are con-
strained to be a product of sparse matrices with specific sup-
ports [4, 10, 11], see Figure 3. This type of sparsity is particu-
larly interesting for resource efficiency. Indeed, any N ×N
matrix with such a factorization has a matrix-vector multipli-
cation complexity which is sub-quadratic in theory. It is for
example O(N logN) for some supports [5], against O(N2)
in general.

Figure 3 – Example of supports enforced to the sparse factors
in a butterfly decomposition.

To enforce the butterfly structure in a neural network, the
weight matrices W are parameterized as W = X(1) . . .X(L),
and only the nonzero coefficients of X(1), . . . ,X(L) are ini-
tialized and then optimized by stochastic gradient descent. In
the case of a convolution layer, the matrix W for which we
impose such a structure corresponds to the concatenation of
the convolutional kernels [11]. Butterfly networks can reach
empirical performances comparable to a dense network on
image classification tasks [4, 11].

4 Experimental results
All hyperparameters (including the discriminator architec-

ture) have been chosen via grid search, with results averaged
on three experiments.

Dataset. Experiments are performed on CIFAR-10. The
dataset is randomly (uniformly) partitioned into 4 subsets
Dtarget

train ,Dtarget
test ,Dshadow

train ,Dshadow
test of 15000 images, respectively

used to train and test the target and shadow networks. The
membership functions are defined as in section 2, with
Dtarget := Dtarget

train ∪ Dtarget
test and Dshadow := Dshadow

train ∪ Dshadow
test .

For the target and shadow network, among their 15000 train-
ing data points, 1000 are randomly chosen and fixed for all
our experiments as a validation set (used to tune the hyper-
parameters, and for the stopping criterion).

Training of the target and shadow models. The target and
shadow networks have a ResNet-20 architecture [8] (272474
parameters). They are trained to minimize the cross-entropy
loss by stochastic gradient descent (momentum 0.9, no Nes-
terov acceleration) on their respective training sets for 300
epochs, with a batch size of 256. The dataset is augmented
with random horizontal flipping and random cropping. The
initial learning rate is divided by 10 after 150 and 225 epochs.
The weights of the neural networks are initialized with the stan-
dard method on Pytorch, following a uniform distribution on
(−1/

√
n, 1/

√
n) where n is the input dimension for a linear

layer, and n is input dimension×kernel width×kernel height
for a convolution.

Table 1 – Hyperparameters for the training of the target and
the shadow neural networks.

Network % of nonzero params Initial learning rate Weight decay
ResNet-20 dense 100 % 0.03 0.005

Butterfly (S = 1, L = 2) 32.3 % 0.3 0.0005
Butterfly (S = 1, L = 3) 29.6 % 0.3 0.0001
Butterfly (S = 2, L = 2) 15.9 % 0.3 0.0005
Butterfly (S = 2, L = 3) 12.9 % 0.1 0.001
Butterfly (S = 3, L = 2) 11.8 % 0.3 0.0005
Butterfly (S = 3, L = 3) 8.5 % 0.1 0.001

IMP with k prunings ≃ 100× (0.8)k% 0.03 0.005

The initial learning rate and the weight decay are reported
in table 1. These hyperparameters lead to the same perfor-
mance as in [8] when using the whole 50000 training images
of CIFAR-10 instead of 15000 of them as it is done for the
target and shadow networks.

For IMP, 24 prunings and readjustments of the parameters
are performed. Each readjustment is done with the same train-
ing procedure as above (300 epochs, etc.). Before pruning, the
weights are rewound to the values they had at the end of the
epoch of maximum validation accuracy in the last 300 epochs.

For training ResNet-20 with the butterfly structure, the origi-
nal weight matrices of some convolution layers are substituted
by matrices admitting a butterfly factorization, with a number
L = 2 or 3 of factors, following a monotonic chain minimiz-
ing the number of parameters in the factorization [11]. The
substituted layers are those of the S = 1, 2 or 3 last segments 2

of ResNet-20.

Discriminator training. A discriminator takes as inputs
the class i of x, the prediction R(x) made by a network R
(target or shadow), as well as an empirical approximation
of 1

ϵE (|R(x)−R(x+ ϵN )|) for ϵ = 0.001 and a standard
normal vector N , where the approximation is made by av-
eraging over 5 samples. This expectation encodes local first
order information of R around x. For each pair of networks
(Rtarget,Rshadow), three discriminators (perceptrons) are trained,
with respectively 1, 2, 3 hidden layer(s) and 30, 30, 100 neu-
rons on each hidden layer. The binary cross entropy is mini-
mized with Adam for 80 epochs, without weight decay and for
three different learning rates {0.01, 0.001, 0.0001}.

Privacy and performance metrics The performance of the
network is measured by its accuracy (percentage of the data
correctly classified), and the privacy is measured by the ac-
curacy of the attacker. In our case, there are as much seen as
unseen data during training of the network (target or shadow).
Ideally, the discriminator should not do better than guessing
randomly, having then an accuracy of 50%. When the discrim-
inator has a higher accuracy, this means that the training data
is less confidential.

Results The experiments show that the privacy improves
when both the sparsity goes up and the performance goes
down. This shows that experiments of this type cannot be
sufficient to conclude on the role of sparsity for privacy, since
the performance is clearly correlated with the privacy, and

2. A segment is three consecutive basic blocks with the same number of
filters. A basic block is two convolutional layers surrounded by a residual
connection.
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it could be the main explicating variable. This suggests that
further experiments are needed, for instance by keeping the
performance of the sparse networks at a constant level. More-
over, larger scale experiments seem to be needed to reduce the
standard deviations observed on the privacy metric (the attack
accuracy).

Caveats of previous works. In the light of Figure 1, the
experiments that assess the role of sparsity for privacy should
take into consideration:

(1) the possible presence of a correlation between the accu-
racy of the model and the privacy;

(2) the possibly high standard deviations of the privacy met-
ric.

To the best of our knowledge, the three papers [1, 16, 17] are
the only works that investigate the role of sparsity for privacy.
Unfortunately, points (1) and (2) are not taken into account in
previous approaches, as discussed below.

The experimental results in [17] suggest that increasing the
sparsity degrades privacy. However, the Figure 7 of [17] is
subject to point (1) for most of the reported configurations,
and subject to point (2) in all configurations. Indeed, it shows
that most of the sparse networks that are less private than their
dense counterparts are also more accurate. This is exactly
point (1), and it is thus impossible to rule out that it is the
increased accuracy, rather than the increased sparsity, that may
cause the loss in privacy. For the few models of Figure 7 in
[17] that do not suffer from point (1), they still suffer from
point (2). Standard deviations are not reported in [17], while
Figure 1 show high standard deviations in a similar setup.

In the results of [16], no obvious correlations can be inferred
between the accuracy of the model and its privacy. But the
absence of standard deviations makes any conclusion on the
role of sparsity hard to draw.

The results of [1] suggest that lottery ticket networks have
identical privacy risks as their dense counterparts. Yet the
classification accuracy of the networks was not reported and
not taken into account. Moreover no standard deviations are
displayed in the figures presenting the results. Again, it is hard
to conclude from these experiments.

5 Conclusion
Sparsity is firstly motivated by resource efficiency. This

work investigates whether it can also be used for privacy con-
cerns in the case of unstructured sparsity (IMP) and structured
sparsity (butterfly). The experiments show a positive correla-
tion between the classification error of the model, its sparsity
and its privacy. These results led to the identification of two
important points that should be taken into account in future
works that investigate sparsity and privacy: 1) the potential
presence of a correlation with the classification error and 2)
the potentially high variability in the privacy metric. More-
over, attacks that are more statistically relevant, but also more
expensive, should be considered in the future [3].
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