
HAL Id: hal-04061392
https://hal.science/hal-04061392

Submitted on 6 Apr 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Periodic cyclic homology of crossed products
Michael Puschnigg

To cite this version:
Michael Puschnigg. Periodic cyclic homology of crossed products. Cyclic Cohomology at 40: Achieve-
ments and Future Prospects, A.Connes, C.Consani, M.Khalkhali, Sep 2021, Toronto, Canada. pp.435-
455, �10.1090/pspum/105/01912�. �hal-04061392�

https://hal.science/hal-04061392
https://hal.archives-ouvertes.fr


Periodic cyclic homology of crossed products

Michael Puschnigg

Abstract

We discuss the cyclic homology of crossed product algebras from the
Cuntz-Quillen point of view. The periodic cyclic homology of a crossed prod-
uct algebra A o G is described in terms of the G-action on periodic cyclic
bicomplexes of crossed products of A by the cyclic subgroups of G .

1 Introduction

The work of Burghelea [Bu] and Nistor [Ni] on the cyclic homology of group rings
and crossed product algebras, carried out soon after the invention of cyclic homology
fourty years ago, constitutes an integral part of the theory. They observed that the
cyclic chain complex of the crossed product of a complex algebra A by the action
of an abstract group G decomposes as a direct sum of contributions labeled by the
conjugacy classes of G and express the various corresponding summands of cyclic
homology in terms of classical derived functors. The contribution of the unit class
turns out to be isomorphic to the hyperhomology of G with values in the cyclic
chain complex of A, and a similar description is given for the contributions of the
conjugacy classes of torsion elements in G. Less explicit qualitative results are ob-
tained for the contributions of the other conjugacy classes.

The 40th Birthday Conference of cyclic homology seems to be an appropriate occa-
sion to review the work of Burghelea and Nistor from the point of view of Cuntz and
Quillen [CQ1],[CQ2], which provides a great deal of conceptual insight into cyclic
theory. Typical features of the Cuntz-Quillen approach are the strictly Z/2Z-graded
setting, emphasizing periodic cyclic rather than ordinary cyclic or Hochschild the-
ory, and the extensive use of universal algebras.

We recall the“derived functor analogy” of Cuntz-Quillen, which serves as a guid-
ing principle for our work. Classical derived functors on the derived category of an
abelian category are constructed by replacing an arbitrary chain complex by a well
behaved quasi-isomorphic complex and by evaluating the functor to be derived on
the latter. Cuntz and Quillen propose to replace a given algebra by a well behaved
topologically nilpotent extension, and to study the given functor, in our case the
periodic cyclic bicomplex, on the latter algebra.
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In this spirit we introduce for a given set X a natural nilpotent extension k〈X〉
of the ground field k ⊃ Q. In particular, if a group G acts on X, then k〈X〉 becomes
a kG-algebra. For X = G, equipped with the translation action, and a kG-algebra
A the G-algebra A〈G〉 = A⊗kk〈G〉 is then a natural nilpotent extension of A which
is free as a G-module. It serves as our “well behaved model” of A and will play a
key role throughout this paper.

In order to formulate our results conveniently we introduce periodic cyclic bicom-
plexes ĈC(A : R), given by the usual direct product of tensor powers of the given
algebra A, but this time relative to a not necessarily commutative ground ring R.

The cyclic bicomplex ĈC∗(A〈G〉oG : k oG)[e], i.e. the contribution of the conju-

gacy class of the unit to ĈC∗(A〈G〉oG : koG), has then two canonical bases and

can be written in two ways. On the one hand we find the bicomplex ĈC∗(AoG)[e],

and on the other hand the space of G-coinvariants of the complex ĈC∗(A〈G〉). As
the latter is a complex of free G-modules HP∗(AoG)[e] equals the hyperhomology

of G with coefficients in ĈC∗(A〈G〉). Goodwillie’s theorem on the invariance of
periodic cyclic homology under nilpotent extensions allows to identify this with the
hyperhomology of G with coefficients in ĈC∗(A), recovering the result of Nistor [Ni].
A similar picture emerges for the contributions of the other conjugacy classes. For
elements v ∈ G of finite order we find a natural isomorphism

HP∗(AoG)[v]
'−→ Ĥ∗

(
Zv, ĈC(Ao vZ : k o vZ){v}

)
. (1.1)

where Zv denotes the centralizer of v in G. It follows that the elliptic part of the
periodic cyclic homology of a crossed product, i.e. the contribution of the conjugacy
classes of all torsion elements except the unit, is given by

HP∗(AoG)ell ' Ĥ∗

G, ⊕̂
v∈G

1<|v|<∞

ĈC∗(Ao vZ : k o vZ){v}

 . (1.2)

For conjugacy classes of elements v ∈ G of infinite order we obtain partial results
similar to those of Nistor [Ni].

Roughly speaking one could say that the periodic cyclic homology of a crossed
product AoG is determined by a family of cyclic bicomplexes of the crossed prod-
ucts of A by the cyclic subgroups of G and the G-action on this family.

Our approach not only provides quite explicit and rather simple formulas for the
contributions of various conjugacy classes to the periodic cyclic (co)homology of a
crossed product, but also extends nicely to a topological setting. The attempt of
adapting Nistor’s original approach to Banach crossed products was, on the contrary,
a quite frustrating experience for the author and motivated the present research.
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I thank the referee for a very thorough reading of the manuscript, his suggestions
for improvement, and for pointing out an error in the first version of the paper.

2 Preliminaries

2.1 Base change of cyclic complexes

Fix a field k of characteristic 0 and a unital associative k-algebra R.

Definition 2.1. An R-algebra is a unitary R-bimodule A, together with an R-
bimodule homomorphism

m : A⊗R A → A, (2.1)

which defines a (not necessarily unital) k-algebra structure on A. A homomorphism
ϕ : A → B of R-algebras is a map which is simultaneously a homomorphism of
R-bimodules and of k-algebras.

With this definition R-algebras form a category.

Definition 2.2. Let A be an R-algebra. The graded R-bimodule

Ω∗(A : R) =
∞⊕
n=0

Ωn(A : R) (2.2)

of algebraic differential forms of A over R is defined as

Ωn(A : R) ' A⊗
n+1
R ⊕ A⊗nR

a0da1 . . . dan ↔ a0 ⊗ a1 ⊗ . . .⊗ an

da1 . . . dan ↔ a1 ⊗ . . .⊗ an

(2.3)

with R-bimodule-structure induced by the natural one on the tensor powers of A. The
commutator quotient with respect to this bimodule structure is the graded k-vector
space

Ω∗(A : R)\ = Ω∗(A : R)/[Ω∗(A : R), R]. (2.4)

Note that this differs from the notion of relative differential forms in [CQ1].
Under the canonical linear projection

Ω∗A = Ω∗(A : k)\ → Ω∗(A : R)\ (2.5)

the well known Hochschild- and Connes-operators

b : Ω∗A → Ω∗−1A, B : Ω∗A → Ω∗+1A (2.6)

descend to linear operators

b : Ω∗(A : R)\ → Ω∗−1(A : R)\, B : Ω∗(A : R)\ → Ω∗+1(A : R)\, (2.7)

satisfying the usual identities

b2 = B2 = bB +Bb = 0. (2.8)
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Definition 2.3.

i) The cyclic bicomplex of A over R is given by

CC∗(A : R) = (Ω∗(A : R)\, b+B) . (2.9)

This is a Z/2Z-graded contractible chain complex.

ii) The Hodge filtration of the cyclic bicomplex is the descending filtration by the
subcomplexes

FilmHodgeCC∗(A : R) =
∞⊕
n=m

Ωn(A : R)\ ⊕ b(Ωm(A : R)\), m ∈ N, (2.10)

generated by the algebraic differential forms of degree at least m.

iii) The associated graded complex is quasi-isomorphic to the Hochschild complex

C∗(A : R) = (Ω∗(A : R)\, b) . (2.11)

iii) The periodic cyclic bicomplex of A over R is the completion of CC∗(A : R)
with respect to the topology defined by the Hodge filtration:

ĈC∗(A : R) =

(
∞∏
n=0

Ωn(A : R)\, b+B

)
. (2.12)

This is a complete Z/2Z-graded chain complex, the grading being given by the parity
of forms.

iv) The periodic cyclic homology HP∗(A : R) of A over R is the homology

of the periodic cyclic bicomplex ĈC∗(A : R). The periodic cyclic cohomol-
ogy HP ∗(A : R) of A over R is the cohomology of the topologically dual complex

of k-linear functionals on ĈC∗(A : R) which are continuous (i.e., vanishing on

FilnHodgeĈC∗(A : R) for n� 0).

Every homomorphism f : A → B of R-algebras gives rise to a continuous mor-
phism ĈC(f) : ĈC∗(A : R) → ĈC∗(B : R) of periodic cyclic bicomplexes. So the
periodic cyclic bicomplex defines a functor from the category of R-algebras to the
category of Z/2Z-graded topologically complete chain complexes.
If S ⊂ R is a unital subalgebra, the canonical projection Ω∗(A : S)\ → Ω∗(A : R)\
induces a morphism

πS,R : ĈC∗(A : S) −→ ĈC∗(A : R) (2.13)

of topologically complete chain complexes.

Example 2.4. For unital A one has

ĈC(A : A) =
∞∏
n=0

A/[A,A], HP0(A : A) = A/[A,A], HP1(A : A) = 0. (2.14)
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2.2 Auxiliary algebras

Let X be a set and let k〈X〉 be the k-vector space over X. The projection

p : X ×X → X, (x, y) 7→ y (2.15)

turns k〈X〉 into an associative k-algebra with multiplication

m : k〈X〉 ⊗k k〈X〉 = k〈X ×X〉 k〈p〉−→ k〈X〉. (2.16)

If X consists of a single element the algebra thus obtained is canonically isomorphic
to the ground field k. Every map of sets f : X → Y gives rise to an algebra
homomorphism

k〈f〉 : k〈X〉 → k〈Y 〉. (2.17)

In particular, every action of a group G on X induces a G-action on k〈X〉 by k-
algebra automorphisms. The constant map to a point defines an augmentation
homomorphism

εX : k〈X〉 → k. (2.18)

The multiplication in k〈X〉 is characterized by the identity

a · b = εX(a)b, ∀a, b ∈ k〈X〉. (2.19)

In particular, the augmentation ideal Iε = Ker(εX) satisfies

I2
ε = Iε · k〈X〉 = 0. (2.20)

The tensor product of a unital k-algebra A and k〈X〉 in the category of k-algebras
is denoted by

A〈X〉 = A⊗k k〈X〉. (2.21)

The algebra extension

0 −→ Iε ⊗k A −→ A〈X〉 εA−→ A −→ 0 (2.22)

is nilpotent by (2.20) and splits (non-canonically) as extension of k-algebras. If a
group G acts on the k-algebra A and acts also freely on the set X, the diagonal
action turns A〈X〉 into a G-algebra whose underlying G-module is free.

3 Cyclic complexes of crossed products

3.1 Cyclic complexes attached to crossed products

Let G be a group and let A be a unital G-algebra over k. We let k〈G〉 carry the
G-action induced by left translation and equip A〈G〉 with the diagonal G-action.

Lemma 3.1. Let U ⊂ G be a subgroup and let σ : U\G → G be a set theoretic
section of the canonical projection G→ U\G.
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i) The linear map

ισ : (Ao U)〈U\G〉 → A〈G〉o U,

(uga)〈x〉 7→ ug(a〈σ(x)〉)
(3.1)

is a homomorphism of k-algebras.

ii) The composition of chain maps

CC∗((Ao U)〈U\G〉) CC(ισ)−→ CC∗(A〈G〉o U)

‖ ↓ πk,koU

CC∗((Ao U)〈U\G〉) '−→ CC∗(A〈G〉o U : k o U)

(3.2)

is an isomorphism of filtered bicomplexes (with respect to Hodge filtrations).

Proof: i) The map ισ is an algebra homomorphism as

ισ((uga)〈x〉)ισ((uhb)〈y〉) = uga〈σ(x)〉uhb〈σ(y)〉 = ughh
−1(a〈σ(x)〉)b〈σ(y)〉 =

= ughh
−1(a)〈h−1σ(x)〉b〈σ(y)〉 = ughh

−1(a)b〈h−1σ(x)〉〈σ(y)〉 = ughh
−1(a)b〈σ(y)〉 =

= ισ((ughh
−1(a)b)〈y〉) = ισ((uga)〈x〉 · (uhb)〈y〉).

ii) Note that the k-linear map

kU ⊗k A〈U\G〉 ⊗k kU −→ A〈G〉o U

ug ⊗ a〈x〉 ⊗ uh 7→ uga〈σ(x)〉uh = ughh
−1(a)〈h−1σ(x)〉

(3.3)

is an isomorphism of kU -bimodules, so that A〈G〉oU becomes a free kU -bimodule
with basis A〈U\G〉. Consequently

(A〈G〉o U)⊗
n
kU ' (kU ⊗k A〈U\G〉 ⊗k kU)⊗

n
kU ' (kU ⊗k A〈U\G〉)⊗

n
k ⊗k kU

and

(A〈G〉o U)⊗
n
kU/[(A〈G〉o U)⊗

n
kU , kU ] ' (kU ⊗k A〈U\G〉)⊗

n
k ' ((Ao U)〈U\G〉)⊗nk

as k-vector spaces, which shows that the composition of the two chain maps is an
isomorphism. The second assertion follows from the fact that all occuring maps
preserve the degree of differential forms. �

In the sequel we denote by Ad(U) the set U with the adjoint U -action, and let
Vectk(Ad(U)) be the associated k-vector space with linear U -action.
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Lemma 3.2. Let i : A〈G〉 → A〈G〉oU be the canonical inclusion. The linear map

Vectk(Ad(U))⊗k Ω∗(A〈G〉) −→ Ω∗(A〈G〉o U)

ug ⊗ ω 7→ ug · i∗(ω)
(3.4)

fits into a commutative diagram

Vectk(Ad(U))⊗k Ω∗(A〈G〉) −→ Ω∗(A〈G〉o U)

↓ ↓

(Vectk(Ad(U))⊗k Ω∗(A〈G〉))U
'−→ Ω∗(A〈G〉o U : k o U)\

(3.5)

whose lower horizontal arrow is an isomorphism. Here the left vertical arrow is
the projection onto the space of coinvariants under the diagonal U-action and the
right vertical arrow is given by the canonical projection of absolute onto relative
algebraic differential forms. Every subgroup of G centralizing U acts naturally on
this diagram.

Proof: Let Φ be the composition of the upper horizontal and the right vertical
map. We find for h ∈ U

Φ(h(ug ⊗ a0〈g0〉 ⊗ . . .⊗ an〈gn〉)) = Φ(uhgh−1 ⊗ h(a0〈g0〉)⊗ . . .⊗ h(an〈gn〉))

= uhuguh−1h(a0〈g0〉)⊗ . . .⊗ h(an〈gn〉) = uguh−1h(a0〈g0〉)⊗ . . .⊗ h(an〈gn〉)uh

= uguh−1h(a0〈g0〉)uh ⊗ . . .⊗ uh−1h(an〈gn〉)uh = Φ(ug ⊗ a0〈g0〉 ⊗ . . .⊗ an〈gn〉),

which shows that Φ is constant on U -orbits. Using the identification of
Ω∗((A〈G〉)oU : koU)\ with Ω∗((AoG)〈U\G〉) of Lemma 3.1, one may construct
a k-linear section σ′ of Φ by putting

σ′(ug0a0〈x0〉 ⊗ . . .⊗ ugn−1an−1〈xn−1〉 ⊗ ugnan〈xn〉) = (3.6)

ug0...gn ⊗ (g1 . . . gn)−1(a0〈σ(x0)〉)⊗ . . .⊗ g−1
n (an−1〈σ(xn−1)〉)⊗ an〈σ(xn)〉.

The image of σ′ intersects each U -orbit in exactly one element. This proves our
assertion. �
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3.2 The homogeneous decomposition

We recall the well known homogeneous decomposition of cyclic complexes of crossed
product algebras [Bu],[Ni]. Let G be a group and denote by [v] the conjugacy class
of v ∈ G. For a G-algebra A over k let Ω∗(A o G)[v] be the linear span of the
differential forms

a0ug0d(a1ug1) . . . d(anugn) ∈ Ω∗(AoG), g0g1 . . . gn ∈ [v],

and
d(b1uh1) . . . d(bnuhn) ∈ Ω∗(AoG), h1 . . . hn ∈ [v].

Put
CC∗(AoG)[v] = (Ω∗(AoG)[v], b+B). (3.7)

There are canonical decompositions

Ω∗(AoG) =
⊕
[v]

Ω∗(AoG)[v] and CC∗(AoG) =
⊕
[v]

CC∗(AoG)[v], (3.8)

where the sum runs over the set of conjugacy classes of G. If U ⊂ G is a sub-
group, the homogeneous decompositions (3.8) descend under the canonical projec-
tions (2.13) to similar decompositions

Ω∗(AoG : k o U)\ =
⊕
[v]

Ω∗(AoG : k o U)\ [v] (3.9)

and
CC∗(AoG : k o U) =

⊕
[v]

CC∗(AoG : k o U)[v]. (3.10)

The corresponding completions ĈC∗(AoG)[v] and ĈC∗(AoG : koU)[v] are topo-

logical direct summands of ĈC∗(AoG) and ĈC∗(AoG : koU), respectively, but
the latter complexes are in general neither the direct sum nor the direct product of
their factors in the homogeneous decomposition. The partition of the set of con-
jugacy classes of G into the singleton given by the conjugacy class of the unit, the
union of the other conjugacy classes of elements of finite order, and the union of the
conjugacy classes of elements of infinite order gives rise to a decomposition of the
cyclic bicomplex, its completion, and the periodic cyclic (co)homology of a crossed
product algebra into the direct sum of three factors, called their homogeneous,
elliptic and inhomogeneous parts.

For v ∈ G let Zv be its centralizer in G. The cyclic subgroup U of G, generated by
v, fits then into a central extension

1 −→ U = vZ −→ Zv −→ Nv −→ 1. (3.11)

Proposition 3.3. The canonical chain map

CC∗(A〈G〉o U : k o U) −→ CC∗(A〈G〉oG : k oG)
(3.2)
' CC∗(AoG)
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induces an isomorphism(
CC∗(A〈G〉o U : k o U){v}

)
Zv

'−→ CC∗(AoG)[v] (3.12)

of filtered chain complexes (with respect to the Hodge filtrations).

Proof: It is clear that the chain map preserves Hodge filtrations. Therefore it
suffices to show that the underlying map of vector spaces is an isomorphism. By
Lemma 3.2 and (3.9) there is a canonical linear isomorphism

Ω∗(A〈G〉)U
'−→ Ω∗(A〈G〉o U : k o U)\ {v} (3.13)

By construction it commutes with the action of the centralizer Zv, so that one obtains
an isomorphism of the spaces of Zv-coinvariants, which fits into the commutative
diagram

Ω∗(A〈G〉)Zv
'−→

(
Ω∗(A〈G〉o U : k o U)\ {v}

)
Zv

↓ ↓

(V ectk([v])⊗k Ω∗(A〈G〉))G
'−→ Ω∗(A〈G〉oG : k oG)\ [v]

(3.14)

The upper horizontal arrow is an isomorphism by (3.13), the lower one by Lemma
3.2, applied to U = G, and the left vertical arrow is an isomorphism because Zv is
the stabilizer of the element v ∈ [v] under the transitive adjoint action of G on [v].
It results that the right vertical arrow is an isomorphism, which is our assertion. �

3.3 Hyperhomology

It is well known and easy to prove that quasi-isomorphic Z+-graded chain com-
plexes of G-modules have isomorphic hyperhomology groups H∗(G,−). In general
this is no longer true for Z/2Z-graded complexes. This forces us to add this technical
section dealing with several examples for which the previous result continues to hold.

We consider the category of Z/2Z-graded complexes of koG-modules, equipped with
an adic topology, defined by a decreasing chain of subcomplexes. The morphisms
are given by continuous, G-equivariant chain maps. A morphism which becomes
an isomorphism in the associated chain-homotopy category is called a continuous
equivariant chain homotopy equivalence. A filtration defining the given topology
will be called admissible. The completion of such a chain complex in the sense of
general topology equals

Ĉ∗ ' lim
←−
n

C∗/FilnC∗ (3.15)

for any admissible filtration. The algebraic tensor product C∗⊗kC ′∗ of two complexes
is topologized by

Filn(C∗ ⊗k C ′∗) =
∑
p+q=n

FilpC∗ ⊗k FilqC
′
∗ (3.16)
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This is independent of the choice of the admissible filtrations on the individual
factors. The completion Ĉ∗⊗̂kĈ ′∗ of the tensor product C∗⊗k C ′∗ contains in general

the algebraic tensor product Ĉ∗⊗k Ĉ ′∗ of the completions as dense subcomplex. The
complex of G-coinvariants of C∗ equals

(C∗)G = C∗ ⊗koG k (3.17)

equipped with the filtration induced by the given one on C∗ and the constant filtra-
tion on k. It is the largest quotient complex of C∗ on which G acts trivially. The
complex (C∗)G is complete if C∗ is. The Hom-complex L(C∗, C

′
∗) is the complex of

all k-linear maps from C∗ to C ′∗, equipped with the differential

∂L(C∗,C′∗)(ϕ) = ∂C′∗ ◦ ϕ− (−1)deg(ϕ)ϕ ◦ ∂C∗ , ϕ ∈ L(C∗, C
′
∗). (3.18)

Its subcomplex of continuous linear maps is denoted by L(C∗, C
′
∗).

To a Z+-graded chain complex P∗ one may associate the Z/2Z-graded chain complex

(P±∗ , ∂), P±ev =
∞⊕
n=0

P2n, P
±
odd =

∞⊕
n=0

P2n+1, (3.19)

topologized by the filtration

FilnP±∗ = ∂Pn ⊕
∞⊕
m=n

Pm (3.20)

Its completion equals

P̂±∗ =
∞∏
n=0

Pn. (3.21)

Definition 3.4. Let G be a group and let P∗ be a projective resolution of the constant
G-module k. Let C∗ be a Z/2Z-graded chain complex of k oG-modules, topologized

by a decreasing family of subcomplexes, and let C∗ = L(C∗, k) = L(Ĉ∗, k) = Ĉ∗ be
the topologically dual complex.

i) The hyperhomology of G with coefficients in C∗ equals

H∗(G, C∗) = H∗((P
±
∗ ⊗k C∗)G). (3.22)

ii) The continuous hyperhomology of G with coefficients in Ĉ∗ equals

Ĥ∗(G, Ĉ∗) = H∗((P̂
±
∗ ⊗̂kĈ∗)G). (3.23)

iii) The hypercohomology of G with coefficients in C∗ equals

H∗(G, C∗) = H∗(L(P±∗ , C
∗)G). (3.24)

iv) The continuous hypercohomology of G with coefficients in Ĉ∗ equals

Ĥ∗(G, Ĉ∗) = H∗(L(P̂±∗ ⊗̂kĈ∗, k)G). (3.25)
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This is (up to canonical isomorphism) independent of the choice of resolution.

The continuous hyperhomology depends only on the topology of Ĉ∗, but not on the
particular choice of filtration used to define it. If there exists a resolution of finite
length of the constant G-module k by finitely generated, projective kG-modules,
then the natural maps

H∗(G, Ĉ∗)→ Ĥ∗(G, Ĉ∗) and Ĥ∗(G, Ĉ∗)→ H∗(G, Ĉ∗) (3.26)

are isomorphisms.

Lemma 3.5. Let A be an R-algebra and let G be a group acting on A by R-algebra
automorphisms such that Ω∗(A : R)\ becomes degree-wise a free kG-module. Let P∗
be a projective resolution of the constant G-module k. Then the natural chain map

ε⊗k id : (P±∗ ⊗ CC∗(A : R))G −→ (CC∗(A : R))G (3.27)

becomes a continuous chain-homotopy equivalence after completion. In particular

Ĥ∗(G, ĈC∗(A : R))
'−→ H∗(ĈC∗(A : R)G). (3.28)

Proof: Let h : P̃∗ → P̃∗+1, ∗ ≥ −1, be a k-linear contracting chain homotopy of
the augmented resolution P̃∗ of the constant G-module k. By assumption Ωn(A : R)\
is a free G-module i.e., Ωn(A : R)\ ' kG⊗kVn as kG-module for some k-vector space

Vn and all n ≥ 0. Let h̃ : P̃±∗ ⊗k CC∗(A : R) → P̃±∗+1 ⊗k CC∗(A : R) be the unique

morphism of kG-modules satisfying h̃|P̃∗⊗kV∗ = h⊗k id. The chain map

ϕ = id− (∂ ◦ h̃+ h̃ ◦ ∂) : P̃±∗ ⊗k CC∗(A : R)→ P̃±∗ ⊗k CC∗(A : R)

satisfies
ϕ(P̃≥n ⊗k Ω≥m(A : R)\) ⊂ P̃≥n+1 ⊗k Ω≥m−1(A : R)\. (3.29)

So the infinite series

ν =
∞∑
j=0

h̃ ◦ ϕj. (3.30)

converges to a continuous G-equivariant contracting chain homotopy of the comple-
tion of P̃±∗ ⊗k CC∗(A : R). It follows that the augmentation morphism

ε⊗k id : (P±∗ ⊗ CC∗(A : R))G −→ (CC∗(A : R))G (3.31)

becomes a chain homotopy equivalence after completion. Taking homology one
obtains a natural isomorphism

Ĥ∗(G, ĈC∗(A : R))
'−→ H∗(ĈC∗(A : R)G).

�
A similar proof establishes the following lemma for groups of finite cohomological

dimension over k. As we do not want to make this restriction a more elaborate
argument is necessary.
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Lemma 3.6. Let A be a unital G-algebra over k and let U ⊂ G be a normal subgroup.
Let X be a G-set such that εA : A〈X〉 → A has a U-equivariant k-algebra section.
Then

εA∗ : Ĥ∗(G, ĈC∗(A〈X〉o U : kU))
'−→ Ĥ∗(G, ĈC∗(Ao U : kU)). (3.32)

is a natural isomorphism compatible with homogeneous decompositions.

Proof: Let ϕ : A→ A〈X〉 be a U -equivariant homomophism of k-algebras that
splits the canonical epimorphism εA : A〈X〉 → A. These homomorphisms induce
chain maps

(εA o id)∗ : ĈC(A〈X〉o U : k o U) −→ ĈC(Ao U : k o U)

and
(ϕo id)∗ : ĈC(Ao U : k o U) −→ ĈC(A〈X〉o U : k o U).

Moreover
s 7→ (1− s)(ϕ ◦ εA) o id + s · id, s ∈ [0, 1], (3.33)

defines an affine homotopy of koU -algebra homomorphisms between (ϕ ◦ εA)o id :
A〈X〉 o U → A〈X〉 o U and the identity. The corresponding chain homotopy of

periodic cyclic complexes (see [Lo], page 117) between ĈC((ϕ ◦ εA) o id) and the
identity descends to a continuous linear Cartan homotopy operator

h0 : ĈC∗(A〈X〉o U : k o U) → ĈC∗+1(A〈X〉o U : k o U). (3.34)

Note that
h0((A〈X〉o U) Ωn(A〈X〉o U)) ⊂ Ωn+1(A〈X〉o U) (3.35)

by (2.19). We cannot use this operator directly if U is of infinite cohomological
dimension because it does not preserve Hodge filtrations. To overcome this difficulty
we use an auxiliary preliminary homotopy. Recall that the cone of a morphism
f : C∗ → C ′∗ of complexes is defined as the complex

Cone(f)∗ = C∗ ⊕ C ′∗+1, ∂Cone =

(
∂C∗ 0
f −∂C′∗

)
. (3.36)

Put

h1 =

(
h0 ĈC(ϕo id)
0 0

)
: Cone∗(ĈC(εA o id))→ Cone∗+1(ĈC(εA o id)). (3.37)

This is a k-linear contracting homotopy of Cone∗(ĈC(εA o id)).

Let h2 : Cone∗(ĈC(εA o id))→ Cone∗+1(ĈC(εA o id)) be the k-linear map sending
ω ∈ dΩ∗(A〈X〉oU) to −d(ϕ(1A)ue)ω and annihilating (A〈X〉oU)dΩ∗(A〈X〉oU),
and sending ω′ ∈ dΩ∗(A o U) to d(1Aue)ω

′ and annihilating (A o U)dΩ∗(A o U).
Let

ϕ2 := id− (h2 ◦ ∂Cone(ĈC(εAoid)) + ∂Cone(ĈC(εAoid)) ◦ h2) (3.38)
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and put

h3 = h1 ◦ ϕ2 + h2 : Cone∗(ĈC(εA o id))→ Cone∗+1(ĈC(εA o id)). (3.39)

The operator h3 is again a k-linear contracting homotopy of Cone∗(ĈC(εA o id)).
But in addition, it strictly increases the degree of algebraic differential forms.

Let P∗ be a degree-wise free resolution i.e., Pn ' kG⊗kWn, n ≥ 0, of the constant
G-module k (it always exists). We let

h : P±∗ ⊗k Cone∗(ĈC(εA o id))→ P±∗ ⊗k Cone∗+1(ĈC(εA o id)) (3.40)

be the unique G-equivariant linear operator such that h∗|W∗⊗kCone = id ⊗k h3 and
put

ψ = id− (∂ ◦ h+ h ◦ ∂) : P±∗ ⊗k Cone(ĈC(εAo id))∗ → P±∗ ⊗k Cone(ĈC(εAo id))∗.

The operator
∞∑
n=0

h ◦ ψn is then a well defined, continuous and G-equivariant con-

tracting chain homotopy of P̂±∗ ⊗̂kCone∗(ĈC(εA o id)). Consequently

id⊗k ĈC(εA o id) : P̂±∗ ⊗̂kĈC∗(A〈G〉o U : k o U) → P̂±∗ ⊗̂kĈC∗(Ao U : k o U)
(3.41)

is a continuous G-equivariant chain homotopy equivalence and

(εA o id)∗ : Ĥ∗(G, ĈC∗(A〈G〉o U : k o U))
'−→ Ĥ∗(G, ĈC∗(Ao U : k o U))

is an isomorphism. �

4 Periodic cyclic homology of crossed products

Theorem 4.1. Let G be a group and let A be a G-algebra over k. Let v ∈ G and
let

1 −→ U = vZ = Z −→ Zv −→ Nv −→ 1.

be the associated central extension. Then there is a natural isomorphism

HP∗(AoG)[v]
'−→ Ĥ∗

(
Nv, ĈC∗(A〈G〉o U : k o U){v}

)
. (4.1)

Proof: By Proposition 3.3 there is an isomorphism(
CC∗(A〈G〉o U : k o U){v}

)
Zv

'−→ CC∗(AoG)[v]

of filtered chain complexes. By definition (see Lemma 3.2) the restriction of the
canonical Zv-action on Ω∗(A〈G〉o U : k o U)\ to U is trivial so that

HP∗(AoG)[v]
'−→ H∗((ĈC∗(A〈G〉o U : k o U){v})Nv).
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From (3.13) we learn that it is a degree-wise free koNv-module. So by Lemma 3.5
there is a natural isomorphism

Ĥ∗
(
Nv, ĈC∗(A〈G〉o U : k o U){v}

)
'−→ H∗((ĈC∗(A〈G〉o U : k o U){v})Nv).

Lemma 3.6 may be applied to both projections in the diagram

A〈G〉 ← A〈G× Zv〉 → A〈Zv〉

and obtains the natural quasi-isomorphism

Ĥ∗
(
Nv, ĈC∗(A〈Zv〉o U : k o U){v}

)
'−→ Ĥ∗

(
Nv, ĈC∗(A〈G〉o U : k o U){v}

)
.

This concludes the proof of the theorem. �

4.1 The homogeneous part

Theorem 4.2. Let G be a group and let A be a k-algebra on which G acts by
automorphisms. There are natural isomorphisms

HP∗(AoG)[e]
'−→ Ĥ∗(G, ĈC∗(A)), (4.2)

and
HP ∗(AoG)[e]

'−→ Ĥ∗(G, ĈC
∗
(A)), (4.3)

which identify the homogeneous part of the periodic cyclic (co)homology of the crossed
product A o G with the continuous hyper(co)homology of G with coefficients in the
periodic cyclic bicomplex of A.

Proof: We apply Theorem 4.1 to the case v = e, U = 1, Nv = G and obtain a
natural isomorphism

HP∗(AoG)[e]
'−→ Ĥ∗(G, ĈC∗(A〈G〉)).

Goodwillie’s Theorem in the strengthened form of Lemma 3.6 shows that

Ĥ∗(G, ĈC∗(A〈G〉))
'−→ Ĥ∗(G, ĈC∗(A)),

is a natural isomorphism as well. A similar argument establishes Theorem 4.3. �
The bivariant periodic cyclic cohomology [CQ2] of a pair (A,B) of

k-algebras is defined as the homology of the Z/2Z-graded chain complex

ĈC∗(A,B) = L(ĈC∗(A), ĈC∗(B)). (4.4)

We recall that the assumptions of the following two theorems are satisfied if some
classifying space of G has the homotopy type of a finite CW -complex.
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Theorem 4.3. Let G be a group such that the constant G-module k possesses a
resolution of finite length by finitely generated free kG-modules. Let A be a G-algebra
over k and let B be a k-algebra. Then there is a natural isomorphism

HP∗(AoG,B)[e]
'−→ H∗(G, ĈC∗(A,B)) (4.5)

identifying the homogeneous part of the bivariant periodic cyclic cohomology of the
pair (A o G,B) with the hypercohomology of G with coefficients in the bivariant
periodic cyclic bicomplex of the pair (A,B).

Proof:
We learn from Proposition 3.3, applied to v = e, that there is a canonical iso-

morphism
(CC∗(A〈G〉))G

'−→ CC∗(AoG)[e]

of chain complexes preserving Hodge filtrations. Let P∗ be a resolution of finite
length of the constant G-module k by finitely generated free kG-modules. As
Ω∗(A〈G〉) is degree-wise free as kG-module

(P±∗ ⊗k CC∗(A〈G〉))G −→ (CC∗(A〈G〉))G

becomes a continuous chain-homotopy equivalence after completion by Lemma 3.5.
Lemma 3.6 and assertion (3.41), applied to U = {e}, X = G, and
ϕ : A→ A〈G〉, a 7→ a〈e〉, show that the left hand arrow in the natural diagram

(P±∗ ⊗k CC∗(A))G ←− (P±∗ ⊗k CC∗(A〈G〉))G −→ CC∗(AoG)[e] (4.6)

becomes a continuous chain homotopy equivalences after completion, too.
There are natural isomorphisms of chain complexes

HomkG

(
P̂±∗ , L(ĈC∗(A), ĈC∗(B))

)
'−→ Homk

(
P̂±∗ , L(ĈC∗(A), ĈC∗(B))

)G

'−→ L
(
P̂±∗ ⊗̂kĈC∗(A), ĈC∗(B)

)G '−→ L
(

(P̂±∗ ⊗̂kĈC∗(A))G, ĈC∗(B)
)
.

Making use of (4.6) again and taking cohomology we arrive at the desired result.
�

Theorem 4.4. Let G be a group such that the constant G-module k possesses a
resolution of finite length by finitely generated free kG-modules. Let A be k-algebra
and let B be a G-algebra over k. Then there is a natural isomorphism

HP∗(A,B oG)[e]
'−→ H∗(G, ĈC∗(A,B)) (4.7)

identifying the homogeneous part of the bivariant periodic cyclic cohomology of the
pair (A,BoG) with the hyperhomology of G with coefficients in the bivariant periodic
cyclic bicomplex of the pair (A,B).
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Proof: Let P∗ be a resolution of finite length of the constant G-module k by
finitely generated free kG-modules. So P∗ ' kG ⊗k W∗ as graded kG-modules
for some finite dimensional graded k-vector space W∗. For a finite dimensional

vector space V we denote by V̌ its dual. Let ̂(P±∗ ⊗k CC∗(B))G be the completion
of (P±∗ ⊗k CC∗(B))G with respect to the filtration topology. There are natural
isomorphisms of linear spaces

L
(
ĈC∗(A), ̂(P±∗ ⊗k CC∗(B))G

)
'−→ L

(
ĈC∗(A),W±

∗ ⊗k ĈC∗(B)
)

'−→ L
(
ĈC∗(A), ˇ̌W

±
∗ ⊗k ĈC∗(B)

)
'−→ L

(
ĈC∗(A),L(W̌±

∗ , ĈC∗(B))
)

'−→ L
(
W̌±
∗ ⊗k ĈC∗(A), ĈC∗(B)

)
'−→ Homk

(
W̌±
∗ ,L(ĈC∗(A), ĈC∗(B))

)

'−→ ˇ̌W±
∗ ⊗k L(ĈC∗(A), ĈC∗(B))

'−→
(
P±∗ ⊗k L(ĈC∗(A), ĈC∗(B))

)
G
.

It is easily verified that this is a morphism of chain complexes. Making use of
(4.6) again and taking homology, we prove our claim as before. �

4.2 The elliptic part

Theorem 4.5. Let G be a group and let A be a k-algebra on which G acts by
automorphisms. There is a natural isomorphism

HP∗(AoG)ell ' Ĥ∗

G, ⊕̂
v∈G

1<|v|<∞

ĈC∗(Ao U : k o U){v}

 (4.8)

where the direct sum is labeled by the set of torsion elements in G and we denote
by U the finite cyclic subgroup generated by the torsion element v. The subscripts
{v} and [v] denote the conjugacy classes of v in U and G, respectively. The complex⊕̂
v∈G

1<|v|<∞

ĈC(A o U : k o U){v} is the completion of
⊕
v∈G

1<|v|<∞

CC∗(A o U : k o U){v},

equipped with the direct sum of the individual filtrations. For a single torsion element
one obtains a natural isomorphism

HP∗(AoG)[v] ' Ĥ∗(Zv, ĈC∗(Ao U : k o U){v}) (4.9)

where Zv is the centralizer of v in G.

16



The theorem expresses the elliptic part of the periodic cyclic homology of the
crossed product AoG of A in terms of the hyperhomology of G with values in the
completed direct sum of the periodic cyclic bicomplexes of the crossed products of
A with the various finite cyclic subgroups of G.

Proof: Let v ∈ G be an element of finite order and let U ⊂ G be the finite
cyclic group generated by v. By Proposition 3.3 there is a filtration preserving
isomorphism (

CC∗(A〈G〉o U : k o U){v}
)
Zv

'−→ CC∗(AoG)[v]

of complexes. As k is of characteristic zero every projective k o Nv-module is pro-
jective as koZv-module as well. Let P∗ be a projective resolution of the G-module
k. It is at the same time a projective resolution of the Zv-module k. The finite
central subgroup U ⊂ Zv acts trivially on the complex CC∗(A〈G〉 o U : k o U){v}
The underlying vector space Ω∗(A〈G〉oU : koU)\ is a degree-wise free Nv-module
by Lemma 3.4. and thus projective as Zv-module. Lemma 3.6 implies therefore that(

P±∗ ⊗k CC∗(A〈G〉o U : k o U){v}
)
Zv
−→

(
CC∗(A〈G〉o U : k o U){v}

)
Zv

becomes a continuous chain homotopy equivalence after completion. Consider now
the canonical homomorphism εA : A〈G〉 −→ A. Its linear section

ϕ : A −→ A〈G〉, a 7→ 1

|U |
∑
h∈U

a〈h〉

is actually a homomorphism of koU -algebras. So one may deduce from Lemma 3.7
and (3.41) that(

P±∗ ⊗k CC∗(A〈G〉o U : k o U){v}
)
Zv
−→

(
P±∗ ⊗k CC∗(Ao U : k o U){v}

)
Zv

becomes a continuous chain homotopy equivalence after completion. Thus one de-
rives from the previously constructed chain maps after completion and passage to
homology the natural diagram of isomorphisms

Ĥ∗(Zv, ĈC∗(AoU : koU){v})
'← Ĥ∗(Zv, ĈC∗(A〈G〉oU : koU){v})

'→ HP∗(AoG)[v],

which is our second claim. Our previous arguments show that there exists a natural
chain map⊕

w∈[v]

P±∗ ⊗k CC∗(A〈G〉o wZ : k o wZ){w}


G

−→ CC∗(AoG)[v]

which becomes a continuous chain homotopy equivalence after completion. Passing
to direct sums over all conjugacy classes of torsion elements we obtain a chain map ⊕

v∈G
1<|v|<∞

P±∗ ⊗k CC∗(A〈G〉o U : k o U){v}


G

−→ CC∗(AoG)ell

17



with similar properties because the filtration shifts are the same in all direct sum-
mands. Passing to completions and taking homology, we arrive at the first assertion
of the theorem. �

There are corresponding results for the elliptic part of periodic cyclic cohomology
and bivariant periodic cyclic homology of crossed products. The details are left to
the reader.

4.3 The inhomogeneous part

In general it seems to be difficult to express to express the inhomogeneous part of
the periodic cyclic homology of a crossed product in terms of simpler homological
invariants. We consider here only a special case treated already by Nistor [Ni].
Recall that the extension

1 −→ U = vZ = Z −→ Zv −→ Nv −→ 1. (4.10)

is classified up to isomorphism by its extension class

α ∈ H2(Nv,Z). (4.11)

If σ : Nv → Zv is a set theoretic section of the extension (4.10), a homogeneous
group cocycle representing α is given by

cα : (Nv)
3 → Z, (h0, h1, h2) 7→ σ(h−1

1 h2)σ(h−1
0 h2)−1σ(h−1

0 h1). (4.12)

We follow the classical approch and begin with the calcuation of the inhomoge-
neous part of Hochschild homology. For an A-bimodule M let

H∗(C∗(M,A)) = HH∗(M,A) = TorA⊗kA
op

∗ (M,A) (4.13)

be the Hochschild homology of (M,A). Let G be a group acting on A. For v ∈ G
let A(v) be the A-bimodule with underlying vector space A and bimodule structure

A⊗k A(v) ⊗k A→ A(v), a′ ⊗ a⊗ a′′ 7→ v−1(a′)aa′′. (4.14)

Theorem 4.6. Let G be a group and let A be a unital G-algebra. Let v ∈ G be an
element of infinite order. There is a natural isomorphism

HH∗(AoG)[v]
'−→ H∗

(
Nv, C∗(A

(v), A)⊗L
koU k

)
. (4.15)

Proof: We proceed in several steps.
Step 1:
Lemma 3.1, Lemma 3.2 and Proposition 3.3 hold for Hochschild complexes as well
as for cyclic complexes. So there is an natural isomorphism

HH∗(AoG)[v]
'−→ H∗(C∗(A〈Zv〉(v), A〈Zv〉)Zv). (4.16)
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Step 2:
The Eilenberg-Zilber theorem in Hochschild theory [Lo] states that for unital k-
algebrasA,B, A-bimodulesM andB-bimodulesN there is a natural chain-homotopy
equivalence

C∗(M ⊗k N,A⊗k B)
∆−→ C∗(M,A)⊗k C∗(N,B). (4.17)

Step 3:
The algebra k〈X〉 is not unital, but naturally H-unital [Lo] in the sense that

h′ : C ′∗(k〈X〉) → C ′∗(k〈X〉), 〈x0〉 ⊗ . . .⊗ 〈xn〉 7→ 〈x0〉 ⊗ . . .⊗ 〈xn〉 ⊗ 〈xn〉 (4.18)

is a contracting chain-homotopy of the b′-complex of k〈X〉 which is natural with re-
spect to maps X → Y of sets. It follows then from step 2 and excision in Hochschild
homology [Lo] that there is a Zv-equivariant chain homotopy equivalence

C∗((A〈Zv〉)(v), A〈Zv〉)
∆−→ C∗(A

(v), A)⊗k C∗(k〈Zv〉).

(Note that k〈Zv〉(v) = k〈Zv〉 by (2.19).) So one may pass to coinvariants and obtains
a natural chain-homotopy equivalence(

C∗((A〈Zv〉)(v), A〈Zv〉)
)
Zv

∆−→
(
C∗(A

(v), A)⊗k C∗(k〈Zv〉)
)
Zv
. (4.19)

Step 4:
Observe that for any group G the natural G-equivariant chain map

CBar
∗ (G, k) ↪→ (Ω∗(k〈G〉), b)

[g0, . . . , gn] 7→ 〈g0〉d〈g1〉 . . . d〈gn〉
(4.20)

is equivariantly linearly split with equivariantly contractible cokernel. In particular
there is a natural chain-homotopy equivalence(

C∗(A
(v), A)⊗k C∗(k〈Zv〉)

)
Zv

∼−→
(
C∗(A

(v), A)⊗k CBar
∗ (Zv, k)

)
Zv
. (4.21)

As the Bar-complex of a group is a free resolution of the constant G-module one
deduces from (4.16), (4.19), and (4.21) a natural isomorphism

HH∗(AoG)[v]
'−→ H∗

(
Zv, C∗(A

(v), A)
)
.

Step 5:
Observe finally the isomorphism

−⊗L
koZv k ' (−⊗L

koU k)⊗L
koNv k

of derived functors from D−(k o Zv) to D−(k), which implies

H∗
(
Zv, C∗(A

(v), A)
)
' H∗

(
C∗(A

(v), A)⊗L
Zv k

)
'

H∗
(
(C∗(A

(v), A)⊗L
koU)⊗L

koNv k
)
' H∗

(
Nv, C∗(A

(v), A)⊗L
koU k

)
.

The theorem is proved. �
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Proposition 4.7. Let A be a G-algebra and let v ∈ G be an element of infinite
order. Then HP∗(A o G)[v] is a H∗(Nv, k)-module such that the extension class
α ∈ H2(Nv, k) of (4.10) acts as the identity.

Proof:
Step 1:

A weak version of the Eilenberg-Zilber theorem in periodic cyclic homology [Pu],
valid for non-unital algebras as well, states the existence of a natural chain map

∆cyc : ĈC(A⊗k B)
∼−→ ĈC(A)⊗̂kĈC(B) (4.22)

for every pair A,B of k-algebras, where on the right hand side the completion of
the algebraic tensor product of the periodic cyclic complexes of A and B occurs.
In particular, if A and B are G-algebras, then ∆ is a G-equivariant equivariant.
It is compatible with base change in the sense that it descends under the natural
projections to a natural chain map

∆cyc : ĈC(A⊗k B : R⊗k S)
∼−→ ĈC(A : R) ⊗̂k ĈC(B : S). (4.23)

This is a natural chain homotopy equivalence if A and B are unital.
Step 2:
In step 4 of the proof of the previous theorem we observed the close connection
between the Bar-complex CBar

∗ (G, k) of a group G with coefficients in k and the
Hochschild complex of k〈G〉. In fact, every alternating homogeneous group cocycle
cβ ∈ Zn(G, k) defines a G-invariant periodic cyclic cocycle c′β on k〈G〉 by the formula

c′β(〈g0〉d〈g1〉 . . . d〈gn〉) = cβ([g0, . . . , gn]), c′β(d〈g1〉 . . . d〈gn〉) = 0, g0, . . . , gn ∈ G.
(4.24)

By abuse of language we call the Nv-equivariant natural chain map

∩cβ : ĈC∗(A〈Zv〉oU : koU){v}
(id×π)◦diag−→ ĈC∗(A〈Zv×Nv〉oU : ko(U×1)){(v,1)}

∆cyc−→

∆cyc−→ ĈC∗(A〈Zv〉o U : k o U){v}⊗̂kĈC∗(k〈Nv〉)
id⊗c′β−→ ĈC∗(A〈Zv〉o U : k o U){v}

(4.25)
the “cap-product” with the cocycle cβ. Up to chain homotopy it only depends on
the cohomology class of cβ. Via the identification (4.26) it turns HP∗(AoG)[v] into
a module over the cohomology ring H∗(Nv, k) of Nv with coefficients in k.
Step 3:
Let j : U → (k,+) be the homomorphism sending the generator v ∈ U to 1. Let

η : ĈC(k〈Zv〉o U : kU){v} → k be the Nv-invariant continuous k-linear functional
given on one-forms by

η(uv〈g0〉d〈g1〉) =
1

2

(
j(g0σ(g−1

0 g1)g−1
1 )− j(g1σ(g−1

1 g0)g−1
0 )
)
, η(uvd〈g1〉) = 1

(4.26)
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and vanishing on forms of other degrees. The Nv-equivariant continuous linear
operator

η̃ : ĈC∗(A〈Zv〉oU : koU){v}
diag−→ ĈC∗(A〈Zv×Zv〉o (U ×U) : ko (U ×U)){(v,v)}

∆cyc−→ ĈC∗(A〈Zv〉oU : kU){v}⊗̂kĈC∗(k〈Zv〉oU : kU){v}
id⊗η−→ ĈC∗+1(A〈Zv〉oU : koU){v}

(4.27)
defines then an Nv-equivariant chain homotopy between ∩cα and the identity, where
cα is the cocycle (4.12) representing the extension class (4.11). �

Theorem 4.8. Let G be a group and let A be a k-algebra on which G acts by
automorphisms. Let v ∈ G be an element of infinite order that acts trivially on A
and let [v] be its conjugacy class. There is a natural isomorphism

HP∗(AoG)[v] ' Ĥ∗(Nv, ĈC∗(A))[α−1] (4.28)

where
Ĥ∗(Nv, ĈC∗(A))[α−1] = Rlim

←−
∩α

Ĥ∗(Nv, ĈC∗(A)) (4.29)

fits into the natural exact sequence

0 → lim
←
∩α

1(Ĥ∗−1(Nv, ĈC∗(A)) → Ĥ∗(Nv, ĈC∗(A))[α−1]

→ lim
←
∩α

(Ĥ∗(Nv, ĈC∗(A)) → 0. (4.30)

Here the derived projective limit is taken over the iterated cap product

∩α : Ĥ∗(Nv, ĈC∗(A)) −→ Ĥ∗(Nv, ĈC∗(A))[−2] (4.31)

with the extension class of (4.10).

Theorem 4.9. Let G be a group and let A be a k-algebra on which G acts by
automorphisms. Let v ∈ G be an element of infinite order that acts trivially on A
and let [v] be its conjugacy class. There is a natural isomorphism

HP ∗(AoG)[v] ' Ĥ∗(Nv, ĈC
∗
(A))[α−1] (4.32)

where
Ĥ∗(Nv, ĈC

∗
(A))[α−1] = lim

−→
∪α

Ĥ∗(Nv, ĈC
∗
(A)). (4.33)

Here the direct limit is taken over the iterated cup product

∪α : Ĥ∗(Nv, ĈC
∗
(A)) −→ Ĥ∗(Nv, ĈC

∗
(A))[2] (4.34)

with the extension class of (4.10).
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Proof:
Step 1:

Recall that Eilenberg-Zilber theorem in its strong form [Pu] states that the mor-
phisms (4.22) and (4.23) are in fact natural chain-homotopy equivalences if A and
B are unital. The chain map ∆cyc preserves Hodge filtrations and induces on the
associated graded Hochschild complexes the chain homotopy equivalence (4.17). As
in Step 3 of the proof of Theorem 4.6 one may claim that this holds for the non-
unital algebras B = k〈X〉, X a set, as well. In particular, one obtains a natural,
continuous, Zv-equivariant chain homotopy equivalence

ĈC∗(A〈Zv〉o U : k o U){v}
∼−→ ĈC∗(A)⊗̂kĈC∗(k〈Zv〉o U : k o U){v}. (4.35)

if v acts trivially on A. It follows from Theorem 4.1 that in this case there is a
natural isomorphism

HP∗(AoG)[v]
'−→ Ĥ∗

(
Nv, ĈC∗(A)⊗̂kĈC∗(k〈Zv〉o U : k o U){v}

)
. (4.36)

Step 2:
Consider the composition

π∗ : ĈC∗(k〈Zv〉o U : k o U){v} → ĈC∗(k〈Nv〉o U : k o U){v} −→

∆cyc−→ ĈC∗(k〈Nv〉)⊗̂kĈC(k o U : k o U){v} ' ĈC∗(k〈Nv〉) (4.37)

ThisNv-equivariant chain map preserves Hodge filtrations because the quasi-isomorphism

ĈC∗(k〈Nv〉 : k〈Nv〉){v}
∼−→ k

vanishes on Fil1HodgeĈC∗(k〈Nv〉 : k〈Nv〉){v}). The Nv-equivariant continuous linear
operator π∗ ◦ η̃ defines then an Nv-equivariant chain homotopy between π∗ and
∩cα ◦ π∗ (see (4.27)), so that altogether we have constructed an Nv-equivariant
continuous chain map

Ψ : ĈC∗(k〈Zv〉o U : kU){v} −→ Cone(∩cα − id : ĈC∗(k〈Nv〉)→ ĈC∗(k〈Nv〉)).
(4.38)

Step 5:
Denote by ĈC∗(k〈Nv〉)[−2] the complex ĈC∗(k〈Nv〉) with the same grading, but
the shifted filtration

FilmHodgeĈC∗(k〈Nv〉)[−2] = Film−2
HodgeĈC∗(k〈Nv〉).

This has the effect that ∩cα : ĈC∗(k〈Nv〉) → ĈC∗(k〈Nv〉)[−2] preserves filtrations

while id : ĈC∗(k〈Nv〉)→ ĈC∗(k〈Nv〉)[−2] shifts them by +2. Consequently

Ψ : ĈC∗(k〈Zv〉o U : kU){v} −→ Cone(∩cα − id : ĈC∗(k〈Nv〉)→ ĈC∗(k〈Nv〉)[−2])

22



preserves the given filtrations and one may pass to the associated graded situation.
Up to natural quasi-isomorphism one finds

Gr(Ψ) : C∗(k〈Zv〉o U : kU){v} −→ Cone(∩cα : C∗(k〈Nv〉)→ C∗(k〈Nv〉)[−2])
(4.39)

where ∩cα is the “classical” cap-product with the extension cocycle cα.
Step 6:
We recall a classical result of Gysin, which states in our framework that(

CBar
∗ (Zv, k)

)
U
→ CBar

∗ (Nv, k)
∩α−→ CBar

∗ (Nv, k) (4.40)

is a distinguished triangle in the chain-homotopy category of complexes of
k oNv-modules. By (4.20) and Lemma 3.2 the same holds for

C∗(k〈Zv〉o U : kU){v} → C∗(k〈Nv〉)
∩α−→ C∗(k〈Nv〉). (4.41)

Taking the tensor product with the complex C∗(A) of Nv-modules and passing to
hyperhomology, one arrives at the vanishing result

H∗
(
Nv,Cone(idC∗(A) ⊗Gr(Ψ))

)
= 0. (4.42)

Iterated use of the five lemma yields then

H∗(Nv,Cone(idĈC∗(A)⊗̂Ψ)/FilnCone(idĈC∗(A)⊗̂Ψ)) = 0

for n ≥ 0 and finally
Ĥ∗(Nv,Cone(idĈC∗(A)⊗̂Ψ)) = 0 (4.43)

by the lim1-exact sequence.
Step 7:
The vanishing result (4.43), (4.36), and Lemma 3.6 imply a natural isomorphism

HP∗(AoG)[v]
'−→ Ĥ∗(Nv,Cone(∩cα − id : ĈC∗(A)→ ĈC∗(A))). (4.44)

This means that HP∗(AoG)[v] fits into an exact triangle

∞∏
n=0

Hn(Nv, ĈC∗(A))
∩α−id−→

∞∏
n=0

Hn(Nv, ĈC∗(A))

↖ ↙ δ

HP∗(AoG)[v] (4.45)

which is equivalent to the claim

Ĥ∗(Nv,Cone(∩cα − id))
'−→ Rlim

←−
∩α

Ĥ∗(Nv, ĈC∗(A)). (4.46)

This establishes Theorem 4.8. The proof of Theorem 4.9 is left to the reader. �
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Remark 4.10. If one follows the same strategy in the general case one ends up
instead at (4.45) at an exact triangle

Ĥ∗
(
Nv,Gr0(ĈC∗(A〈Zv〉o U : k o U){v})

)
δ−→ Ĥ∗

(
Nv,Gr1(ĈC∗(A〈Zv〉o U : k o U){v})

)
↖ ↙

HP∗(AoG)[v]

(4.47)
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