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Spin qubits in semiconductor quantum dots are one of the promising devices to realize a quantum
processor. A better knowledge of the noise sources affecting the coherence of such a qubit is therefore
of prime importance. In this paper, we study the effect of telegraphic noise induced by the fluctuation
of a single electric charge. We simulate as realistically as possible a hole spin qubit in a quantum dot
defined electrostatically by a set of gates along a silicon nanowire channel. Calculations combining
Poisson and time-dependent Schrödinger equations allow us to simulate the relaxation and the
dephasing of the hole spin as a function of time for a classical random telegraph signal. We show that
dephasing time T2 is well given by a two-level model in a wide range of frequencies. Remarkably,
in the most realistic configuration of a low frequency fluctuator, the system has a non-Gaussian
behavior in which the phase coherence is lost as soon as the fluctuator has changed state. The
Gaussian description becomes valid only beyond a threshold frequency ωth, when the two-level
system reacts to the statistical distribution of the fluctuator states. We show that the dephasing
time T2(ωth) at this threshold frequency can be considerably increased by playing on the orientation
of the magnetic field and the gate potentials, by running the qubit along ”sweet” lines. However,
T2(ωth) remains bounded due to dephasing induced by the non-diagonal terms of the stochastic
perturbation Hamiltonian. On the other hand, our simulations reveal that the spin relaxation,
usually characterized by the time T1, cannot be described cleanly in the two-level model because
the coupling to higher energy hole levels impacts very strongly the spin decoherence. This result
suggests that multi-level simulations including the coupling to phonons should be necessary to
describe the relaxation phenomenon in this type of qubit.

I. INTRODUCTION

Spin qubits are being actively studied for quantum
computing [1, 2]. One path that is being particularly
explored at the moment is the use of silicon or germa-
nium qubits [3–10], as it promises extreme miniaturiza-
tion and integration while benefiting from the expertise
and resources of microelectronic technologies. The use
of isotopically purified Si substrates also allows one, by
suppressing the hyperfine interaction between electrons
and nuclear spins, to obtain very long electron spin life-
times on donors [11] and in quantum boxes defined by
electrostatic confinement [12]. This lifetime is particu-
larly long for electrons in conduction band states due to
the weak spin-orbit coupling [4] but this makes the ma-
nipulation of electron spin via electrical signals not very
efficient [13, 14].

In this context, hole qubits receive growing interest be-
cause of the stronger spin-orbit coupling in the valence
band allowing efficient manipulation of the effective spin
by electrical means [15–20]. Recent work has demon-
strated Rabi oscillations with frequencies of several hun-
dred MHz in silicon and germanium hole qubits [19–23].
Two qubit gates have been realized recently [6, 9, 10, 24–
26]. In addition, the strong interaction between spin and
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microwave photons makes long distance coupling between
qubits possible [27–32]. However, the effective spin-orbit
coupling depends on the spatial profile of the hole wave
function, lattice deformations and electric fields, which
increases the variability between devices [33] and makes
the qubits much more sensitive to phonons and electric
potential fluctuations [8, 34, 35]. It is therefore essential
to better understand the influence of these phenomena
on the coherence lifetimes of spins in hole qubits in sili-
con technology. Recent theoretical works have focused on
the spin-phonon coupling [36, 37], we are interested here
in the influence of charge fluctuations which is usually
dominant at low temperature.

Many theoretical studies have investigated the nature
and strength of spin-orbit coupling in the heavy hole,
light hole and split-off states of the valence band [17, 38].
Proposals have also been made to minimize the effects
of electric potential fluctuations [39], to find operating
points (the so-called ”sweet” spots) where the Larmor
frequency becomes insensitive to the fluctuations [40–43].
The considerable increase in the hole spin coherence time
at such sweet spots has actually been demonstrated re-
cently in a silicon-on-insulator (SOI) device [44].

Our goal in this paper is different, it is to better un-
derstand the physics of hole spin decoherence under the
effect of charge fluctuations in a device that is as realistic
as possible compared with what was realized experimen-
tally. We consider the case of a hole qubit made on an
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SOI and formed by electrostatic confinement within a
silicon nanowire [19, 21]. This qubit is subjected to tele-
graphic noise due to the fluctuation of a single charge
between a metal gate and its neighboring oxide.

The telegraphic noise can be seen as a minimal model
reproducing main features of 1/f noise [39, 45]. Here
we are not interested in the action of a large number
of fluctuators leading to a 1/f noise but we aim to bet-
ter understand the effect of a single one on the qubit.
The evolution of the electronic states of the qubit as a
function of time is calculated by numerical solution of
the Schrödinger equation in a multi-band framework in
which the potential is calculated taking into account the
complex environment of the qubit. Such a description is
necessary because of the strong sensitivity of the spin-
orbit coupling to the potential profile in the vicinity of
the hole wave function.

In this paper, we compare the results of numerical cal-
culations with analytical models from the literature that
have been established for a two-level system coupled to
telegraphic noise, allowing us to understand the evolu-
tion of the relaxation time T1 and dephasing time T2 as
a function of noise intensity and tunneling rate ν. How-
ever, we show that the potential fluctuations couple with
more than two levels, and that it is necessary to take a
large number of them (∼ 20) to simulate the spin evolu-
tion as a function of time. This leads us to define another
decoherence time T ′

1 that represents the mean time the
system remains describable as a two-level system. De-
spite this complexity, we obtain that, for experimentally
relevant tunneling rates ν below a certain value ωth, T2
has a remarkable but very simple behavior, being equal to
2/ν independently of the intensity of the perturbing po-
tential. We also study how the operating conditions (gate
bias, magnetic field orientation) affect the dephasing time
T2(ωth) at the threshold frequency ωth. In addition, we
obtain that the decoherence time T ′

1 is always smaller
than the relaxation time T1 calculated in the two-level
model. This reveals that the spin relaxation dynamics is
very strongly influenced by the coupling with hole states
further away in energy, and thus T1 cannot be described
simply on the basis of the two-level model, a conclusion
that should guide future theoretical simulation work.

II. METHODOLOGY

A. Calculation of the potential and the hole states
in the device

The device presented in Fig. 1 is a Metal-Oxide-
Semiconductor Field Effect Transistor (MOSFET)
formed by a Si nanowire oriented along [110] (hereafter,
the z axis). The nanowire has a rectangular section with
width (along y) of 30 nm [lateral (110) facets] and thick-
ness of 10 nm [(001) facets] and is lying on a 25-nm
thick SiO2 buried oxide deposited on a doped Si sub-
strate which can be used as a back gate. On top of the

FIG. 1. Schematics of the hole qubit device consisting of a 10
nm thick Si nanowire channel (red) on top of a buried oxide
(green). Top gates (gray) partly cover the nanowire (over
20 nm for a total width of the nanowire of 30 nm). The gate
stack is made of SiO2 (green). CG represents the central gate
that defines the hole quantum dot. SG is the secondary gate
discussed in this paper. The orientation of the magnetic field
B is characterized by the polar angle θ and azimuthal angle
φ defined in the figure.

channel, there are metal gates with length and separation
along z of 30 nm that partly envelop the channel (over
20 nm). A 4-nm thin layer of SiO2 separates the metallic
gates from the nanowire. The transistor is covered with
Si3N4. The central gate (CG) is used to fix the potential
that will induce the formation of a quantum dot (with
corner states) in the nanowire [40]. Two secondary gates
are arranged along the z axis, to the right and left of the
central gate. The central gate is biased at VCG = −0.1 V
and the other gates are grounded in order to confine the
hole in the central quantum dot. A static magnetic field
B is applied along a direction defined by polar (θ) and
azimuthal (φ) angles (see Fig. 1).

The potential induced by the gates or by the presence
of a charge impurity in the oxide layer is calculated by
solving the Poisson equation linking the charge density
ρ and the dielectric constant ϵ that both depend on the
position. To solve it, we use the finite difference method
which consists in discretizing the equation spatially on a
3D mesh.

To calculate the electronic structure in our device, we
use a six bands k · p model which gives an excellent de-
scription of the valence band states, including the effect
of spin-orbit coupling. Details on the numerical methods
are given in Ref. [40] and are reproduced in Sect. I of the
Supplemental Material [46] for convenience. The wave
functions of the holes are written as

ψ(r) =
∑
α

Fα(r)uα(r) (1)

where Fα(r) is an envelope function and
uα(r) is a Bloch function in the set
{| 32 ,+

3
2 ⟩, |

3
2 ,+

1
2 ⟩, |

3
2 ,−

1
2 ⟩, |

3
2 ,−

3
2 ⟩, |

1
2 ,+

1
2 ⟩, |

1
2 ,−

1
2 ⟩} .



3

FIG. 2. Iso-density surface of the ground-state hole wave
function depicted across (a) transverse [xy plane at z = 0] and
(b) longitudinal [xz plane, y = −10 nm corresponding to the
center of the hole wave function] cross sections. The potential
induced by a single charge (Trap 3) at position x = 8.4 nm,
y = 0 and z = 46.0 nm is also shown in panel (b).

The envelope functions are solutions of six coupled dif-
ferential equations obtained from the k · p Hamiltonian
H6kp given in Sect. I of the Supplemental Material [46]
in which the wavevector k has been substituted by −i∇.
These equations are discretized on a finite difference
mesh. Even if the quantum dots are effectively decou-
pled by the action of the lateral gates, periodic boundary
conditions are applied along z. The surface of the wire
is considered as a hard wall for the wavefunction. The
effect of the potential vector A on the envelope functions
is included through Peierls’s substitution [47]. The effect
of the magnetic field on the Bloch functions is described
by the following Hamiltonian [48]:

FIG. 3. Model of qubit coupled to a single charge fluctuator.
A single electron tunneling between a charge lead, i.e., a gate,
and a point trap (red circle) induces a sudden change in the
electrostatic potential that couples to the qubit hole states.
Dephasing and relaxation of the hole spin take place under
the effect of this perturbation in the form of a telegraphic
noise. Only the two hole levels of lowest energy are depicted
for simplicity. The Zeeman energy splitting between them is
ℏΩ in which Ω is the Larmor angular frequency.

HBloch = −(3κ+1)µBB ·L+g0µBB ·S = µBB ·K , (2)

where L is the (orbital) angular momentum of the Bloch
function, S is its spin, and κ = −0.42 in silicon. The
expression of the matrices K is given in Sect. I of the
Supplemental Material [46].

The hole qubit states are taken as the topmost valence
band states. The wave function of the highest hole state
is presented in Fig. 2a across a transverse section of the
MOSFET and in Fig. 2b for a longitudinal one.

B. Fluctuator model and time dependent
Hamiltonian

We consider that the hole qubit is coupled to a charge
fluctuator (Fig. 3) which follows a random telegraphic
signal χ(t) that describes the filling of a localized charge
trap in the oxide layer at a distance of 1 nm from a metal-
lic gate, either the central gate (CG) or the secondary
gate (SG) shown in Fig. 1. An example of a potential cre-
ated by a localized charge −e under the secondary gate is
presented in Fig. 2(b). The charge fluctuator is described
as a random telegraphic noise [39], i.e., χ(t) takes two val-
ues, 0 or 1, with respective probabilities p0 and p1. In the
state 0 of χ(t), the trap is empty, and in the state +1, a
charge −e has tunnelled from the gate to the trap with a
transition rate ν0→1 = ν[1−fFD(ε0)] where ν is the tun-
neling rate, fFD is the Fermi-Dirac distribution function
and ε0 is the position of the trap level with respect to the
Fermi level in the reservoir (gate). Here, we assume for
simplicity ε0 = 0, ν0→1 = ν/2, ν1→0 = ν − ν0→1 = ν/2,
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p0 = p1 = 1/2 [49]. In this model, the ”classical” fre-
quency of the telegraphic signal, i.e. the average number
of switches per time unit, is given by νcl = ν/2 .

The time-dependent Hamiltonian of the system reads
as

H(t) = H0 + χ(t)U (3)

where H0 is the hamiltonian representing the system un-
der the static magnetic field B but without any electrical
perturbation. U defines the perturbation when a charge
is on the trap.

In order to calculate the evolution of the wave function
|ψ(t)⟩ = exp(−i/ℏ

∫ t

0
H(t′)dt′)|ψ(0)⟩ and the character-

istic times T1, T ′
1 and T2 which will be discussed in the

next sections, we solve the time-dependent Schrödinger
equation numerically. A Chebyshev polynomial expan-
sion is used to describe the time propagation of the wave
function [50]. This approach ensures high numerical sta-
bility of the propagator.

1. Two-level model

A qubit is generally constructed as a two-level system,
the two states corresponding here to the lowest energy
hole states, eigenstates of H0, denoted as |φ↑

1⟩ and |φ↓
1⟩

in reference to spin-1/2 systems. The Zeeman splitting
(∝ B) between the two levels (for χ(t) = 0) is written as
ℏΩ where Ω is the Larmor angular frequency. Rabi oscil-
lations between the two states can be electrically driven
by a radio-frequency signal with an angular frequency
close to Ω on the central front gate [37, 40].

The matrices of the hamiltonian and the perturbation
in this basis set are given by

H0 =
ℏ
2

(
Ω 0
0 −Ω

)
U =

(
u↑↑ u↑↓
u∗↑↓ u↓↓

)
(4)

The electrostatic potential induced by the trapped
charge does not explicitly involve spin but the matrix ele-
ments of U depend on B through |φ↑

1⟩ and |φ↓
1⟩. The cou-

pling terms between these opposite spin states result from
spin-orbit coupling and time-reversal symmetry breaking
under the effect of the magnetic field B. As shown in
Sect. II of the Supplemental Material [46], the matrix
elements of U behave as

u↑↓ = η↑↓(b)B

u↑↑ = u0 + η↑↑(b)B

u↓↓ = u0 + η↓↓(b)B (5)

in which b = B/B and therefore η↑↓, η↑↑ and η↓↓ just
depend on the orientation of B. u0 is a rigid shift of the
two energy levels under the effect of the perturbation.

The interaction of the qubit with its environment
(Fig. 3) causes a loss of information, called decoher-
ence. It is usually separated in two processes, relaxation
of characteristic time T1 and dephasing of characteristic
time T2 [39, 51]. We obtain T1 and T2 by calculating
the evolution with time of ⟨⟨σi(t)⟩⟩ = ⟨ψ(t)|σi|ψ(t)⟩{E}
with i = 1, 2, 3. σ1, σ2 and σ3 are the 2 × 2 Pauli ma-
trices written in the basis of |φ↑

1⟩ and |φ↓
1⟩ (they are not

written σx, σy and σz since x, y and z refer to the geo-
metrical axes of system). The subscript {E} means that
an average is taken over many (1000) realizations of the
telegraph noise, i.e. of the environment.

The relaxation is the loss of information by the pro-
cess |φ↑

1⟩ ↔ |φ↓
1⟩ due to the stochastic variations of the

non diagonal term χ(t)u↑↓ of the hamiltonian. Start-
ing with the condition |ψ(0)⟩ = |φ↑

1⟩, we calculate T1
by fitting with an exponential function the decay of
σ∥(t) = ⟨⟨σ3(t)⟩⟩ over time.

The dephasing comes from the changes δϕ(t) of the
phase characterizing the spin precession due to the
stochastic variations of the terms of the hamiltonian,
χ(t)U . Indeed, in the χ(t) = 1 state, the Larmor angular
frequency changes to Ω′ where ℏΩ′ is the Zeeman split-
ting obtained by diagonalization of H0+U . As discussed
in Sect. III of the Supplemental Material [46], it will be
interesting to define the (threshold) angular frequency

ωth = |Ω− Ω′| (6)

that characterizes the change of phase velocity (usually
ωth ≪ Ω). ℏωth represents the change in the Zeeman
splitting between the two states of the fluctuator. We
deduce from Eq. (5) that ωth ∝ B in most cases (see
Sect. III.B of the Supplemental Material [46]).

A measure of the phase coherence is given by the quan-
tity ⟨exp(iδϕ(t))⟩{E} [39]. Equivalently, we have calcu-
lated the quantity m(t) = |⟨⟨σ1(t)⟩⟩+ i⟨⟨σ2(t)⟩⟩| using
the initial condition |ψ(0)⟩ = (|φ↑

1⟩+ |φ↓
1⟩)/

√
2. The de-

cay ofm(t) from 1 to 0 comes from the dephasing between
the different realizations of the potential fluctuations. T2
is obtained by fitting with an exponential function the
decay of m(t) over time. It is important to note that for
ν < ωth, m(t) exhibits damped oscillations at a frequency
of the order of ωth [39] (see Sect. VIII of the Supplemen-
tal Material [46]). In this case, T2 is obtained from the
exponential decay of the envelope.

2. Multi-level model

The perturbation generated by the fluctuator induces
coupling terms that are not limited to the two states con-
sidered above. We have therefore considered a model in-
tegrating 2N hole states. With the matrices of H0 and U
written in this basis, we compute the propagation of the
hole wave function as a function of time starting from the
same initial conditions. We deduce the observable m(t)
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TABLE I. Charge traps considered in this paper. Position:
The coordinates x, y and z are defined with respect to the
axes specified in Figs. 1 and 2. Characteristics deduced from
the perturbation matrix: angular frequency ωth [Eq. (7)] and
modulus |u↑↓| of the non-diagonal matrix element.

Trap x y z Gate ωth |u↑↓|
(nm) (s−1) (µeV)

Trap 1 8.4 0.0 0.0 Central 1.063× 109 1.4594
Trap 2 8.4 4.0 14.0 Central 5.469× 108 0.4381
Trap 3 8.4 0.0 46.0 Secondary 3.039× 107 0.0248

from which we obtain the characteristic time T2, assum-
ing that σ acts only in the subspace formed by |φ↑

1⟩ and
|φ↓

1⟩. As a matter of fact, during the evolution as a func-
tion of time, the weight of the wave function of the hole on
the two initial states, p1(t) =

∣∣∣⟨φ↑
1|ψ(t)⟩

∣∣∣2 + ∣∣∣⟨φ↓
1|ψ(t)⟩

∣∣∣2,
decreases under the effect of the couplings to the other
states. From the exponential decay of ⟨p1(t)⟩{E}, av-
eraged over all the realizations of the telegraphic noise,
we deduce another decoherence time, which we call T ′

1,
following the methodology described in Appendix A.

It is important to note that the elements composing the
perturbation U are not independent since they are matrix
elements of the same electrostatic potential. The same
effect is at the origin of all the decoherence mechanisms
considered here.

3. Time interval, frequency range and trap position

We consider (except where otherwise stated) a mag-
netic field of 0.2712 T oriented along the direction char-
acterized by θ = 90◦ and φ = 45◦ (Fig. 1) which leads
to a Larmor frequency Ω/(2π) of 10 GHz. This forces
us to use a time step of 10−12 s for the numerical so-
lution of the time dependent Schrödinger equation for
ν ≤ 2 × 1011 s−1, 10−13 s for ν = 2 × 1012 s−1, 10−14 s
for ν = 2×1013 s−1 and 10−15 s for ν = 2×1014 s−1. The
maximum simulation time has been limited to 10−4 s. We
thus considered ν between 2× 106 s−1 and 2× 1014 s−1.
However, the laws of variation of the characteristic times
as a function of ν will allow us to extrapolate them to
smaller tunneling rates ν which often characterize tele-
graphic noises [39].

We have considered three positions for the trap (Ta-
ble I). Trap 1 and Trap 2 are under the central gate, Trap
3 is under the secondary gate. Trap 1 is the closest to
the hole quantum dot. It therefore induces the strongest
perturbation potential on the hole. In contrast, Trap 3
induces the lowest perturbation.

III. RESULTS AND DISCUSSION

A. Quantum dot energy levels and hole state
dynamics

The 10 highest electronic energy levels calculated for
the qubit are shown in Fig. 4a. The level defining the
fundamental hole state, the highest in electron energy, is
twice degenerate in the absence of a magnetic field. This
level is relatively detached from the others, the Zeeman
splitting is not visible at the scale of the figure. Therefore
the electrostatically induced confinement by the central
gate defines a two-state system.

Nevertheless, Fig. 5a shows the evolution of p1(t), the
average total weight of the hole wave function on the φσ

1

qubit states as a function of time, for a charge fluctuating
between the central gate and Trap 1 at average frequency
ν = 2 × 109 s−1. p1(t) decreases as a function of time,
from which we can deduce T ′

1 as described in Appendix A.
This results from the coupling of the state φ↑

1 with the
other states φ↑↓

n of the system, due to the presence of a
charge on Trap 1. Interestingly, this coupling is much
larger with some states outside the doublet (n > 1) than
with φ↓

1. This is demonstrated in Fig. 4b, which shows
the coupling strength defined as the ratio between a ma-
trix element of U and the energy splitting between the
corresponding two states. This coupling strength is im-
portant between states of the same doublet (because the
denominator is small), but it remains of the same order
of magnitude with a large number of multiplets much
further away in energy.

Figures 5b and 5c show the decay of σ∥(t) and m(t)
obtained under the same noise conditions. We deduce
the characteristic times T1 and T2 by fitting with an ex-
ponential.

Figure 4d shows that diagonal terms of the perturba-
tion u↑↑n = ⟨φ↑

n|U |φ↑
n⟩ or u↓↓n = ⟨φ↓

n|U |φ↓
n⟩ are relatively

independent of the spin orientation in each doublet n,
their main effect being a global shift in energy of the
electronic levels. The difference δn = u↑↑n − u↓↓n , which
for n = 1 will determine the main dephasing effect (see
below), is small and is strongly dependent on n (Fig. 4c).
It is shown in Sect. II of the Supplemental Material [46]
that δn is zero for B = 0 and is given in perturbation
theory by a sum of terms scaling as |En − Em|−1 with
m ̸= n. This explains why δ1 = u↑↑1 − u↓↓1 = u↑↑ − u↓↓ is
small because the fundamental level (n = 1) is strongly
detached from the others in energy.

B. Characteristic times for the two-level system

Even if our numerical simulations show the non negligi-
ble role of high energy hole states, it is useful to consider
the two-level system (N = 1). Relaxation (T1) and de-
phasing (T2) times calculated for the Trap 1 (Table I) in
the two-level model are therefore presented in Fig. 6.
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FIG. 4. (a) Highest electronic energy levels calculated for the hole qubit. (b) Coupling strength defined as the ratio∣∣∣⟨φ↑
1|U |φ↑↓

n ⟩
∣∣∣ /|E↑

1 − E↑↓
n |. (c) δn = ⟨φ↑

n|U |φ↑
n⟩ − ⟨φ↓

n|U |φ↓
n⟩ = u↑↑

n − u↓↓
n versus n. (d) Unperturbed level energies E↑↓

n (green)
and perturbed level energies E↑↓

n + ⟨φ↑↓
n |U |φ↑↓

n ⟩ (red) presented according to the state number defined as 2n− 1 for |φ↑
n⟩ states

and 2n for |φ↓
n⟩ states. (b-d) All results are for Trap 1. (b) and (d) share the same horizontal axis.

1. Analytical model: Dephasing time

It is interesting to relate the variations of T2(ν) to those
of T ∗

2 (ν), the dephasing time obtained in the so-called
pure dephasing model, i.e. when the matrix U [Eq. (4)]
is purely diagonal, or more generally when |u↑↑ −u↓↓| ≫
|u↑↓|. In this case, the (threshold) angular frequency can
be written as (Sect. III of the Supplemental Material [46])

ωth ≈ |u↑↑ − u↓↓|/ℏ (7)

in which |u↑↑ − u↓↓| (δ1 in Fig. 4c) represents the varia-
tion of the energy splitting between the two states when
the fluctuator switches. In the high frequency limit
(ν ≫ ωth), the phase undergoes many random changes
δϕ(t) over a time interval of the order of 2π/ωth, so
that δϕ(t) can be viewed as a continuous random vari-
able characterized by a Gaussian probability distribution.
In this Gaussian limit, the dephasing time is given by
T ∗
2 = 4ν/ω2

th [45, 49, 52]. The linear dependence on the
frequency ν reflects the fact that the two-level system be-
comes more and more insensitive to the random pertur-

bation as this one varies more and more rapidly. In this
case, the splitting between the two levels is self-averaged
to a certain value, the width being ∝ 1/T ∗

2 [45].
In the opposite limit of low frequencies (ν ≪ ωth),

the Gaussian approximation is no longer valid and the
dephasing time is then given by T ∗

2 = 2/ν = 1/νcl [45,
49, 52] (see also Sect. III of the Supplemental Material
[46]). In this regime, the coherence is simply determined
by the probability exp(−t/T ∗

2 ) that the qubit has not
suffered any switch of the fluctuator over a time t. In
other words, the coherence is lost from the moment when
the fluctuator has changed state.

Extending the analysis to all frequencies, an expression
for T ∗

2 was derived in the pure dephasing regime [49, 52]:

T ∗
2 =

{ 2

ν−
√

ν2−ω2
th

for ν ≥ ωth

2/ν for ν < ωth

(8)

which shows that the angular frequency ωth = |Ω − Ω′|
is therefore a threshold between two distinct regimes.

In the general case, beyond the pure dephasing model,
the dephasing time becomes [39]
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FIG. 5. Evolution of p1(t) (a), σ∥(t) (b) and m(t) (c) for Trap
1 and ν = 2 × 109 s−1, calculated in the multi-level model
(N = 20). The curves in pink are fits by an exponential law.
For p1(t), the fit is made in the range 0.5 ≤ p1 ≤ 1 only.

T2 =

(
1

T ∗
2

+
1

2T1

)−1

. (9)

2. Analytical model: Relaxation time

The spin relaxation is induced by the non-diagonal
terms of the U matrix. Using various approaches such
as the Bloch-Redfield theory [39], the relaxation rate is
determined by the noise spectrum at frequency Ω. In the
case of telegraphic noise, this gives the following expres-
sion for T1,

T1 =
ℏ2

|u↑↓|2
ν2 +Ω2

ν
(10)

which reflects a resonance effect. Relaxation is most
effective when the fluctuator frequency coincides with
the Larmor angular frequency. At low tunneling rate
ν ≪ ωth ≪ Ω, T1 also varies as 1/ν, like T ∗

2 but with a
prefactor (ℏΩ/|u↑↓|)2 instead of 2 (another derivation of
this expression is presented in Sect. V of the Supplemen-
tal Material [46]). Table I shows that |u↑↓| ≪ ℏΩ for the
traps considered here, therefore T1 ≫ T ∗

2 and T2 ≈ T ∗
2

from Eq. (9).

107 109 1011 1013 1015
ν (s−1)
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m
e 
(s
)

Trap 1

FIG. 6. Characteristic lifetimes T1 (green squares) and T2 (red
crosses) versus tunneling rate ν calculated in the two-level
model for Trap 1. Solid lines depict the analytical expressions
for T1 (black) and T ∗

2 (light blue), as given by Eq. (10) and
Eq. (8), respectively, using ωth and |u↑↓| of Table I. The
dashed turquoise line shows a time varying as 2/ν. At ν ≫ Ω,
T2 ≈ 2T1.

3. Discussion of numerical results in comparison with
analytical laws

Figure 6 shows that the calculated values of T1 follow
Eq. (10) which translates the resonance effect between
the quantum oscillator formed by the two-level system
and the classical fluctuator.

The dephasing time T2 deduced from the time simu-
lations is also in excellent agreement with the analytical
expression for T ∗

2 given by Eq. (8), except at high fre-
quency where T1 becomes smaller than T ∗

2 and therefore
T2 ≈ 2T1 [Eq. (9)].

C. Characteristic times for the multi-level system

The calculated characteristic times T2 and T ′
1 for the

three traps in the multi-level model are shown in Fig. 7.

1. Relaxation time for Trap 1

The relaxation time T ′
1 is much smaller than T1 ob-

tained in the two-level model, in particular at high fre-
quency (> 1010 s−1) where T ′

1 continues to decrease with
ν to reach a minimum for ν near 1013 s−1. This is due to
the coupling with higher energy hole levels, outside the
doublet. For frequencies below ≈ 1012 s−1, T ′

1 varies ap-
proximately as 1/ν, as given by Eq. (10) for T1 for ν ≪ Ω
but with a smaller prefactor.

The fact that T ′
1 is found much smaller than T1 given
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FIG. 7. (a) Characteristic lifetimes T ′
1 (magenta diamonds)

and T2 (red crosses) versus tunneling rate ν calculated in the
multi-level model (N = 10) for Trap 1. Solid lines depict
the analytical expressions for T1 (black) and T ∗

2 (blue) of the
two-level model, as given by Eq. (10) and Eq. (8), respectively,
using ωth and |u↑↓| of Table I. (b) Same for Trap 2. (c) Same
for Trap 3. (a-c) The dashed turquoise line shows a time
varying as 2/ν.

by Eq. (10) means that the two-level model is not valid
for the description of the spin relaxation, the latter being
strongly influenced by the coupling to higher energy hole
levels.

2. Dephasing time for Trap 1

Remarkably, the values of T2 coincide with those ob-
tained in the two-level model for ν less than or just above
ωth given in Table I. In this case, the two-level model is
perfectly justified. For higher tunneling rates, the values
of T2 approximately follow those of T ′

1. This behavior
indicates that the dephasing is impacted by the other
decoherence phenomena, which is expected because they
are fundamentally intertwined since they all result from
the same electrical disturbance, i.e., diagonal and non-
diagonal terms are present at the same time in the matrix
of U .

3. Results for Trap 2 and 3

Figure 7b shows the same behavior for Trap 2 located
at a larger distance from the center of the qubit state.
Consequently, the characteristic times T1 (for the two-
level model) and T ′

1 have higher values than for Trap 1,
since the perturbation induced by the fluctuator is less
strong. For the same reason, ωth shifts to a lower fre-
quency. This behavior is even more visible in the case of
Trap 3 located under the secondary gate (Fig. 7c). ωth

is pushed to even lower frequencies (Table I). The com-
parison between Fig. 7a, Fig. 7b and Fig. 7c shows that
the two-level model for T1 becomes even less valid when
the trap moves away from the qubit, when T1 becomes
very long. Indeed, as the distance between the trap and
the qubit increases, the coupling terms all decrease, but
those with the higher energy states decrease less rapidly
than those within the doublet of states (Sect. VI of the
Supplemental Material [46]). This can be explained by
the larger spatial extension of higher energy hole states.

A remarkable result of Fig. 7 is that, for ν < ωth,
T2 ≈ T ∗

2 is given by 2/ν = 1/νcl, whatever the posi-
tion of the trap, only the value of ωth changes between
the different cases. This is the likely regime for a qubit
in cryogenic conditions for which the tunneling rates are
normally low [39, 45, 53]. This means that the coherence
of the qubit is entirely and solely determined by the aver-
age time between two changes of state of the fluctuator.
The qubit remains coherent as long as the fluctuator has
not changed its state.

IV. INFLUENCE OF THE BACK GATE BIAS
AND THE MAGNETIC FIELD ORIENTATION

In a recent theoretical work including numerical sim-
ulations on the same hole qubit as the one studied
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here [40], the manipulation of the hole spin by a radio-
frequency electrical excitation applied on the central gate
has been modeled. It has been shown that the Rabi fre-
quency depends in a complex way on the orientation of
the magnetic field and the back-gate potential VBG. The
latter allows one to control the shape and the symmetry
of the wave function of the hole on which depends the
effective spin-orbit coupling felt and consequently the g
tensor defining the response of its spin to the magnetic
field.

In fact, all these quantities depend essentially on the
component of the internal electric field along y, which is
controlled by the imbalance between front and back gate
voltages [40]. This component is non-zero because of the
asymmetry of the structure (Fig. 1). The component of
the field along x, although dominant in intensity, plays
a much more minor role due to the strong vertical con-
finement of the hole states. The y component of the field
influences the wave function of the ground state of the
hole, not only its position along y but also the respec-
tive weight of heavy and light hole components, which
determines the effective spin-orbit coupling applying to
the hole (Sect. IV of the Supplemental Material [46]).

Interestingly, it was found in Ref. [40] that, for VBG =
−0.15 V, the qubit is placed in a configuration where the
spin is largely insensitive to radio-frequency excitation
on the central gate, the Rabi frequency showing a sharp
minimum. In this case, the wave function of the hole is
centered in the cross section of the nanowire and presents
an approximate inversion symmetry which tends to re-
duce the action of the spin-orbit coupling on the hole. At
this voltage, the influence of the Johnson-Nyquist noise
is minimized, as well as the coupling to phonons but to
a lesser extent [37].

In this context, we consider the effect of VBG and the
magnetic field orientation on the dephasing time T2. As
discussed earlier, the evolution of T2 as a function of ν
is defined by an angular frequency ωth which delineates
the low and high frequency regimes of the spin response
to the fluctuator. It is therefore interesting to look for
situations where u↑↑ − u↓↓ = 0 and therefore T2(ωth) =
2/ωth = 2ℏ/|u↑↑ − u↓↓| should diverge.

Figure 8 presents the variations of Ω and u↑↑ − u↓↓
as a function of VBG and ϕ, for θ = 90◦, i.e. for a
magnetic field in the plane perpendicular to the axis
of the nanowire, the field strength remaining fixed at
its initial value. Figure 8b shows that the 2D map
u↑↑ − u↓↓ = f(VBG, φ) is divided into regions of positive
or negative values, which means that u↑↑−u↓↓ = 0 at the
boundaries. Consequently, this result suggests the exis-
tence of ”sweet” lines [30, 44] along which T2(ωth) should
become very long (but not infinite for reasons discussed
in Sect. V A).

Zeros of u↑↑ − u↓↓ are present in particular along a
horizontal line VBG ≈ −0.15 V, in the same configuration
where the spin becomes relatively insensitive to electrical
noise on the central gate [40]. Remarkably, there are also
two (almost) straight vertical lines for which u↑↑−u↓↓ ≈
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FIG. 8. 2D plots of (a) the Larmor frequency Ω, (b) u↑↑−u↓↓
and (c) |u↑↓| for Trap 1 versus back gate bias VBG and angle
φ of B in the xy plane (θ = 90◦). The 2D plots are made on a
discrete grid of 25×40 points. (b) The contours corresponding
to u↑↑ − u↓↓ = 0 are indicated by black lines.

0, at φ ≈ 55◦ and φ ≈ 125◦. These can be explained as
follows.

As demonstrated in Ref. [40] and in Sect. IV of the
Supplemental Material [46], the effective Zeeman Hamil-
tonian of the system can be written in the g-matrix for-
malism. For B in the xy plane, the Zeeman splitting
is

ℏΩ = µBB
√
g2x cos

2 φ+ g2y sin
2 φ. (11)

It is shown in Ref. [44] that the respective weight of
the hole wave function on the heavy and light hole states
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determines the relative magnitude of the factors gx and
gy. It follows that

∂gx
∂V

≈ −∂gy
∂V

(12)

where V can be any potential whose main effect on the g
factors comes from the variation of the electric field along
y. Our calculations show that this is the case for VBG or
for the potential induced by the fluctuating charge.

Under these conditions, it is interesting to consider
situations where the Zeeman splitting [Eq. (11)] be-
comes relatively independent of the potential VBG. Us-
ing Eq. (12) with V = VBG, we deduce in Sect. IV of the
Supplemental Material [46] that (∂ ℏΩ)/(∂ VBG) = 0 for

φ ≈ π

2
± arctan

√
gx
gy
. (13)

Therefore, the compensation between ∂gx/∂V and
∂gy/∂V [Eq. (12)] leading to Eq. (13) explains the
straight vertical contour lines in the 2D plot of the Lar-
mor frequency at φ ≈ 90±34◦ for gx/gy ≈ 2/3 (Fig. 8a).
The existence of these sweet lines has been revealed ex-
perimentally in Ref. [44], where a strong enhancement
of the coherence times was measured when the Larmor
frequency ℏΩ is least dependent on the gate voltages.

The g-matrix model also allows us to derive analytical
expressions for the diagonal matrix elements u↑↑ and u↓↓
of δH describing the perturbation brought by the fluc-
tuating charge (Sect. IV of the Supplemental Material
[46]). Remarkably, we find in this simplified model that
u↑↑ − u↓↓ cancels out when Eq. (12) and Eq. (13) are
verified exactly, V representing the potential induced by
the charge.

Additional 2D plots of Ω and u↑↑−u↓↓ are presented in
Sect. VII of the Supplemental Material [46], versus θ and
φ, for the three traps. ”Sweet” lines are clearly visible
on these figures for φ approximately given by Eq. (13).
We conclude that their existence is relatively robust to
the position of the trap [44].

V. DISCUSSION OF THE RESULTS

A. Discussion of T2

The existence of ”sweet” spots where the dephasing of
the spin precession is strongly reduced is now much dis-
cussed in the literature [30, 40–44, 54, 55]. The results
presented in the previous section could suggest the exis-
tence of ”sweet” lines [in the (VBG, φ) or (θ, φ) operating
spaces] for the noise induced by a single charge fluctuator,
but this conclusion should be immediately relativized, for
two reasons.

First, for a ”slow” fluctuator (ν smaller than ωth),
T2(ν) is given by 2/ν, independently of the field or po-
tential conditions. Second, even if we place the system in
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FIG. 9. Characteristic lifetimes T2 versus tunneling rate ν
calculated in the two-level model (blue crosses) and multi-
level (N = 10) model (red stars) for Trap 1, for VBG = 0 V,
φ = 52.6◦, θ = 90◦ and ℏΩ = 3.88 × 10−5 eV, in a situation
where u↑↑ − u↓↓ ≈ 0 eV and |u↑↓| = 1.41 × 10−6 eV. The
black solid line depicts the analytical expression for T1 of the
two-level model, as given by Eq. (10). The dashed turquoise
line shows a time varying as 2/ν.

a situation where u↑↑ −u↓↓ = 0, this does not mean that
ωth → 0 and T2 → ∞ because the non-diagonal term
u↑↓ is not zero (and is even usually maximal [30]). This
is clearly visible by comparing, in Fig. 8b and Fig. 8c,
u↑↓ ̸= 0 along the lines where u↑↑ − u↓↓ = 0. We show
in Sect. III of the Supplemental Material [46] that the
angular frequency ωth = |Ω − Ω′| is given in the case
|u↑↑ − u↓↓| ≪ |u↑↓| by

ωth ≈ 2|u↑↓|2

ℏ2Ω
. (14)

It is interesting to note that ωth (and therefore
T2(ωth) = 2/ωth) given in Eq. (14) is not of same or-
der in U as in Eq. (7). The physics discussed here only
reveals itself when u↑↑ − u↓↓ ≈ 0.

Figure 9 shows the evolution of T2 as a function of
ν when the system is placed at a specific point on a
”sweet” line of Fig. 8b. In the chosen case, Eq. (14) gives
ωth = 1.6× 108 s−1 for the threshold angular frequency.
This value is about one order of magnitude smaller than
in Table I, showing the interest to be along a ”sweet”
line. For ν ≪ ωth, we again find that T2 behaves like
2/ν for reasons discussed in Sect. III of the Supplemen-
tal Material [46]. Beyond that, in the two-level model, T2
increases to reach values close to 2T1, the dephasing pro-
cess is limited by the spin relaxation. In the multi-level
model, the high-frequency regime is once again influenced
by coupling to higher energy states. We thus find a be-
havior identical to the one obtained in the case where
u↑↑ − u↓↓ ̸= 0, but the value of ωth is here determined
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by the non-diagonal element of the perturbation Hamil-
tonian. However, it is interesting to note that, even if
the non-diagonal term u↑↓ is responsible for the spin re-
laxation phenomenon, the value of T2 at frequency ωth

[Eq. 14] is much lower than T1 [Eq. 10] at this same fre-
quency:

T1(ωth) = T2(ωth)
ℏ2Ω2

2|u↑↓|2
≫ T2(ωth). (15)

The combined examination of Fig. 8a and Fig. 8b
shows that it would be possible to select points along the
lines u↑↑ − u↓↓ = 0 where the values of |u↑↓| and thus of
ωth are even smaller, for example by increasing the value
of |VBG|. In this case, the wave function of the hole is
compressed against the side edges of the wire [44]. This
increases confinement, hence splits E1 from the other en-
ergy levels, thus reducing the diagonal and non-diagonal
coupling terms (Section II.B of the Supplemental Mate-
rial [46]). An alternative option to increase confinement
would be to reduce the channel thickness and gate length,
which is a real technological challenge given the already
small dimensions of the current devices.

B. Role of the direct Rashba effect

Several theoretical works have shown that hole bands
in Si or Ge/Si nanowires can be characterized by a strong
Rashba effect (called ”direct”) under the action of an
electric field [38, 56, 57]. This raises the question of the
importance of this effect on spin decoherence in the qubit
studied here. The Rashba interactions couple the spin to
the momentum of the particle and can, therefore, bring
additional dephasing while the dot is moving at finite
speed following a change of state of the fluctuator. This
process is naturally included in our time-dependent sim-
ulations of the multi-level model that describe the full
dynamics of the wave function.

In the two-level model, the spin phase drift is induced
by the succession of ”quasi-static” configurations with
different Larmor frequencies Ω and Ω′. Each configura-
tion is characterized by stationary states given by the
diagonalization of the 2 × 2 matrices H0 and H0 + U ,
respectively. So the phase decoherence results from the
”deformation” of the wave function between the two con-
figurations (as a rigid block displacement of the wave
function does not change the Larmor frequency). We
have seen previously that the two-level and multi-level
models predict the same values of T2 for frequencies ν of
fluctuators below a certain threshold, as long as T2 ≪ T ′

1.
This suggests that in this regime the ”dynamic” effects
and thus the direct Rashba effect do not influence T2. It
should also be noted that, still in this regime, we obtain
almost unchanged values of T2 when we consider a mod-
ified telegraph signal in which the transitions 0 → 1 and
1 → 0 are no longer instantaneous but occur progres-
sively (linearly) over a duration ∆t of a few picoseconds,

even though this duration is much longer than the tunnel
time of the order of femtoseconds which is typically ad-
mitted (Appendix B). This demonstrates that the phase
decoherence in the low frequency regime does not depend
on the dynamics of the transition between the two states.

It cannot be ruled out that the Rashba interactions
contribute in the high frequency regime for which two-
level and multi-level models do not coincide. In this sit-
uation, the wave function is subject to very fast noise, ν
being much larger than the angular frequency ωth. But
the influence of the direct Rashba effect may be hidden
by the fact that T2 is limited by T ′

1, which highlights the
complex dynamic effects due to the coupling with higher
energy states.

C. Discussion of T1

Our numerical simulations have shown that the relax-
ation time T1 obtained in a two-level model is not mean-
ingful because the decoherence induced by the coupling
to the highest energy states, outside the doublet, is in
fact faster with a characteristic time T ′

1. However, this
does not mean that the real T1, the one that could be
measured, is equal to T ′

1 for the following reasons.
The time T ′

1 reflects the fact that the weight of the hole
wave function ψ(t) on the states beyond the fundamen-
tal doublet tends to grow with t, until a final situation
where ψ(t) is statistically distributed on all the states
of the considered basis (Section V of the Supplemental
Material [46]). This evolution is very progressive, T ′

1 be-
ing very large compared to 2/ν, the average period of
the telegraph signal. In our simulations, this evolution
towards the final state is certain (statistically speaking)
because the electronic system composed of the qubit and
the fluctuator is not perturbed by any dissipative phe-
nomenon. In fact, as the energy of the electronic sys-
tem increases on average continuously, the probability
that the system relaxes to a lower energy state by cou-
pling with a phonon or a photon should increase progres-
sively. We can therefore deduce that multi-level simu-
lations including electron-phonon coupling (or other dis-
sipative phenomena) would be necessary to estimate T1
properly. It is highly unlikely that electron-phonon cou-
pling will contribute to increase T1 relative to T ′

1 because
the leakage of the hole state to states |φα

n⟩ with n > 1
is almost as effective with up (α =↑) and down (α =↓)
spin states. So the question is whether this leakage will
remain the dominant effect (T1 ≈ T ′

1) or whether the
electron-phonon coupling will reduce T1, which is obvi-
ously the case when phonon relaxation between φ↑

1 and
φ↓
1 states becomes the dominant effect (T ph

1 is typically
in the 10−3–10−1s range [37]). More generally, this raises
very interesting questions about the cross influences be-
tween charge and spin relaxations in this system.
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D. Comparison to experiments

It is now important to try to compare our simulation
results with experimental data. In this section, we focus
on Ref. [44] which reports on a four-gate device (G1-G4)
fabricated from natural silicon. Remarkably, the authors
of this work are able to confine a single hole under G2,
which allows a more direct comparison to the theoretical
simulations.

Spin coherence measurements show the existence of
very low frequency noise (10−4 − 10−2 Hz) probably
induced by both hyperfine interactions and electrical
fluctuations. Further measurements were therefore per-
formed following a Hahn echo protocol that gets rid of
the low frequency noise sources. The echo amplitude fol-
lows a decay law in the form of a stretched exponential
as a function of the waiting time (free evolution), rep-
resentative of the high frequency noise power spectrum
(104−106 Hz). The characteristic time which is deduced,
denoted as TE

2 , depends on the orientation of the mag-
netic field and reaches the remarkable value of 88 µs at
its maximum.

These authors of Ref. [44] clearly show that this high
frequency noise has an electrical origin. Let us assume
that it comes from a very small number of fluctuators like
those studied here. Each fluctuator n can be character-
ized by its threshold angular frequency ωn

th and by its os-
cillation frequency νn. Let us also assume that each fluc-
tuator remains in a non-Gaussian regime whatever the
orientation of the magnetic field (νn ≪ ωn

th). It is then
easy to show that T ∗

2 is given by 2/
∑

n νn (Section III.A
of the Supplemental Material [46]), does not depend on
the magnetic field orientation and is not related to the
noise spectrum S(ω) for ω → 0. We can therefore de-
duce that the experimental system of Ref. [44] does not
operate in this configuration.

The likely situation is that a significant part of the
fluctuators involved in the measured noise are charac-
terized by νn > ωn

th, i.e. they operate in the Gaussian
regime. As the measured time TE

2 is relatively long, this
means that the threshold angular frequencies ωn

th are low,
smaller than ≈ 104 Hz. Since ωth = |u↑↑−u↓↓|/ℏ, we con-
clude that the fluctuators involved are characterized by
weak coupling terms (U matrix), which corresponds to
defects very far from the qubit, are characterized by a
weak charge displacement (U ∝ d where d is the dipole),
or have a dipole potential that is strongly screened, for
example by a hole gas [44]. This situation seems reason-
able, the existence of far fluctuators being likely given the
complex and immense environment around the qubit.

We cannot exclude that ”non-Gaussian” fluctuators
contribute to an isotropic noise background in Ref. [44].
It could be also interesting in the future to characterize
noisier devices in order to see if non-Gaussian behaviors
induced by a small number of ”closer” telegraphic fluc-
tuators can be highlighted. One could also imagine very
low noise situations where the influence of the distant
environment is reduced but remains influenced by a few

extremely slow fluctuators for which νn < ωn
th. In these

cases, the dephasing time would become totally indepen-
dent of the magnetic field orientation.

VI. CONCLUSION

We have simulated the spin decoherence in a hole
qubit realized within a nanowire transistor in silicon-on-
insulator technology. We consider the effect of a single
fluctuating charge inducing telegraphic electrical noise.
We show that the phase decoherence characterized by
the time T2 is well described in a two-level model but
in a non-Gaussian regime when the fluctuator operates
at a frequency lower than a threshold value ωth. The
simulations show that there are operating conditions of
the component, along so-called ”sweet” lines, for which
ωth is shifted towards low frequencies which results in
an increase in the minimum value of T2. However, this
increase is limited due to the influence of non-diagonal
coupling between the two states of opposite spin. For
the spin relaxation characterized by the time T1, we show
on the other hand that a multi-level model is required,
due to the coupling between the ground state of the hole
and many higher-energy states. These results highlight a
rich and relatively unexpected physics for a model prob-
lem with a single fluctuator perturbing the qubit. This
shows the importance of quantum simulations including
the most realistic description of the qubit. Our study
should motivate future work on the subject, in particular
using a multi-level description including electron-phonon
coupling as a dissipative phenomenon.
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Appendix A: Calculation of the decoherence time T ′
1

The characteristic time T ′
1 is defined to describe the

leakage of the wave function of the hole out of the dou-
blet composed of φ↑

1 and φ↓
1 states under the effect of

the random variations of the perturbing potential. Our
goal is to deduce T ′

1 from the evolution of ψ(t) obtained
by solving the time dependent Schrödinger equation but
we have to take into account two intrinsic limitations of
this approach. First, a classical noise is considered while
quantum effects can become important when kT is small
compared with the energy gaps between levels. Second,
dissipation effects are not included, for example by cou-
pling with phonons or by feedback to the fluctuator and
the electron reservoirs. As a consequence, the long time
limit of ψ(t) cannot be physically correct in our model.
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Indeed, when the non-diagonal elements of the U ma-
trix are zero, we show in Sect. V of the Supplemental
Material [46] that the simulations will always converge
to the situation where ψ(t) is statistically uniformly dis-
tributed over all the states of the system, that is to say
that

〈
|⟨φ↑↓

n |ψ(t)⟩|2
〉
{E} converges to 1/(2N) whatever N

is, whereas it should tend to the value given by a quasi
Fermi-Dirac statistic if dissipative phenomena were taken
into account.

As a consequence, we have limited our analy-
sis to short times for which the quantity p1(t) =〈
|⟨φ↑

1|ψ(t)⟩|2 + |⟨φ↓
1|ψ(t)⟩|2

〉
{E}

has an exponential de-
cay of the form exp(−t/T ′

1) where T ′
1 quickly becomes

independent of the number of states considered in the
basis. This approach is sufficient to describe the initial
evolution of the wave function of the hole to the φ↑

n and
φ↓
n states for n > 1 and not its subsequent evolution.
In practice, we found the mono-exponential character

of p1(t) when we consider the time span for which this
quantity varies from 1 to 0.5, and that the value of T ′

1 is
converged for N = 20 (Fig. 5a). This value can easily be
understood since the matrix elements of U between the
states φ↑↓

1 and φ↑↓
n decrease sharply for increasing values

of n > 10 (Fig. 4).

Appendix B: Effect of non-instantaneous transitions

The telegraphic noise model assumes that the tran-
sitions between the two states of the fluctuator are in-

stantaneous. Here we discuss the influence of non-
instantaneous transitions and their realism.

We consider a modified telegraphic signal χ′(t) in
which the fluctuator is assumed to vary progressively (lin-
early) between states 0 and 1 over a time ∆t = 7 ps. Fig-
ure 10(b) shows that the characteristic times calculated
using χ′(t) behave as a function of ν in the same way as
for the original telegraph signal χ(t). At low frequencies,
T2 remains given by 2/ν, the dephasing time remains
limited by the average switching time of the fluctuator.
On the other hand, T ′

1 reaches higher values due to the
fact that transitions to higher energy hole states are less
likely. However, the overall behavior remains the same.

The question is therefore whether a value ∆t of 7 ps
is realistic. This does not appear to be the case, as
tunneling times are typically in the femtosecond range
[58, 59], as can be estimated with the expression τT =

d
√
m/(2Ub), in which d is the length of the tunneling

barrier (≈ 1 nm), Ub is its height (≈ 2 eV) and m is
the carrier effective mass (≈ free electron mass). The
characteristic times calculated for ∆t in the femtosec-
ond range are those presented in Fig. 7. Therefore, the
instantaneous transitions model employed in this work
seems justified.
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I. DETAILS ABOUT NUMERICAL CALCULATIONS

Our numerical calculations are based on the same methodologies as in Ref. [1]. For convenience, we reproduce here
the Appendix D of this paper that provides details on methods and formalisms.

The potential in the device is computed with a finite volume Poisson solver assuming dielectric constants εSi = 11.7,
εSiO2

= 3.9 and εSi3N4
= 7.5. The wave functions of the qubit in this potential are then computed with a six-bands

k · p model.
In bulk silicon, the six-bands k · p Hamiltonian [2] reads in the {| 32 ,+

3
2 ⟩, |

3
2 ,+

1
2 ⟩, |

3
2 ,−

1
2 ⟩, |

3
2 ,−

3
2 ⟩, |

1
2 ,+

1
2 ⟩, |

1
2 ,−

1
2 ⟩}

Bloch functions basis set [3]:

H6kp = −



P +Q −S R 0 1√
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S −

√
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−S∗ P −Q 0 R
√
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R∗ 0 P −Q S −
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√
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(1)

where:

P =
ℏ2

2m0
γ1
(
k2x + k2y + k2z

)
(2)

Q =
ℏ2

2m0
γ2
(
k2x + k2y − 2k2z

)
(3)

R =
ℏ2

2m0

√
3
[
−γ3

(
k2x − k2y

)
+ 2iγ2kxky

]
(4)

S =
ℏ2

2m0
2
√
3γ3 (kx − iky) kz . (5)

kx, ky and kz are the components of the wave vector in the device axis set, γ1, γ2 and γ3 are the Luttinger parameters,
m0 is the free electron mass, and ∆ is the spin-orbit coupling parameter. In silicon, γ1 = 4.285, γ2 = 0.339, γ3 = 1.446
and ∆ = 44 meV.

The effect of the magnetic field on the Bloch functions and spin is described by the following Hamiltonian [5]:

HBloch = −(3κ+ 1)µBB · L+ g0µBB · S = µBB ·K , (6)

where L is the (orbital) angular momentum of the Bloch function, S its spin, and κ = −0.42 in silicon. We neglect the
effects of the much smaller ∝ q term of Ref. [5]. We give below the expression of the matrices Kx, Ky, Kz consistent
with our choice of phases for the Bloch functions [taking g0 = 2 in Eq. (6)]:

Kx = −



0
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√
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Ky = i
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Kz = −



3κ 0 0 0 0 0

0 κ 0 0
√
2κ′ 0

0 0 −κ 0 0
√
2κ′

0 0 0 −3κ 0 0

0
√
2κ′ 0 0 κ′′ 0

0 0
√
2κ′ 0 0 −κ′′

 , (9)

with κ′ = 1+κ and κ′′ = 1+2κ. Note that in the J = 3/2 subspace (the top left 4×4 sub-blocks of Kx, Ky and Kz),
HBloch is formally equivalent to −2κµBB · J, where J = L+ S is the total angular momentum of the Bloch function
[5]. The eigenstates are computed with an iterative Jacobi-Davidson eigensolver [6, 7].

II. DEPENDANCE OF THE PERTURBATION MATRIX ELEMENTS WITH MAGNETIC FIELD

The time-dependent Hamiltonian of the system described in the main document is rewritten as

H(B, t) = H0(B) + χ(t)U (10)

where we highlight the dependence of H0 on the static magnetic field B. The electrostatic perturbation U(r) induced
by the trapped charge depends neither on B nor on the electron (hole) spin. The eigenstates of H0(B) are |φ↑

n(B)⟩
and |φ↓

n(B)⟩ with energy E↑
n(B) and E↓

n(B), respectively. ↑ and ↓ represent a generalized (pseudo-)spin since the
physical spin is not a good quantum number in presence of spin-orbit coupling.

The decoherence processes of the spin qubit are described by the matrix of U in the basis of the states |φ↑
1(B)⟩ and

|φ↓
1(B)⟩. In this section, we discuss the evolution of this matrix with respect to B, following closely the derivation of

Ref. [1]. H0(B) can be expanded in powers of B:

H0(B) ≈ H0(0)−B ·M+O(B2) (11)

where Mα = −∂H/∂Bα|B=0. Second and higher order terms can be safely neglected [1].

A. Case of zero magnetic field

The levels of the doublet are Kramers degenerate for B = |B| = 0, i.e., E↑
1 (0) = E↓

1 (0) = E1. In addition, we can
choose the phase of the wavefunctions so that

|φ↑
1(0)⟩ = T |φ↓

1(0)⟩ (12)

where T is the time-reversal symmetry operator.
Writing |φ↓

1(0)⟩ = α(r)|+⟩+ β(r)|−⟩ where |+⟩ and |−⟩ are the physical spin components, we obtain

|φ↑
1(0)⟩ = T |φ↓

1(0)⟩ = β∗(r)|+⟩ − α∗(r)|−⟩ (13)

from which we deduce

u0 = ⟨φ↑
1(0)|U |φ↑

1(0)⟩ = ⟨φ↓
1(0)|U |φ↓

1(0)⟩ =

=

∫ [
|α(r)|2 + |β(r)|2

]
U(r)d3r (14)
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We used the fact that U(r) does not involve the spin. Similarly, we obtain:

⟨φ↑
1(0)|U |φ↓

1(0)⟩ =
∫

[β(r)α(r)− α(r)β(r)]U(r)d3r = 0. (15)

In absence of magnetic field, the effect of U is just a rigid shift of the energy levels, and the states remain uncoupled.
Time-reversal symmetry breaking is needed for a non-zero coupling [1].

B. Case of non-zero magnetic field

The energy splitting between the levels n = 1 and n = 2 being large compared to the magnetic field Hamiltonian,
first-order perturbation theory can be used to derive the states for B ̸= 0

|φ↑
1(B)⟩ = |φ↑

1(0)⟩ −B
∑

n>1,σ

⟨φσ
n(0)|b ·M|φ↑

1(0)⟩
E1 − En

|φσ
n(0)⟩ (16)

|φ↓
1(B)⟩ = |φ↓

1(0)⟩ −B
∑

n>1,σ

⟨φσ
n(0)|b ·M|φ↓

1(0)⟩
E1 − En

|φσ
n(0)⟩ (17)

where b = B/B. Here we have chosen |φ↑
1(0)⟩ and |φ↓

1(0)⟩ so that ⟨φ↑
1(0)|b ·M|φ↓

1(0)⟩ = 0 (by diagonalizing b ·M in
the Kramers doublet subspace). The non-diagonal term of the matrix U can be written as

u↑↓ = ⟨φ↑
1(B)|U |φ↓

1(B)⟩ = η↑↓(b)B (18)

with

η↑↓(b) = −
∑

n>1,σ

⟨φσ
n(0)|b ·M|φ↓

1(0)⟩
E1 − En

⟨φ↑
1(0)|U |φσ

n(0)⟩

−
∑

n>1,σ

⟨φ↑
1(0)|b ·M|φσ

n(0)⟩
E1 − En

⟨φσ
n(0)|U |φ↓

1(0)⟩.

(19)

Similar expressions can be derived for diagonal terms:

u↑↑ = ⟨φ↑
1(B)|U |φ↑

1(B)⟩ = u0 + η↑↑(b)B

u↓↓ = ⟨φ↓
1(B)|U |φ↓

1(B)⟩ = u0 + η↓↓(b)B. (20)

Formally similar expressions can as well be obtained for the terms u↑↑n and u↓↓n of the other states (n > 1). We
deduce that the angular frequency ωth that characterizes the analytic expression for T2 [Eq. (4) of the main document]
is proportional to B,

ωth =
|u↑↑ − u↓↓|

ℏ
=

|η↑↑(b)− η↓↓(b)|
ℏ

B, (21)

and therefore the dephasing time for ν = ωth varies as 1/B,

T2(ν = ωth) =
2ℏ

|η↑↑(b)− η↓↓(b)|B
. (22)

III. ORIGIN OF THE LAW IN 2/ν = 1/νcl OF THE DEPHASING TIME T2

A. General arguments

In this section, we are interested in the dephasing time T2 due to a telegraphic signal of ”classical” frequency
νcl = ν/2. In a time interval [0, t], the average number of flips is equal to νclt. In this case, the Poisson distribution
gives the probability that the fluctuator switches exactly n times during the elapsed time t:

Pn(t) =
(νclt)

n

n!
exp(−νclt). (23)
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The probability P0(t) of not switching is therefore equal to exp(−νclt).
Consider a system characterized by the Larmor angular frequencies Ω and Ω′ in states 0 and 1, respectively. The

phase shift δϕ(t) of the qubit precession thus varies as (Ω′ −Ω)(t− t0) after the first switch from state 0 to state 1 at
time t0 (δϕ(t) = 0 for t < t0).
T2 characterizes the decay of the quantity ⟨exp(iδϕ(t))⟩{E}. We can write:

⟨exp(iδϕ(t))⟩{E} =
∑
n

Pn(t)⟨exp(iδϕn(t))⟩{En} (24)

where δϕn(t) represents the phase shifts in all situations ∈ {En} where the fluctuator has switched exactly n times
during the elapsed time t.

We now consider the configuration where |Ω′−Ω| ≫ ν, i.e. where the dephasing angular frequency is large compared
to the frequency of the telegraph noise. In this case, exp(iδϕn(t)) averages to zero whenever there is at least one
switch within [0, t]. Since only δϕ0(t) = 0, we obtain

⟨exp(iδϕ(t))⟩{E} ≈ P0(t)⟨exp(iδϕ0(t))⟩{E0} = exp(−νclt) (25)

from which we deduce T2 = 1/νcl = 2/ν.
This calculation can be easily generalized to the situation where the qubit is influenced by M fluctuators in

the case where the change of angular frequency Ω′(j) − Ω induced by each fluctuator j is large compared to its
switching frequency ν(j). The probability that the fluctuator j does not switch is therefore P (j)

0 (t) = exp(−ν(j)cl t) with
ν
(j)
cl = ν(j)/2. We obtain

⟨exp(iδϕ(t))⟩{E} ≈
∏
j

P
(j)
0 (t) = exp

−t
∑
j

ν
(j)
cl

 (26)

from which we deduce T2 = 2/
∑

j ν
(j).

In the (probable) case where one of the fluctuators is much faster than the others, T2 is well given by 2/max(ν(j)),
i.e. the coherence of the qubit is limited by the fastest of the fluctuators that perturb it.

B. Case of a two-level model

In the two-level system discussed in the main document, the Hamiltonian in state 1 is

H = H0 + U =

(
ℏΩ/2 + u↑↑ u↑↓

u∗↑↓ −ℏΩ/2 + u↓↓

)
. (27)

After diagonalization, the Larmor angular frequency Ω′ in the state 1 is therefore

ℏΩ′ = 2

√(
ℏΩ+ u↑↑ − u↓↓

2

)2

+ |u↑↓|2. (28)

We define the threshold angular frequency

ωth = |Ω′ − Ω| =

∣∣∣∣∣∣2ℏ
√(

ℏΩ+ u↑↑ − u↓↓
2

)2

+ |u↑↓|2 − Ω

∣∣∣∣∣∣ (29)

which, in the pure dephasing model |u↑↑ − u↓↓| ≫ |u↑↓|, gives Eq. (3) of the main document, i.e. ωth ≈ |u↑↑ − u↓↓|/ℏ
(because |u↑↑ − u↓↓| ≪ ℏΩ).

In the opposite case where |u↑↑ − u↓↓| ≪ |u↑↓|, the threshold angular frequency becomes

ωth ≈ 2|u↑↓|2

ℏ2Ω
(30)

which is valid in particular when one seeks to reach a ”sweet” point where u↑↑ − u↓↓ → 0. Remarquably, ωth can be
rewritten in this case as 4/Tmin

1 where Tmin
1 is the minimum value of T1 in the two-level model [Eq. (5) of the main

document].
In this section, we thus conlude that, for low-frequency telegraphic noise such that ν ≪ ωth, the dephasing time is

always given by the universal law T2 = 2/ν.
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FIG. 1. gx and gy factors for the device considered in the present work.

IV. g MATRIX OF THE HOLE QUBIT

A. General model

The first-order expansion of the Hamiltonian in B described in the previous section can be rewritten in a general
way in the g-matrix formalism as

H0(B, VBG) = H0(0, VBG) +HZ(B, VBG) (31)

with a Zeeman Hamiltonian given by

HZ(B, VBG) =
1

2
µBσ · ĝ(VBG) ·B (32)

where σ is the vector of Pauli matrices, and ĝ(VBG) is a real 3× 3 matrix. Here we highlight the dependence of the
Hamiltonian and the g-matrix on the back-gate bias VBG. The dependence on another potential could be considered
in the same way. We have assumed that the Hamiltonian is written in some basis {| ⇑⟩, | ⇓⟩} in which the vectors are
orthogonal linear combinations of |φ↑

1(0)⟩ and |φ↓
1(0)⟩. The ĝ matrix is not unique, as it depends on the choice of the

magnetic field axes and of the hole states basis.
As xy is an exact mirror symmetry plane of the device whatever VBG, and yz is an approximate mirror symmetry

plane, x, y and z can be considered as the principal magnetic axes of the system [1]. For a magnetic field in the xy
plane, B = B (cos(φ), sin(φ), 0), the Zeeman Hamiltonian can hence be written as

HZ(B, VBG) =
1

2
µBB

[
gx cos(φ) −igy sin(φ)
+igy sin(φ) −gx cos(φ)

]
(33)

in which gx and gy depend implicitely on VBG. The Zeeman splitting is equal to

ℏΩ = µBB
√
g2x cos

2(φ) + g2y sin
2(φ). (34)

The gx and gy factors calculated for the device studied in this work are shown in Fig. 1. Very similar g factors were
obtained for a nearly identical device and were discussed in Ref. [1]. The evolution of these factors with VBG reflects
the respective weight of the wave function on the heavy and light hole Bloch functions. For VBG ≈ −0.15 V, the wave
function is located at the center of the nanowire, the heavy hole component is maximal as in a (100) silicon film. In
this case, the in-plane g factors are almost zero, and the vertical g factor (gx) is maximum. For higher or smaller
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values of VBG, the wave function is pushed to one side of the nanowire. The strong lateral confinement induces a
significant increase in the weight of the wave function on the light hole states. As shown in Ref. [8], this transfer of
weight between heavy and light hole states makes that (Fig. 1)

∂gx
∂VBG

≈ − ∂gy
∂VBG

. (35)

It is interesting to find the conditions for which the Zeeman splitting [Eq. (34)] is stationary with respect to VBG.
Using Eq. (35), we deduce that (∂ ℏΩ)/(∂ VBG) = 0 for

gx cos
2 φ = gy sin

2 φ (36)

φ ≈ π

2
± arctan

√
gx
gy
. (37)

It is also important to remind that the dependence of the Zeeman Hamiltonian and g factors on VBG is essentially
through the electric field along the y axis. Similar results can be obtained by playing on the potential of the other
gates, only the lever arm will be different [8].

B. Diagonal matrix element of the perturbation

The eigenstates of the Hamiltonian given by Eq. (33) are

|φ↑
1⟩ = α| ⇑⟩+ β| ⇓⟩ (38)

|φ↓
1⟩ = −β| ⇑⟩+ α∗| ⇓⟩ (39)

with

α =
ibygy√

b2yg
2
y +

(
bxgx +

√
b2xg

2
x + b2yg

2
y

)2 (40)

β =
bxgx +

√
b2xg

2
x + b2yg

2
y√

b2yg
2
y +

(
bxgx +

√
b2xg

2
x + b2yg

2
y

)2 (41)

in which we may write bx = cos(φ) and by = sin(φ), for simplicity.
The effect of a fluctuating electric charge results in a perturbation Hamiltonian

U = δH0(0, VBG) + δHZ(B, VBG) (42)
with

δHZ =
1

2
µBB

[
δgxbx −iδgyby

+iδgyby −δgxbx

]
+ δH ′

Z (43)

in which, for the reason discussed above, we have δgx ≈ −δgy. δH ′
Z contains additional terms like δgxyby, δgyxbx

arising from the fact that the variation (differential) of the g matrix may not be diagonal in the same basis and
magnetic axes frame as ĝ [1]. However, in the present case, these terms are small and the dephasing process is mainly
determined by the diagonal matrix elements u↑↑ ≈ ⟨φ↑

1|δH0 + δHZ |φ↑
1⟩ and u↓↓ ≈ ⟨φ↓

1|δH0 + δHZ |φ↓
1⟩. After some

algebra, we obtain:
u↑↑ ≈ u0 + δu (44)
u↓↓ ≈ u0 − δu (45)

with u0 = ⟨φ↑
1|δH0|φ↑

1⟩ = ⟨φ↓
1|δH0|φ↓

1⟩ [see Eq. (14)] and

δu = −
δgxb

3
xg

2
x + δgxb

2
xgx
√
b2xg

2
x + b2yg

2
y + δgybxb

2
ygxgy + δgyb

2
ygy
√
b2xg

2
x + b2yg

2
y

b2xg
2
x + bxgx

√
b2xg

2
x + b2yg

2
y + b2yg

2
y

. (46)

We can verify that δu and therefore u↑↑ − u↓↓ cancels for δgx = −δgy and gxb
2
x = gyb

2
y [Eq. (36)], i.e. when

(∂ ℏΩ)/(∂ VBG) = 0.
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V. LONG-TIME LIMIT OF A N-LEVEL SYSTEM PERTURBED BY A LOW-FREQUENCY
TELEGRAPHIC NOISE

A. General model

We consider a system of N levels {E1 = ℏω1 · · ·EN = ℏωN} and wavefunctions {|ϕ1⟩ · · · |ϕN ⟩}, eigenvalues and
eigenstates of a Hamiltonian H0. The system is influenced by a telegraphic noise that fluctuates between two config-
urations “0” and “1”. The total Hamiltonian is therefore H(t) = H0 + χ(t)U , where U is the perturbation when the
system switches from 0 to 1 and χ(t) = 0, 1. The eigenvalues of H0 + U are labelled E′

i = ℏω′
i. The system switches

between the two configurations at the times t1, t2 · · · .
We must solve the time-dependent Schrödinger equation:

iℏ
dΨ(t)

dt
= H(t)Ψ(t) (47)

We assume that H(t) = H0 for t0 ≤ t < t1 with the initial condition Ψ(t0) = Ψ0. The propagation of the state can
be easily written. For example, since the system is in the configuration 0 between t0 and t1 and the configuration 1
between t1 and t2, the wavefunction at t2 is given by:

PT ′(∆t2)P
+T (∆t1)|Ψ0⟩ (48)

in which T (∆tn) is the diagonal matrix
exp (−iω1∆tn) 0

. . .

0 exp (−iωN∆tn)

 (49)

with ∆tn = tn − tn−1. T ′(∆tn) is the same matrix in which the angular frequencies ωi are replaced by ω′
i. P is

the basis change matrix, that is, the matrix of the eigenvectors of H0 + U in the basis of the eigenstates of H0. In
Eq. (48), we used P−1 = P+.

We can therefore proceed by recursion and define a sequence of states

|Ψn⟩ = P+T (∆tn)|Ψn−1⟩ for n odd
|Ψn⟩ = PT ′(∆tn)|Ψn−1⟩ for n even. (50)

We introduce the density operator ρn = |Ψn⟩⟨Ψn| in which the overline means the statistical average on the different
random realizations of the time interval ∆tn for the mean switching frequency ν.

Here we want to understand what happens in the long run, after a large number of switches of the fluctuator, in
the case of a low-frequency telegraphic noise. We consider the situation where

ν ≪ ωi, ∀i. (51)

In this case, the quantities exp (iωit) present in the propagators can be written as exp (iθ) where θ can be seen as
a random variable between 0 and 2π.

Using Eq. (50), the diagonal term (ρn)ii which gives the electronic population on the level i after n switches is
given, for odd n, by ∑

kl

P+
ik exp (−iωk∆tn) (ρn−1)kl exp (+iωl∆tn)Pli. (52)

For k ̸= l, assuming ωk ̸= ωl which is likely in presence of a magnetic field that splits the spin doublets, we have

exp (i(ωl − ωk)∆tn) = 0. (53)

We deduce that

(ρn)ii =
∑
k

|Pik|2(ρn−1)kk, (54)
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which can be rewritten as

(ρn) = A(ρn−1) (55)

in which () represents the column vector formed by the diagonal matrix elements of the density operator and

A =

 |P11|2 · · · |P1N |2
... . . . ...

|PN1|2 · · · |PNN |2

 . (56)

A similar result is obtained for even values of n.
Let X be an eigenvector of the matrix A for the eigenvalue λ, and xi its largest component (in modulus). We have:∑

j

|Pij |2xj = λxi (57)

=⇒ λ =
∑
j

|Pij |2(xj/xi) (58)

=⇒ |λ| ≤
∑
j

|Pij |2|xj/xi| ≤
∑
j

|Pij |2 = 1. (59)

This shows that the eigenvalues λi of A have a modulus smaller or equal to 1. In addition, 1 is always a trivial
eigenvalue for the eigenvector  1/

√
N

...
1/
√
N

 . (60)

Using Eq. (58) and Eq. (59), we further deduce that an eigenvector X of A for λ = 1 must have components of the
form xj = exp(iψj)/

√
N . Injecting this into Eq. (58) and taking the complex conjugate, we obtain

|λ|2 =
∑
j,k

|Pij |2|Pik|2 exp [i(ψj − ψk)] (61)

=
∑
j,k

|Pij |2|Pik|2 cos(ψj − ψk) = 1. (62)

We deduce that ψj = ψk must be imposed for all j and k to verify the last equation (for Pij and Pik nonzero, see
below). Equation (60) is therefore the only eigenvector for the eigenvalue λ = 1. In reality, there is an exception to
this rule when the Hamiltonian matrix H0 +U can be split into independent blocks so that A is also a block diagonal
matrix, i.e., with non diagonal blocks where Pij = 0. In this case, the eigenvalue λ = 1 exists for each of the blocks,
and N must be replaced by the size of the block.

From Eq. (55), we deduce the long time limit of the density:

(ρ∞) = lim
n→∞

(ρn) =
[
lim
n→∞

An
]
(ρ0) (63)

In the basis of the eigenvectors of A, putting the vector given by Eq. (60) first, we have

A∞ =
[
lim

n→∞
An
]
=


1 0 · · · 0
0 0 · · · 0
...

... . . . ...
0 0 · · · 0

 (64)

from which we deduce using Eq. (63)

(ρ∞) = QA∞Q
−1(ρ0) (65)

where Q is the matrix of the eigenvectors of A in which Qi1 = 1/
√
N for all i [Eq. (60)].
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Similarly, we can show that the first row of the matrix Q−1 is such that Q−1
1i = 1/

√
N for all i because of the

orthogonality of the first column vector of Q to all other column vectors. This can be deduced from Eq. (57) which
gives ∑

i,j

|Pij |2xj =
∑
j

xj = λ
∑
i

xi (66)

which implies that
∑

i xi = 0 for λ ̸= 1. We conclude that not only the eigenvalue λ = 1 is nondegenerate but also
that the eigenvectors associated with the other eigenvalues form an orthogonal subspace.

Using these results and Eq. (64), we deduce finally:

(ρ∞)i =
∑
j

Qi1Q
−1
1j (ρ0)j =

1

N

∑
j

(ρ0)j =
1

N
. (67)

This shows that the system always ends up in a situation of equipartition between all states of the basis, whatever
the starting point. In this proof, we have made the assumption that the matrix A is diagonalizable if an eigenvalue
is degenerate. If this is not the case, the result can be generalized to the case of Jordan normal forms.

B. Application to the calculation of the relaxation lifetime T1 in the two-level model

As in the main document, the Hamiltonian is written as

H(t) =

(
−∆E 0
0 ∆E

)
+ χ(t)

(
0 u↑↓
u∗↑↓ 0

)
(68)

in which we define ∆E = ℏΩ/2. Here we assume u↑↑ = u↓↓ = 0, and |u↑↓|/∆E ≪ 1.
The matrix A defined in Eq. (56) is given by

A =


1
2

(
1 + ∆E√

∆E2+|u↑↓|2

)
1
2

(
1− ∆E√

∆E2+|u↑↓|2

)
1
2

(
1− ∆E√

∆E2+|u↑↓|2

)
1
2

(
1 + ∆E√

∆E2+|u↑↓|2

)
 . (69)

We have: (
ρn↑
ρn↓

)
= A

(
ρn−1
↑
ρn−1
↓

)
(70)

in which ρn↑ is the population on the state ↑ after n switches.
The relaxation of the spin is described by the decay of σn

z = ρn↑ − ρn↓ . Using Eq. (70), we deduce

σn
z =

∆E√
∆E2 + |u↑↓|2

σn−1
z . (71)

Using the initial condition σ0
z = 1, we obtain

σn
z =

(
∆E√

∆E2 + |u↑↓|2

)n

. (72)

The average elapsed time for n steps being tn = n/νcl = 2n/ν, σn
z can be rewritten as exp(−tn/T1) with

T1 =
4∆E2

ν|u↑↓|2
=

ℏ2Ω2

ν|u↑↓|2
. (73)

This result, obtained using |u↑↓|/∆E ≪ 1, coincides with Eq. (7) of the main document in the limit ν ≪ Ω. In this
case, T1 was derived from the noise spectral density at frequency Ω [9].
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FIG. 2. (a) Highest electronic energy levels calculated for the hole qubit. (b) Coupling strength defined as the ratio∣∣∣⟨φ↑
1|U |φ↑↓

n ⟩
∣∣∣ /|E↑
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n versus n. (d) Unperturbed level energies E↑↓

n (green)
and perturbed level energies E↑↓
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n |U |φ↑↓

n ⟩ (red) presented according to the state number defined as 2n− 1 for |φ↑
n⟩ states
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n⟩ states. (b-d) All results are for Trap 2.
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FIG. 4. 2D plots of the Larmor frequency Ω (a) and u↑↑ − u↓↓ (b-d) versus θ and φ, for Trap 1 (b), Trap 2 (c) and Trap 3 (d),
for VBG = 0 V. The contours corresponding to u↑↑ − u↓↓ = 0 are indicated by black lines.

VI. ENERGY LEVELS AND COUPLING STRENGTHS FOR THE TRAPS 2 AND 3

Figures 2 and 3 present information on the energy levels and on the elements of the perturbation matrix U for Trap
2 and Trap 3.

VII. 2D MAPS OF Ω AND u↑↑ − u↓↓ IN THE (θ, φ) PLANE

Figure 4 presents a 2D plot of Ω and u↑↑ − u↓↓ versus the orientation angles of the magnetic field. The general
behaviors are close for the three traps. In particular, the sweet lines (u↑↑ − u↓↓ = 0) at φ ≈ 90 ± 35◦ remain well
marked. This demonstrates that the analysis made in the main document for a centered fluctuator close to the qubit
(Trap 1) remains approximately valid for off-center and more distant fluctuators.

VIII. ADDITIONAL PLOTS OF m(t) AT DIFFERENT FREQUENCIES ν

Figure 5 presents additional plots of m(t) for different values of ν, for Trap 1.

ACKNOWLEDGMENTS

This work was supported by the French National Research Agency (ANR project MAQSi ANR-18-CE47-0007-02).

[1] B. Venitucci, L. Bourdet, D. Pouzada, and Y.-M. Niquet, Electrical manipulation of semiconductor spin qubits within the
g-matrix formalism, Phys. Rev. B 98 (2018).

[2] G. Dresselhaus, A. F. Kip, and C. Kittel, Cyclotron resonance of electrons and holes in silicon and germanium crystals,
Phys. Rev. 98, 368 (1955).

[3] L. C. Lew Yan Voon and M. Willatzen, The k p Method (Springer, Berlin, 2009).



13

FIG. 5. Evolution of m(t) for ν = 2× 107 s−1, 2× 108 s−1, 2× 109 s−1, 2× 1010 s−1, 2× 1011 s−1 and 2× 1012 s−1 (Trap 1).
For ν < ωth = 1.963× 109 s−1, m(t) presents oscillations [9]. In this case, T2 is given by the exponential decay of the envelope.

[4] M. Graf and P. Vogl, Electromagnetic fields and dielectric response in empirical tight-binding theory, Phys. Rev. B 51, 4940
(1995).

[5] J. M. Luttinger, Quantum theory of cyclotron resonance in semiconductors: General theory, Phys. Rev. 102, 1030 (1956).
[6] G. Sleijpen and H. Van der Vorst, A jacobi–davidson iteration method for linear eigenvalue problems, SIAM Review 42,

267 (2000).
[7] Z. Bai, J. Demmel, J. Dongarra, A. Ruhe, and H. van der Vorst, eds., Templates for the Solution of Algebraic Eigenvalue

Problems: A Practical Guide (SIAM, Philadelphia, 2000).
[8] N. Piot, B. Brun, V. Schmitt, S. Zihlmann, V. P. Michal, A. Apra, J. C. Abadillo-Uriel, X. Jehl, B. Bertrand, H. Niebojewski,

L. Hutin, M. Vinet, M. Urdampilleta, T. Meunier, Y.-M. Niquet, R. Maurand, and S. De Franceschi, A single hole spin
with enhanced coherence in natural silicon, Nat. Nanotechnol. 17, 10.1038/s41565-022-01196-z (2022).

[9] E. Paladino, Y. M. Galperin, G. Falci, and B. L. Altshuler, 1/f noise: Implications for solid-state quantum information,
Rev. Mod. Phys. 86, 361 (2014).


