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Abstract We provide a methodology to dimension the interleaver duration for free-space optical links. 

We validate it on an FPGA transceiver by emulating ground-geostationary strong turbulence conditions. 

150ms interleaver reduces launch power by two orders of magnitude, making it compliant with 

commercially-available amplifiers to transmit 10Gbit/s.  

Introduction 

The continuous increase in the demand for 

data transmission has pushed the state-of-the-art 

radio frequency satellite links to their theoretical 

ceiling. Optical ground-satellite links can bring a 

large capacity leap but suffer from channel 

specific impairments, such as frequency 

selective molecular absorption [1,2], cloud 

attenuation and atmospheric turbulence induced 

power variations. The refractive index variations 

due to turbulence create time-distributed 

attenuation peaks of received optical power 

(ROP). Due to the finite receiver sensitivity and 

the optical amplifier output power limitations (few 

tens of watts [3]), the attenuation peaks create 

error bursts. These bursts can be partially 

mitigated by time diversity techniques [4] but at 

the expense of duplicating the communication 

hardware. A more promising approach is to use 

Adaptive Optics (AO) [5], complemented with 

channel encoding and a data interleaver [6,7].  

In this article, we propose a methodology for 

dimensioning a block interleaver for that purpose. 

As a case study, we consider a ground to 

geostationary (GEO) satellite uplink while 

accounting for point-ahead anisoplanatism [5] in 

strong turbulence. We use a numerical tool to 

generate time series of the received optical 

power after adaptive optics pre-compensation 

and ground-satellite propagation. We then apply 

the proposed methodology to assess the 

required interleaver duration to ensure that the 

errors after the deinterleaver are adequately 

distributed. Finally, we validate the technique 

experimentally by emulating a 10 Gbit/s free 

space optical chain incorporating a real-time 

interleaving system on FPGAs.  

Dimensioning Block Interleavers 

In Fig.1a, we depict an uplink communication 

system through the atmosphere along with data 

encoding and decoding blocks. The blocks in 

solid line are implemented experimentally except 

for the FEC coding and codeword interleaving (𝜋) 

to correct residual bursts (~100s bits). 

As the Forward Error Correction (FEC) blocks 

cannot correct burst errors of ~ms, interleaving is 

used to distribute the errors over a long duration, 

called the interleaver time. Here we use a block 

interleaver with M rows and N columns [8]. As it 

is impractical to implement bit per bit interleavers 

at high data rates, we consider an interleaver 

which interleaves blocks of bits. We denote 𝐼𝑟𝑒𝑠 

the number of bits per block, as shown in Fig. 1b. 

The input/output blocks are written/read in/from 

the columns/rows of the matrix, respectively. At 

the reception, the received bits are deinterleaved 

and forwarded to the error correction stage.  

Without loss of generality, we assume that 

any interleaver matrix contains 𝑒𝑏 burst errors 

while the other bits have a mean bit error rate 

(BER) of 𝐵𝐸𝑅̅̅ ̅̅ ̅̅ . To distribute the errors uniformly

over all the FEC codewords in the interleaver 

matrix, we set the value of M as follows   

M = ⌈
𝐹𝐸𝐶𝑁

𝐼𝑟𝑒𝑠

⌉ (1) 

Fig. 1: (a)  The optical communication chain for ground-satellite communication, solid line blocks were 

experimentally emulated. (b) MxN block interleaver with blocks of size Ires at the transmitter. 
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Where 𝐹𝐸𝐶𝑁 is the size of the FEC codeword 

and ⌈ ⌉ denotes the ceiling function. Assuming a 

continuous  𝑒𝑏, the maximum number of burst 

errors per FEC codeword is given by 

𝑒𝐹𝐸𝐶𝑏
= 𝐼𝑟𝑒𝑠 × ⌈

𝑒𝑏

𝑁
⌉ (2) 

Assuming a constant 𝐵𝐸𝑅̅̅ ̅̅ ̅̅  for the remaining

bits, the total number of errors per FEC codeword 

can be estimated using 

𝑒𝐹𝐸𝐶 = 𝑒𝐹𝐸𝐶𝑏
+ 𝐵𝐸𝑅̅̅ ̅̅ ̅̅ (𝐹𝐸𝐶𝑁 − 𝑒𝐹𝐸𝐶𝑏

) (3) 

Thus, for a given FEC, with pre-FEC BER 

threshold of BERFEC, 𝑁 must satisfy the following 

condition 

N ≥ ⌈
𝐼𝑟𝑒𝑠 × 𝑒𝑏(1 − 𝐵𝐸𝑅̅̅ ̅̅ ̅̅ )

2𝐹𝐸𝐶𝑁(BER𝐹𝐸𝐶 − 𝐵𝐸𝑅̅̅ ̅̅ ̅̅ )
⌉ (4) 

Which is valid when 𝐵𝐸𝑅̅̅ ̅̅ ̅̅  is lower than BERFEC

threshold. For a bit rate of 𝑅𝑏, the interleaver time 

is given by (𝑀 × 𝑁)/𝑅𝑏. The ratio between the 

interleaver time and the fading time (eb/Rb) 

depends only on the FEC limit and the 𝐵𝐸𝑅̅̅ ̅̅ ̅̅ . We

consider the DVB-S2   andard’  FEC a  

reference [9] (𝐹𝐸𝐶𝑁 = 64800) with hard decision 

decoding yielding pre-FEC BER limits of 0.08, 

0.035, 0.02 for code rates 1/2, 2/3 and 3/4 at a 

post-FEC BER of 10-9. In Fig. 2a, we present the 

interleaver time as a function of the 𝐵𝐸𝑅̅̅ ̅̅ ̅̅  for

various code rates using a 1 ms fading time. As 

expected, higher code rates require longer 

interleaver times and we use a code rate of 1/2 

as a baseline to minimize the interleaver length. 

Channel modelling 

In this section, we describe how we generate a 

representative set of timeseries expected in 

ground to geostationary satellite links to illustrate 

our methodology. In optical atmospheric 

propagation, the spatial strength of the 

atmospheric turbulence is characterized by two 

parameters: the coherence length (𝑟0 also called 

Fried parameter) and the anisoplanatic angle 

(𝜃0). The smaller these values, the more severe 

the turbulence. We use the measurements 

presented in [10, 11] to generate turbulence 

profiles as show in [5]. Assuming 𝑟0 and 𝜃0 as 

independent stochastic variables, we selected a 

turbulence profile which comprises 99.9% of the 

measured cases. We obtained a 𝑟0 of 4 cm and a 

𝜃0 of 4 8 𝜇𝑟𝑎𝑑, along the line of sight at 1550 nm. 

The temporal behaviour of the turbulence can 

be modelled by the vertical windspeed profile. 

Here as a challenging scenario, we selected a 

large windspeed at ground level (10 𝑚/𝑠) which 

requires rapid adaptive optics response (4.7 kHz, 

~0.5 ms delay correcting up to 90 Zernike radial 

modes in our simulations), while keeping low 

tropospheric windspeed (15 𝑚/𝑠.) which creates 

long coherence times and large error bursts.  

To obtain the received optical power time 

series we use an experimentally validated 

simulation tool [12], fed with the obtained wind 

and turbulence profiles. We generated multiple 

time series of 1 second duration for a ground to 

geostationary satellite link with a 40 and 25 cm 

emission and reception pupil, respectively, with 

the link budget model presented in [5].  

Experimental measurements 

We use an NRZ-OOK based transceiver for the 

optical modulation of the data at 10 Gbps. The 

experimental setup is shown in Fig. 2b. We 

implemented a real-time block interleaver and 

deinterleaver on two VC709 FPGA boards each 

Fig. 2: (a) Interleaver time as a function of 𝐵𝐸𝑅̅̅ ̅̅ ̅̅  for different FEC code rates for a fading time of 1 ms.

(b) The experimental apparatus emulating a free space optical link communication system.

Fig.3: (a) The dependence of the measured BER 

with ROP. BER reaches 0.5 for ROP <-45 dBm 

(b) A snippet of a time series of 100 ms with the

fading zone in red. (c) BER of the time series.
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equipped with 1 DDR3 SDRAM memory [13] with 

a capacity of 32 Gbits and a data transfer rate of 

~100 Gbps. At the transmitter, a pseudorandom 

binary sequence (PRBS) bit stream is generated 

and interleaved before modulation. We use 𝐼𝑟𝑒𝑠 =
512 bits which is sufficiently small (< 1% of the 

FEC codeword) while allowing us to sufficiently 

expedite the memory write/read times. As the 

deinterleaver at the receiver needs to recover the 

exact position of the incoming data in the 

interleaving matrix, a frame with headers 

containing the block order information is created 

at the transmission. An additional 1% overhead is 

used for this synchronization.  

The modulated signal is then sent to a 

variable optical attenuator (VOA) which emulates 

the static channel losses. Then, a fast VOA with 

a bandwidth (5 MHz) higher than the power 

variations (<1 kHz) is used to emulate the 

simulated timeseries. At the reception, the signal 

is pre-amplified using Erbium Doped Fiber 

Amplifier (EDFA) #1, filtered (50 GHz) to perform 

amplifier noise rejection and amplified by 

EDFA#2 to reach the power level required by the 

receiver photodiode. At its output, the bit stream 

is aligned, deinterleaved and uncoded BER is 

measured for each FEC codeword length. 

In the static regime, the BER of the received 

data was measured as a function of ROP (Fig. 

3a). We found that when the ROP falls below a 

threshold of -45 dBm the receiver loses the clock 

reference and typically recovers around ~0.7 ms 

after it rises above this threshold. 

To calculate the interleaver time, we first 

estimate the fading time and the 𝐵𝐸𝑅̅̅ ̅̅ ̅̅  from the

generated time series. To do this, we look for 

fadings in a 100 ms window as shown in Fig. 3b. 

Then, using the measured ROP to BER curve, we 

calculate the BER in the window and add the 

timing recovery as shown in Fig. 3c. The fading 

time corresponds to the segments which are 

shown in red (solid and line pattern) and the 𝐵𝐸𝑅̅̅ ̅̅ ̅̅

(dashed line) was calculated in the segments with 

BER less than 0.5. We found that 𝐵𝐸𝑅̅̅ ̅̅ ̅̅  typically

lies within 0.001 and 0.01. By increasing the 

launch power at the transmitter and consequently 

the received power, the fading times decrease. 

Even for a launch power of 60 W, we observed 

that fading times vary between 1 and 15 ms.  

We now measure experimentally the required 

interleaver time by varying the interleaver time 

until all the codewords after the interleaver have 

a BER lower than pre-FEC limit. In Fig. 4a, we 

show a snippet of the ROP series along with the 

measured BER in time after the de-interleaver. 

We observe that for the chosen interleaver time 

(100 ms) all the codewords satisfy the FEC 

condition. This whole process is repeated for 

each fading event and varying its position in the 

interleaver window. In Fig. 4b, we show the 

measured required interleaver times (crosses) for 

various fading times along with the calculated 

ones (blue circles). The measurements fall within 

+/-10% of the calculations in up to 95% cases. 

The residual error could be attributed to the 

presence of multiple fadings or fading position in 

the interleaver window for the measurements 

whereas the simulations were done by assuming 

the fading event in the middle of the window. 

For various launch powers, we calculate the 

minimum interleaver time for the worst fading 

event over all the time series, and the results are 

shown in Fig. 4c. We can see that even for large 

launch powers an interleaver is necessary for 

error-free transmissions under strong turbulence. 

We observe that an interleaver of 150 ms can 

bring a reduction of two orders of magnitude, 

making it feasible to use a commercially available 

amplifier of 30 W [14] to establish 10 Gbps links.  

Conclusion 

In this article, we proposed a methodology for 

dimensioning the block interleaver size for optical 

satellite links. We developed a real-time FPGA 

interleaver and validated our methodology under 

strong turbulence conditions. The predictions 

agree within +/- 10% with the measurements. 

With commercial amplifiers, we showed that an 

interleaver of 150 ms is sufficient to transmit 

10 Gbps ground-geostationary satellite links. 

Fig.4: (a) The measured BER after the deinterleaver with all the received blocks below the FEC 

threshold (0.08). (b) The measured and calculated interleaver time for different fading times from the 

time series. (c) The minimum simulated interleaver time as a function of the launch power. 
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