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Summary



● Transformer-based approaches, such as BERT, offer huge performance gain on a lot of NLP tasks

● Has been adapted to French with CamemBERT and FlauBERT

● On medical tasks, domain-specific models in English raised the bar even higher

○ PudMedBERT, BioBERT, ClinicalBERT and other

● Languages others than English are rarer and rely primarily on continual pre-training using an existing generic model

● Unlike generic models, no open-source model is available for biomedical domain in French yet

● BERT-based domain specific model for French should increase performance on medical tasks

Language Modeling



Comparison of pre-training strategies and
data sources

• Evaluation of the impact of public and private medical data sources 

on comparable data sizes

○ NACHOS: A 1.1B words open-source dataset of 

heterogeneous data crawled from diverse medical domains, 

natures and styles

○ NBDW: A private dataset of sentences taken from 1.7M 

anonymized medical records extracted from the Nantes 

University Hospital data warehouse

• Comparison of learning strategies

○ From scratch with full model construction

○ Continual pre-training using an existing pre-trained model 

(here, CamemBERT, a French generic model, and 

PubMedBERT, an English-based medical one)



• Performance evaluation of 13 models on 11 tasks, both public and private

• Our fine-tuned models get state-of-the-art results on almost all tasks 

Evaluation : Data sources and size



• From scratch vs. continual pre-training on 4GB of data

• Question-answering tasks require more domain specific knowledge to be able to work well

• A study of model stability shows a higher inter-run variability for the CamemBERT-based models trained using 

continual pretraining

Evaluation : Pre-training strategies



Core message
● DrBERT achieves state-of-the-art results in 9 downstream French medical-oriented tasks

○ Surpasses CamemBERT generic model and English-based domain-specific models

○ Confirms utility of training a medical-specific model in French

● Data sources matters: training on heterogeneous data is important

○ NACHOS is more robust than using private clinical data only

● More data is better, but does not  scale well

● Continual pretraining is a more effective strategy when based on domain-specific English models

● The DrBERT models, the NACHOS dataset and the training scripts are freely available under the MIT 

license
drbert.univ-avignon.fr



Thank You

Looking forward to exchange at 
poster session in Toronto!

More information on: 
drbert.univ-avignon.fr


