N
N

N

HAL

open science

A constrained Shannon-Fano entropy coder for image
storage in synthetic DNA

Xavier Pic, Marc Antonini

» To cite this version:

Xavier Pic, Marc Antonini. A constrained Shannon-Fano entropy coder for image storage in synthetic
DNA. 30th European Signal Processing Conference (EUSIPCO 2022), Aug 2022, Belgrade, France.

pp.1367-1371, 10.23919/EUSIPCO055093.2022.9909833 . hal-04056181

HAL Id: hal-04056181
https://hal.science/hal-04056181v1
Submitted on 5 Apr 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://hal.science/hal-04056181v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

A constrained Shannon-Fano entropy coder for
image storage in synthetic DNA

Xavier Pic, Marc Antonini
13§ laboratory, Cote d’Azur University and CNRS
UMR 7271, Sophia Antipolis, France
xpic@i3s.unice.fr, am@i3s.unice.fr

Abstract—The exponentially increasing demand for data
storage has been facing more and more challenges during the
past years. The energy costs that it represents are also increasing,
and the availability of the storage hardware is not able to follow
the storage demand’s trend. The short lifespan of conventional
storage media -10 to 20 years- forces the duplication of the
hardware and worsens the situation. The majority of this storage
demand concerns ’cold” data, data very rarely accessed but that
has to be kept for long periods of time. The coding abilities of
synthetic DNA, and its long durability (several hundred years),
make it a serious candidate as an alternative storage media
for ”cold” data. In this paper, we propose a variable-length
coding algorithm adapted to DNA data storage with improved
performance. The proposed algorithm is based on a modified
Shannon-Fano code that respects some biochemichal constraints
imposed by the synthesis chemistry. We have inserted this code
in a JPEG compression algorithm adapted to DNA image storage
[1] and we highlighted an improvement of the compression
ratio ranging from 0.5 up to 2 bits per nucleotide compared to
the state-of-the-art solution, without affecting the reconstruction
quality.

Index Terms—image, compression, DNA, JPEG, entropy-
coding, Shannon-Fano.

I. INTRODUCTION

Our society is relying more and more on the digital world,
and as a consequence, the demand for digital data storage
are exponentially increasing. The duration for which this data
should be preserved is also constantly growing, mainly for
legal reasons. The current tools are not sufficient for both this
reasons, first because the storage hardware cannot follow the
storage demand anymore, and secondly, because the hardware
replication needed to ensure the durability of the data storage is
confronted with the same demand problem. For those reasons,
alternatives to the current data storage technologies have to
be developed quickly. Synthetic molecules, and particularly
synthetic DNA are promising candidates as alternative data
storage media [2]. Synthetic DNA molecules have huge
encoding abilities (non-synthetic DNA is encoding living
beings), are very small, and can be stored for very long periods
of time. The DNA molecules are composed of a sequence
of nucleotides - adenine (A), cytosine (C), guanine (G) and
thymine (T) - that can be used to synthesize DNA and store
digital data into it [3], [4]. Information theorists started to
develop tools to encode data into DNA and some of them
focused on image data storage [1], [5]. Recently, the JPEG

DNAE] research group started an exploration on the opportunity
to develop a specific image coding solution adapted to the
technologies of DNA synthesis to compress and store images
into DNA-like sequences [6]. Some compression algorithm
and coders have been developed specifically for this paradigm
of data storage [7], [8l, [5].

In this work we propose a variable-length quaternary
encoder adapted to DNA data storage. This encoder
is based on the Shannon-Fano algorithm revisited to
work with a quaternary alphabet composed by the four
letters (nucleotides) {A,C,G,T}, and constrained by some
biochemical restrictions. In this paper we considered mainly
the constraint on homopolymers which consists in avoiding
codewords constructed by the repetition of the same nucleotide
more than 3 times, e.g.,, AAAAA. This algorithm showed
good performance compared to one of the best state-of-the-
art coder proposed in [7]. Furthermore, we integrated the
proposed quaternary coder in the image coding standard JPEG.
The modified JPEG algorithm has shown better performance
when compared to the image codec proposed in [[1] which uses
the Goldman coder of [7]. We finally established bounds to
identify the margin of progress still available in the proposed
variable-length coder, to identify the improvement that could
benefit the proposed DNA-based JPEG codec.

II. CONTEXT
A. DNA data storage

A workflow has been designed to store data into those DNA
molecules. The first step in this workflow is the construction
of a coder able to represent data in a sequence of symbols
of the alphabet {A,C,G,T}. The encoded information has
to be input into a DNA molecule, through the operation of
synthesis. The molecules then are stored in hermetic capsules.
To access the data, the last operations of the workflow are
used: first the DNA molecule is sequenced, which means
that we read the sequence of nucleotides from the molecule.
Then this nucleotide sequence has to be decoded to retrieve
the data. In some of those processes, (synthesis, sequencing
and storage), the DNA molecules are either manipulated or
stored. During those events, a lot of factors can alter the
integrity of the molecule and introduce errors in the nucleotide
sequence. Those errors can be SUBSTITUTIONS (a nucleotide
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Fig. 1. Compression workflow for image coding in a quaternary representation
based on JPEG [1], [6].

is changed into another one, for example an A becomes a G)
and INDELS (random insertions and deletions of nucleotides
in the sequence).

Furthermore, to reduce the noise level of these different
operations, the DNA coded information stream must respect
some biochemical constraints on the combinations of bases
that form a DNA fragment: homopolymers, high/low GC
content and repeated patterns should be avoided. Designing
a coding algorithm specific to synthetic DNA data storage
appeared as a solution to accurately tackle the issues that
come with the DNA storage workflow, particularly the noise
produced in the workflow. Designing compression algorithms
specific to DNA might also optimize the compression rate
at which we store the data, which is still an important topic
because of the high cost of the DNA synthesis.

B. Image coding into DNA: A solution based on JPEG

The codec proposed in [1]] is a modified version of the
classic JPEG standard algorithm, adapted to encode data into
DNA. The classic JPEG algorithm compresses and encodes
images with the use of two main encoders. Those encoders
are used to encode the DC and AC indices obtained through
the Discrete Cosine Transform (DCT) computed on the
image, block by block. The first one is the Huffman coding
that encodes the run/categories of the AC indices, and the
categories of the DC indices obtained through the DCT. In
[L]], this coder has been replaced by the Goldman encoder [7]
that generates, instead of binary codes, quaternary DNA-based
codes. This work focuses on improving this specific coder to
increase the performance of the general algorithm. The second
coder used in the JPEG standard is a fixed-length coder that
codes the values of the DC and AC indices obtained through
the DCT. In [, this coder has been replaced by the fixed-
length quaternary coder proposed in [8]. The figure |1| presents
the whole workflow of the JPEG image coder adapted to DNA
coding that has been proposed in our previous work [[1].

In the rest of the paper, we focus our work on the design of
a new efficient constrained quaternary variable-length encoder
able to compete with the algorithm proposed in [7] and used
in [1].

III. HUFFMAN TREE CODING
A. Background

Entropy coding methods are variable-length lossless
compression methods that represent the different symbols of
the source it encodes. The codes are estimated with the help of
a frequency table. For every symbol that needs to be encoded,
the number of appearances of this symbol in the source is
computed. Finally, the length of the codes representing every
symbol varies with its probability of appearance: if a symbol
is more frequent, the associated code will be short, if it is less
frequent, the code will be long.

TABLE I
EXAMPLE OF A BINARY HUFFMAN CODE
Symbol | Probability | Code
a 0.40 0
b 0.05 1010
c 0.18 110
d 0.07 1011
e 0.20 111
f 0.10 100

The Huffman algorithm is the optimal symbol-by-symbol
entropy coding method. Some theoretical limits on its
performance have been established with the help of Kraft’s
inequality. If the source S is represented by a random variable
X with a probability distribution p, the expected length L of
the Huffman code C' generated by this source can be defined
as:

L(C) = p(X = 2)I(Cs) (1)

e

C, being the codeword representing the symbol z, I(C,,) the
length of this codeword and 2 the set of all possible symbols.
Given b the base in which the Huffman algorithm encodes the
source, the source’s Shannon entropy Hp(X) can be defined
as:
Hy(X) =) —p(X = n)logy(p(X =2)) ()
zeX

Shannon’s source coding theorem [9] showed that, like for any
other source code, the expected length of the b-ary Huffman
code (% representing the source S of random variable X
follows the law:

Hy(X) < L(Cy) < Hyp(X) +1 3)

B. The Goldman coder

Nick Goldman introduced in [7] an entropy coding
method adapted to DNA. This algorithm satisfies one of the
biochemical constraints presented earlier: it doesn’t generate
codes with homopolymers. Homopolymers are the repetition
of the same nucleotide base several times in a code or in a
code stream (for example AAAAA or TTTTT). To avoid
those error-prone patterns, the Goldman code is generated by
combining a ternary Huffman code and a rotating quaternary
transcoder. The ternary Huffman coding generates codes using
the alphabet {0,1,2}. The rotating transcoder translates this
{0,1,2} sequence into a quaternary sequence on the alphabet



TABLE II
GOLDMAN BASE TABLE FOR CONVERTING TERNARY HUFFMAN SYMBOLS
INTO NUCLEOTIDES
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{A,C,G, T}, without reusing the same element twice in a
row. Thanks to this rotating transcoder, no homopolymers will
be generated by the Goldman coder. The rotating transcoder
doesn’t affect the length of the codes generated by Huffman
since it transcodes the source ternary symbol per ternary
symbol. For that reason, the length of the codes for every
symbol, and the expected length of the final code, are only
conditioned by the Huffman coder. Hence, we can establish a
boundary to the expected length of the entire Goldman coder
Cgi

Hy(X) < H3(X) < L(Cg) “4)

C. Limitations for constrained quaternary codes

As previously mentioned, the theory has shown that
the Huffman tree coding algorithm was the best entropy
coding algorithm when source symbols are independent and
identically distributed, i.i.d. source. This means that the
quaternary Huffman tree coding algorithm will give the
best performance in quaternary entropy coding of a i.i.d.
source. The algorithm in itself is the theoretical limit for
any quaternary entropy coding, hence the quaternary Huffman
code Cpyy is a bound for any quaternary entropy coder C:

vC c 064, H4(X) S L(CH4) S L(C) (5)

Ce, being the set of all the possible quaternary entropy
coders. The problem for DNA data storage is that, as we
said previously, an unconstrained code will generate a lot
of noise. This was the reasoning behind the development of
the Goldman algorithm, and is still a problem that has to
be considered. Thus, one cannot simply use the quaternary
Huffman coder. This means that to develop a new entropy
coder for DNA with improved performance over the Goldman
algorithm or any ternary entropy coder C, a good objective in
terms of performance would be to design a code C' such as:

L(Cha) < L(C) < H3(X) (6)

IV. PROPOSED VARIABLE-LENGTH QUATERNARY
ENCODER

A. Motivations

The goal of the Goldman coder [7] is to constrain the code
and avoid the apparition of homopolymers. The experiments
have shown that the biochemical processes of DNA data
storage (synthesis, storage and sequencing) can tolerate
homopolymers until a certain length (3 for Illumina sequencers
and around 5 for Nanopore sequencers), otherwise, the noise
starts increasing dramatically [10]. This means that the
Goldman coder, that does not allow two consecutive identical
nucleotides, is too restrictive when avoiding homopolymers.

In order to meet the homopolymer constraint without

losing too much coding potential, we proposed a solution
that consists in a quaternary tree-coder constrained at certain
positions to avoid too long homopolymers. Since tree
structures are used for the code construction, the most simple
solution was to constraint the arity (the number of sons of
each node) of the tree at certain depths. The classic Huffman
algorithm builds the coding tree from the leaves up to the root,
and does not hold any information concerning the final depth
of the tree nor the final depth of any of the nodes in the tree.
Designing our algorithm from the Huffman algorithm, where
there is a local control of the tree structure, did not appear as
the most efficient solution, especially for obtaining a balanced
tree.
Instead, we based our solution on the classic SHANNON-FANO
recursive algorithm which builds the coding tree from the root,
meaning that the current depth can be propagated through the
recursions.

B. Proposed constrained tree coder

The coder is implemented with two algorithms. The
algorithm |l| is a simple initialization: it starts the whole
construction of the tree, at the root (at depth 1). The algorithm
[2) manages the recursive calls in function of two parameters:
a global one, the maximum length of homopolymer that is
allowed maxy;, and a local one, the depth d at which the call
was made. If the depth d is in the class 0 of congruence modulo
maxp, the tree will be constrained to ternary, otherwise, it will
not be constrained. The figure 2] shows an example of such a
coding tree.

d=1

A T
d=2
AT C G AT
d=3,d = 0 (mod 3)
Constrained depth
TCG ACG ATG ATC TCG
d=4
ATCG ATCG
d=5

Fig. 2. A section of a coding tree generated by the proposed algorithm for
maxpl = 3, for readability, two of the top level branches and most branches
at depth 4 to 5 have been deleted.

In the algorithms [1] and [2] we assume that the symbols
in the set S and their frequency table f have both already
been sorted by decreasing frequency. In the algorithm [2] the
function partition(S, f,n) slices into n divisions the set of
symbols S and frequencies f, with the cumulated frequencies
of every slice being as close as possible to each other. The
function merge_trees(P) takes the list P containing 3 or 4
trees and generates a tree with a new root, and each descendant
of this root being one of the trees in the input sequence P.
The first son is labeled with a 0, the second with a 1, the third
with 2 and the last one with a 3.



Algorithm 1 Sfc(S, f,maxy;): Create the DNA coding tree
T for a set of symbols S, f their frequency table and maxy;
the maximum length of homopolymer that is allowed.

return Sfc_aux(S, f,maxp;, 1)

Algorithm 2 Sfc_aux(S, f,maxp;,d):
coding tree at depth d.
if length(S) = 0 then
return ()
else if length(S) = 1 then
return create_leaf(S)
else if d =0 (mod maxy,;) then
PS, Pf < partition(S, f,3) //Constrained case
else
PS, Pf < partition(S, f,4) //Unconstrained case
end if
PT + empty list of length length(PS)
for i «+ 1 to length(PS) do
PT[i| < Sfe_aux(PS[i], Pfi], mazxp,d+ 1)
end for
T < merge_trees(PT)
return 7T

Create the DNA

C. Transcoding into DNA

The algorithm described earlier generates a code containing
for every symbol a sequence of bases: 0, 1, 2, and 3. These
sequences still need to be translated into DNA sequences
respecting the homopolymer constraint described earlier.

To transcode the sequences into DNA, two different kinds
of transcoding tables are used. According to the tree structure,
the k*" symbol in the sequence is a ternary symbol if
k = 0 (mod maxp;) and a quaternary one otherwise,
mazy; being the maximum homopolymer length. When the
symbol is ternary, it is translated into a nucleotide with
the Goldman transcoding table (Table , otherwise, the
quaternary trancoding table (Table is used.

TABLE III
QUATERNARY TRANSCODING TABLE

Symbol O 1123
Nucleotide | A | T | C | G

D. Property of the proposed tree coder

If mazy,; is the maximum homopolymer length that can be
accepted, constraining the coding tree to ternary at every depth
that is a multiple of maxy;, would prevent the apparition of
homopolymers of length more than maxy,; (see Property [I).

Proposition 1. Let Cspc be a code obtained thanks to
the proposed coder (algorithm [I). Let S(C,) be the set
of homopolymer patterns found in the codeword C, of the
symbol x. Let wy, € S(C,) be a homopolymer subsection of
(Cy). Let d;, and respectively d; be the depth at wich the
section wy, starts, respectively ends, in the coding tree.

Then, 'k € N with,

k x maxp < d; < (k+1) X mazp,

7
k x mazxp < d; < (k+1) x mazp @

Proof. By contradiction: If a code Cspc has a codeword C,
containing a homopolymer pattern wy, of length bigger than
mazy;, the homopolymer can be located in the coding tree
between depths d; and d; with l(wy,) = d; —d; > maxp;. By
construction of the coding tree, there is a constrained depth in
the middle of the homopolymer pattern, where the Goldman
transcoding table [E is used, hence two consecutive nucleotides
are not identical, so wy, is not a homopolymer pattern. O

V. EXPERIMENTAL RESULTS
A. Experiments on synthetic sources

Before integrating the coder inside a complete image codec,
we estimate the raw gain that we can obtain in comparison
to the Goldman coder (Cg). We also compare our results
to a Huffman-based constrained quaternary code (C'r4¢) that
we implemented, even if as mentionned in the motivations
subsection it was not considered as a good candidate
from the beginning.

The metric used to compare the performance of variable-
length coders is the expected length, that has been previously
introduced in equation ().

We used i.i.d Gaussian sources for those experiments. It
was made sure to generate enough samples in the sources to
approach the Gaussian distribution: 100 realisations, each one
containing 10000 samples. Each sample is quantized using
a dictionary composed of 162 symbols. Since the Goldman
coder is based on a Huffman ternary tree coder, comparing
the expected length of the two coders to the ternary entropy
(equation with b = 3) is appropriate: if the new coder
beats the ternary entropy, then it is better than any ternary-
based entropy coder for DNA (see equation ().

TABLE IV
EXPECTED LENGTH RESULTS OF THE ENTROPY CODERS, EXPRESSED IN
NUCLEOTIDES PER SYMBOL, ON GAUSSIAN SOURCES, WITH maxy; = 3.

Hy(X)
3.48

L(CHa)
3.56

L(CsFc)
3.81

L(Chac)
4.31

H3(X)
4.39

L(Cq)
445

The length expectancy presented in table [[V|shows a gain of
0.64 nucleotide per symbol for the proposed algorithm (Cs )
over Goldman (Cg), and a difference of 0.25 nucleotide per
symbol with the unconstrained quaternary Huffman coder
(Cra). As expected in the motivations subsection (IV-A),
in comparison, the constrained Huffman-based coder C'ryc
clearly underperforms. Not having a control over the depth
of the coding tree means that it is harder to balance it and
optimize the expected length.

As a last experiment, the performance of the coder was
evaluated on a source following a distribution that is similar
to the distribution of the AC indices produced by a JPEG codec
in most natural images. The results presented in the table



have been generated using a source that follows a frequency
table of the AC coefficients computed on the Kodak image
dataseﬂ Here again, the proposed constrained Shannon-Fano
quaternary encoder is the best performing.

TABLE V
EXPECTED LENGTH RESULTS OF THE ENTROPY CODERS, EXPRESSED IN
NUCLEOTIDES PER SYMBOL, ON SOURCES USING AC VALUES
FREQUENCIES, WITH maxy; = 3

Hy(X)
121

L(CH4)
1.39

L(CsFc)
143

H3(X)
1.53

L(Cuac)
1.61

L(Cq)
1.64

B. Experiments on image coding

As explained in the introduction, the variable-length coder is
only one of the coders used in the JPEG DNA experimentation
software’s algorithm [6]. It is used to encode the category
of a DC coefficient or the run/category (a combination of
the AC category and of the run-length-encoded sequence of
zeros preceding this AC coefficient) of an AC coefficient. In
the classic JPEG DNA experimentation software’s algorithm,
the Goldman encoder encodes those values. To study if and
how the proposed variable-length coding algorithm improves
the compression, we need to make it so that during the
comparison, the only variant is the choice of the variable-
length coder for the categories and run/categories.

To evaluate the performance of the two codecs we computed
the compression ratio, expressed in bits per nucleotide. It
corresponds in our case to the ratio of the size of the input
image (in bits) over the total size of the DNA sequences
(i.e., the number of nucleotides) generated to compress the
image. This compression ratio is evaluated for the same quality
parameters for the two different codecs. The PSNR in function
of the compression ratio is presented in the figure 3] The kodak
dataset was used to evaluate the performance of the new image
compression algorithm.

Through all the images in the test image dataset, our
new variable-length coder has consistently improved the
performance of the compression algorithm over the one using
the Goldman entropy coder. For example with the image
kodim23 from the kodak dataset, the compression rate gain
varies between 0.5 and more than 2 bits per nucleotide as
shown in the figure [3] The relative gain is less important than
when using the entropy coder as a standalone coder because
in the case of the image codec, other coders are used, and
those have not been optimized.

VI. CONCLUSION

We have developed a new variable-length tree coder adapted
to DNA data storage. This new coder has shown improvements
over the Goldman entropy coder that is usually chosen in
variable-length DNA coding problems. We have even shown
that this new coder would do better than any ternary entropy
coder by having an expected lenth inferior to the ternary
entropy of the source. We then have integrated this new
entropy coder inside an image codec to analyze its influence

Zhttp://rOk.us/graphics/kodak/
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Fig. 3. Compression performance comparison for the image kodim23 from
the kodak dataset between the proposed quaternary encoder and the Goldman
encoder. Both encoder have been implemented in the JPEG DNA experimental
software, with mazp; = 3

on the performance of the codec. We have seen consistent
improvements on the compression rate with the dataset that
we used for testing.

In the future, it would be interesting to study the
resilience of this new encoder to the noise produced by the
different processes of the DNA storage workflow, namely the
synthesis, storage and sequencing. Developing new consensus
algorithm, or maybe even error correction codes could
also bring a lot to this new coder. Finally, it could be
interesting to mathematically establish theoretical bounds to
the performance of the proposed coder.
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