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#### Abstract

The main objective of this work is to investigate non-linear errors and pairwise summation using stochastic rounding (SR) in variance computation algorithms. We estimate the forward error of computations under SR through two methods: the first is based on a bound of the variance and Bienaymé-Chebyshev inequality, while the second is based on martingales and Azuma-Hoeffding inequality. The study shows that for pairwise summation, using SR results in a probabilistic bound of the forward error proportional to $\sqrt{\log (n)} u$ rather than the deterministic bound in $O(\log (n) u)$ when using the default rounding mode. We examine two algorithms that compute the variance, called "textbook" and "two-pass", which both exhibit non-linear errors. Using the two methods mentioned above, we show that these algorithms' forward errors have probabilistic bounds under SR in $O(\sqrt{n} u)$ instead of $n u$ for the deterministic bounds. We show that this advantage holds using pairwise summation for both textbook and two-pass, with probabilistic bounds of the forward error proportional to $\sqrt{\log (n)} u$.
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1. Introduction. Stochastic Rounding (SR) mode [4] is a probabilistic rounding mode: an inexact computation is rounded to the next smaller or larger floating-point number with probability depending on the distances to those numbers. For several algorithms, such as the inner product $[3,7,11]$ and Horner's rule [7, 8], SR is unbiased and provides tighter probabilistic bounds of the forward error compared to the deterministic bounds obtained with round-to-nearest (RN) [1]. In practice, SR shows higher accuracy than RN for some applications and datasets [7], particularly in lowprecision formats such as bfloat-16. Additionally, SR avoids numerical stagnation [3] in different applications such as neural networks [9], ODEs, and PDEs [13].

Previous theoretical studies of SR error bounds have only considered algorithms in which the result error is a linear function of each operation rounding error. Two main methods have been proposed to bound the forward error of linear error algorithms such as summation or inner product computation. The first, referred to as the BC method in the following, computes the variance of the SR computation and applies Bienaymé -Chebyshev inequality to establish a probabilistic error bound [7]. The second, called AH method in the following, is based on martingales and Azuma-Hoeffding inequality [3]. The two methods are complementary, and each has advantages depending on the size of the problem and the target probabilistic analysis.

Hallman and Ipsen [10] have studied pairwise summation in the context of SR, showing that the forward error for a sum of $n$ values has a probabilistic bound in $O(\sqrt{\log (n)} u)$ instead $O(\log (n) u)$ for RN. In this paper, we propose a more straightforward method that improves Hallman and Ipsen pairwise summation error bound [10].

In 1983, Chan, Golub, and LeVeque proved deterministic error bounds [2] for different algorithms computing the variance of a sample of $n$ data points. These algorithms have non-linear errors due to the presence of squaring in the computation. In

[^0]this paper, we prove SR forward error bounds for the "textbook" and "two-pass" algorithms with recursive and pairwise summation studied by Chan, Golub, and LeVeque. To the best of our knowledge, this is the first paper theoretically studying non-linear problems with SR. We extend previous BC and AH methods to the non-linear variance computation by carefully separating the error terms.

We make the following contributions:

- We provide probabilistic bounds for the pairwise summation forward error under SR using two methods, the BC and AH methods. Our AH pairwise bound is tighter than the probabilistic bound proposed in [10].
- We address non-linear problems under SR through two algorithms: textbook and two-pass. We extend the results obtained using RN in [2] to SR for both standard case and pairwise summation. Asymptotically for large $n$, SR bounds are proportional to $\sqrt{n} u$, unlike $n u$ for the deterministic RN bounds.
- We introduce a new approach to derive probabilistic bounds based on the Doob-Meyer decomposition.
- We compare the bounds produced with the AH and BC methods and discuss the domain on which each method is best. SR bound analysis offers comparable improvements for textbook and two-pass algorithms; therefore, the criteria for choosing the algorithm is the same between SR and RN.
We first introduce some floating point background and the stochastic rounding mode SR-nearness in Section 2, and recall its main properties that we will use throughout the rest of the paper.

We analyze the error of pairwise summation under SR-nearness in Section 3, using two methods, AH , and BC . We then move to the analysis of variance computations, which, unlike summations, present non-linear errors. This, in particular, materializes in the existence of a bias, which we study in Section 4. We prove that both textbook and two-pass algorithms are biased, and that their bias are equal at order 1 , but of opposite signs.

In Section 5, we show that the deterministic bounds of Chan, Golub and LeVeque [2] extend to SR computations by replacing the $n$ in the bounds by $\sqrt{n}$, and introducing a parameter $\lambda$ representing the probability that the bound does not hold. We do it with both BC and AH methods, leading to bounds behaving better when $n \rightarrow \infty$ or $\lambda \rightarrow 0$ respectively, and propose an extension DM of the AH method based on a Doob-Meyer decomposition, which allows to better account for the bias and provides a new tool for SR analysis of non-linear errors.

We then prove that using pairwise summation in variance computations gives bounds in $\sqrt{\log (n)}$ in Section 6 . We finally compare the obtained bounds by algorithm (textbook or two-pass) and method (deterministic, BC, AH, DM), and discuss the advantages of each in different situations in Section 7.

## 2. Notations and definitions.

2.1. Notations. In this paper, for a vector $x \in \mathbb{R}^{n}$, we denote by

- $\|x\|_{1}=\sum_{i=1}^{n}\left|x_{i}\right|$ and $\|x\|_{2}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{2}\right)^{\frac{1}{2}}$.
- $s=\sum_{i=1}^{n} x_{i}$ and $m=\frac{1}{n} \sum_{i=1}^{n} x_{i}=\frac{1}{n} s$.
- $\gamma_{n}(u)=(1+u)^{n}-1$.
- $\log (n)=\log _{2}(n)$.

We adopt the same notations as used in [2]. In the following, the textbook algorithm computes the variance using the formula $y=\sum_{i=1}^{n} x_{i}^{2}-\frac{1}{n} s^{2}$, while the two-pass algorithm computes the variance using the formula $z=\sum_{i=1}^{n}\left(x_{i}-m\right)^{2}$. We
do not study the situation with $y=z=0$, in which the relative error is undefined. The statistical variance can be obtained by multiplying $y$ and $z$ by $\frac{1}{n-1}$. Computing $y$ and $z$ exactly results in $y=z$. However, rounding errors disturb the numerical computations and the obtained results $\widehat{y}$ and $\widehat{z}$ are not equal.

The condition number using the 2-norm for the variance computation is defined in [2] as $\mathcal{K}_{2}=\frac{\|x\|_{2}}{\sqrt{y}}$. We define the condition number using the 1-norm by $\mathcal{K}_{1}=\frac{\|x\|_{1}}{\sqrt{n y}}$. Using Cauchy-Schwarz inequality, $\mathcal{K}_{1} \leq \mathcal{K}_{2} ; \mathcal{K}_{1}$ can be lower than 1 (for instance, consider $n=4$ and $x_{1}=1 / 2, x_{2}=1 / 4, x_{3}=-x_{1}$ and $\left.x_{4}=-x_{2}\right)$.

Throughout this paper, for a random variable $X, E(X)$ denotes its expected value, $V(X)$ denotes its variance and $\sigma(X)$ denotes its standard deviation. The conditional expectation of $X$ given $Y$ is $\mathbb{E}[X / Y]$.

Lemma 2.1. Let $X$ and $Y$ two random variables, $a, b \in \mathbb{R}_{+}^{*}$, and $\left.\lambda, \mu \in\right] 0 ; 1[$ such that: $\mathbb{P}(|X| \leq a) \geq 1-\lambda$ and $\mathbb{P}(|Y| \leq b) \geq 1-\mu$. Then

- $\mathbb{P}(|X Y| \leq a b) \geq 1-(\lambda+\mu)$,
- $\mathbb{P}(|X|+|Y| \leq a+b) \geq 1-(\lambda+\mu)$.

Proof.

$$
\begin{aligned}
\mathbb{P}(|X||Y| \leq a b) & \geq \mathbb{P}(\{|X| \leq a\} \cap\{|Y| \leq b\}) \\
& =\mathbb{P}(|X| \leq a)+\mathbb{P}(|Y| \leq b)-\mathbb{P}(\{|X| \leq a\} \cup\{|Y| \leq b\}) \\
& \geq 1-\lambda+1-\mu-1=1-(\lambda+\mu)
\end{aligned}
$$

The proof of the second item uses the first point and the following property $\log (a b)=$ $\log (a)+\log (b)$.
2.2. Floating-point background. For a given basis $\beta$ and a working precision $p$, a floating-point number is a real $x$ such that $x=m \times \beta^{e-p}$, where $e$ is the exponent and $m$ is an integer (the significand) such that $\beta^{p-1} \leq|m|<\beta^{p}$. In this paper, we don't take into account special floating-point values such as underflow, overflow, denormals, and NaNs. Detailed information on the floating-point format most generally in use in current computer systems is defined in the IEEE-754 standard [1].

Let us denote $\mathcal{F} \subset \mathbb{R}$, the set of floating-point numbers and $x \in \mathbb{R}$. Upward rounding $\lceil x\rceil$ and downward rounding $\lfloor x\rfloor$ are defined by:

$$
\lceil x\rceil=\min \{y \in \mathcal{F}: y \geq x\}, \quad\lfloor x\rfloor=\max \{y \in \mathcal{F}: y \leq x\}
$$

by definition, $\lfloor x\rfloor \leq x \leq\lceil x\rceil$, with equalities if and only if $x \in \mathcal{F}$. The floating-point approximation of a real number $x \neq 0$ is one of $\lfloor x\rfloor$ or $\lceil x\rceil$ :

$$
\begin{equation*}
\mathrm{fl}(x)=x(1+\delta) \tag{2.1}
\end{equation*}
$$

where $\delta=\frac{\mathrm{f}(x)-x}{x}$ is the relative error: $|\delta| \leq \beta^{1-p}$. In the following, we use the same notation as $[3,11] u=\beta^{1-p}$. IEEE-754 mode RN (round to nearest, ties to even) has the stronger property that $|\delta| \leq \frac{1}{2} \beta^{1-p}=\frac{1}{2} u$. In many works focusing on IEEE-754 RN, $u$ is chosen instead to be $\frac{1}{2} \beta^{1-p}$.

For $x, y \in \mathcal{F}$, the considered rounding modes verify $\mathrm{fl}(x \mathrm{op} y) \in\{\lfloor x$ op $y\rfloor,\lceil x$ op $y\rceil\}$ for op $\in\{+,-, *, /\}$. Moreover, for IEEE-754 rounding modes [1] and stochastic rounding [3] the error in one operation is bounded:

$$
\begin{equation*}
\mathrm{fl}(x \text { op } y)=(x \text { op } y)(1+\delta),|\delta| \leq u \tag{2.2}
\end{equation*}
$$

specifically for RN we have $|\delta| \leq \frac{1}{2} u$.
In this paper, we investigate asymptotic results for a problem of size $n$ and precision $u ; n u \ll 1$ means $n \rightarrow \infty, u \rightarrow 0$ and $n u \rightarrow 0$.
2.3. Stochastic rounding. Throughout this paper, $\widehat{x}=\mathrm{fl}(x)$ is the approximation of the real number $x$ under stochastic rounding. For $x \in \mathbb{R} \backslash \mathcal{F}$, we consider the following stochastic rounding mode, called SR-nearness:

$$
\mathrm{fl}(x)= \begin{cases}\lceil x\rceil & \text { with probability } p(x) \\ \lfloor x\rfloor & \text { with probability } 1-p(x)\end{cases}
$$



Fig. 1: SR-nearness.
where $p(x)=\frac{x-\lfloor x\rfloor}{\lceil x\rceil-\lfloor x\rfloor}$. The rounding SR-nearness mode is unbiased

$$
\begin{aligned}
E(\widehat{x}) & =p(x)\lceil x\rceil+(1-p(x))\lfloor x\rfloor \\
& =p(x)(\lceil x\rceil-\lfloor x\rfloor)+\lfloor x\rfloor=x
\end{aligned}
$$

In general, under SR-nearness, the error terms in algorithms appear as a sequence of random variables. The following lemma has been proven in [3, lem 5.2] and shows that this sequence is mean independent.

Lemma 2.2. Consider a sequence of elementary operations $c_{k} \leftarrow a_{k} \mathrm{op}_{k} b_{k}$ for $k \geq 1$, with $\delta_{k}$ the error of the $k^{\text {th }}$ operation, that is to say, $\widehat{c}_{k}=\left(\widehat{a}_{k} \mathrm{op}_{k} \widehat{b}_{k}\right)\left(1+\delta_{k}\right)$. The $\delta_{k}$ are random variables with mean zero and $\left(\delta_{1}, \delta_{2}, \ldots\right)$ is mean independent, i.e., $\forall k \geq 2, \mathbb{E}\left[\delta_{k} \mid \delta_{1}, \ldots, \delta_{k-1}\right]=\mathbb{E}\left(\delta_{k}\right)$.
3. Pairwise summation. It is known that the accumulator implementation of a sum of $n$ numbers $s=\sum_{i=1}^{n} x_{i}$ using a binary tree leads to a deterministic error bound in $O(\log (n) u)$. In this section, we investigate the forward error made by the pairwise summation under SR-nearness.

For the AH method, we construct a martingale straight from the tree levels and then use Azuma-Hoeffding inequality. This technique has the advantage of building a martingale from the entire tree. For the BC method, we use [7, lem 3.1] and Bien-aymé-Chebyshev inequality. Both methods show $O(\sqrt{\log (n)} u)$ probabilistic bounds on the forward error. These bounds are tighter, simple, and intuitive.

Considering $h$ the height of the summation tree, if $2^{h-1}<n<2^{h}$, we set the absent $2^{h}-n$ inputs to zero. Without loss of generality, let us then assume that $n=2^{h}$. Denote $S_{i}^{0}=x_{i}$ and $S_{i}^{k}=S_{2 i-1}^{k-1}+S_{2 i}^{k-1}$ for all $1 \leq i \leq 2^{h}$ and $1 \leq k \leq h$. We have

$$
S_{l}^{k}=\sum_{i=(l-1) 2^{k}+1}^{l 2^{k}} x_{i} \quad \text { and } \quad S_{1}^{h}=\sum_{i=1}^{2^{h}} x_{i}=s
$$

Let $\widehat{S}_{i}^{0}=S_{i}^{0}$ and $\widehat{S}_{i}^{k}=\left(\widehat{S}_{2 i-1}^{k-1}+\widehat{S}_{2 i}^{k-1}\right)\left(1+\delta_{i}^{k}\right)$ for all $1 \leq i \leq 2^{h}$ and $1 \leq k \leq h$. We have $\widehat{S}_{l}^{k}=\sum_{i=(l-1) 2^{k}+1}^{l 2^{k}} x_{i} \prod_{j=1}^{k}\left(1+\delta_{\left\lceil\frac{i}{2 j}\right\rceil}^{j}\right)$. In particular

$$
\begin{equation*}
\widehat{S}_{1}^{h}=\sum_{i=1}^{2^{h}} x_{i} \prod_{j=1}^{h}\left(1+\delta_{\left\lceil\frac{i}{2 j}\right\rceil}^{j}\right)=\sum_{i=1}^{2^{h}} x_{i} \psi_{i} \text { with } \psi_{i}=\prod_{j=1}^{h}\left(1+\delta_{\left\lceil\frac{i}{2 j}\right\rceil}^{j}\right) . \tag{3.1}
\end{equation*}
$$

As mentioned in Section 2.2, we compare the asymptotic behavior of the forward error bounds. El Arar et al [7] have introduced a new approach based on a bound of the variance and Bienaymé-Chebyshev inequality to obtain probabilistic bounds of
the forward error. These bounds have the advantage of being closer to the forward error for a large $n$. At the same time, Higham and Mary [3] and Ilse, Ipsen and Zhou [11] used martingales and Azuma-Hoeffding inequality to obtain probabilistic bounds of the forward error. BC bounds prove better than AH asymptotically in $n$, while AH outperforms BC for $\lambda \rightarrow 0$. In the following, we present these two methods and show that SR benefits extend to pairwise summation. Especially, probabilistic bounds are lower than deterministic ones.
3.1. BC method. Let us recall the lemma that bounds the variance of an error product $\varphi=\prod_{k=1}^{n}\left(1+\delta_{k}\right)$ under SR-nearness. A general expression of this lemma can be found in [7, Lemma 3.1].

Lemma 3.1. (from [7, Lemma 3.1]) Under SR-nearness $\varphi$ satisfies

1. $E(\varphi)=1$.
2. $V(\varphi) \leq \gamma_{n}\left(u^{2}\right)$,
where $\gamma_{n}\left(u^{2}\right)=\left(1+u^{2}\right)^{n}-1 \approx \exp \left(n u^{2}\right)-1=n u^{2}+O\left(u^{4}\right)$ for $n u^{2} \ll 1$.
This lemma has been used to study the inner product and Horner's algorithm in [7]. For the pairwise summation, we have

Theorem 3.2. For all $0<\lambda<1$, the computed $\widehat{S}_{1}^{h}$ satisfies under $S R$-nearness

$$
\begin{equation*}
\frac{\left|\widehat{S}_{1}^{h}-S_{1}^{h}\right|}{\left|S_{1}^{h}\right|} \leq \kappa \sqrt{\gamma_{\log (n)}\left(u^{2}\right) / \lambda}, \tag{3.2}
\end{equation*}
$$

with probability at least $1-\lambda$, where $\kappa=\frac{\sum_{i=1}^{n}\left|x_{i}\right|}{\left|\sum_{i=1}^{n} x_{i}\right|}$ is the condition number using the 1 -norm of the sum of the $x_{i}$.

Proof. By expectation linearity, $E\left(\widehat{S}_{1}^{h}\right)=\sum_{i=1}^{2^{h}} x_{i} E\left(\psi_{i}\right)$. Lemma 3.1 shows that for all $1 \leq i \leq 2^{h}, E\left(\psi_{i}\right)=1$ and $V\left(\psi_{i}\right) \leq \gamma_{h}\left(u^{2}\right)$. It follows that, $E\left(\widehat{S}_{1}^{h}\right)=S_{1}^{h}$ and $V\left(\widehat{S}_{1}^{h}\right) \leq\left(\sum_{i=1}^{2^{h}}\left|x_{i}\right| \sqrt{V\left(\psi_{i}\right)}\right)^{2} \leq\|x\|_{1}^{2} \gamma_{h}\left(u^{2}\right)$. Bienaymé-Chebyshev inequality implies $\mathbb{P}\left(\left|\widehat{S}_{1}^{h}-E\left(\widehat{S}_{1}^{h}\right)\right| \leq \sqrt{V\left(\widehat{S}_{1}^{h}\right) / \lambda}\right) \geq 1-\lambda$. Thus, with probability at least $1-\lambda$,

$$
\frac{\left|\widehat{S}_{1}^{h}-S_{1}^{h}\right|}{\left|S_{1}^{h}\right|} \leq \frac{1}{\left|S_{1}^{h}\right|} \sqrt{V\left(\widehat{S}_{1}^{h}\right) / \lambda} \leq \frac{\|x\|_{1}}{\left|S_{1}^{h}\right|} \sqrt{\gamma_{h}\left(u^{2}\right) / \lambda}=\kappa \sqrt{\gamma_{h}\left(u^{2}\right) / \lambda}
$$

Since $h=\log (n)$, we have with probability at least $1-\lambda$,

$$
\frac{\left|\widehat{S}_{1}^{h}-S_{1}^{h}\right|}{\left|S_{1}^{h}\right|} \leq \kappa \sqrt{\gamma_{\log (n)}\left(u^{2}\right) / \lambda}
$$

3.2. AH method. This method uses martingales and then applies AzumaHoeffding inequality for a martingale [12].

Definition 3.3. A sequence of random variables $\left(M_{1}, \ldots, M_{n}\right)$ is a martingale with respect to the sequence $X_{1}, \ldots, X_{n}$ if, for all $k$,

- $M_{k}$ is a function of $X_{1}, \ldots, X_{k}$,
- $E\left(\left|M_{k}\right|\right)<\infty$, and
- $E\left[M_{k} / X_{1}, \ldots, X_{k-1}\right]=M_{k-1}$.

If $E\left[M_{k} / X_{1}, \ldots, X_{k-1}\right] \geq M_{k-1},\left(M_{1}, \ldots, M_{n}\right)$ is called submartingale.
Lemma 3.4 (Azuma-Hoeffding inequality). Let $\left(M_{0}, \ldots, M_{n}\right)$ be a martingale with respect to a sequence $X_{1}, \ldots, X_{n}$. We assume that there exist $a_{k}<b_{k}$ such that $a_{k} \leq M_{k}-M_{k-1} \leq b_{k}$ for $k \in\{1, \ldots, n\}$. Then, for any $A>0$,

$$
\mathbb{P}\left(\left|M_{n}-M_{0}\right| \geq A\right) \leq 2 \exp \left(-\frac{2 A^{2}}{\sum_{k=1}^{n}\left(b_{k}-a_{k}\right)^{2}}\right)
$$

In the particular case $a_{k}=-b_{k}$ and $\lambda=2 \exp \left(-\frac{A^{2}}{2 \sum_{k=1}^{n} b_{k}^{2}}\right)$ we have

$$
\mathbb{P}\left(\left|M_{n}-M_{0}\right| \leq \sqrt{\sum_{k=1}^{n} b_{k}^{2}} \sqrt{2 \ln (2 / \lambda)}\right) \geq 1-\lambda
$$

where $0<\lambda<1$.
Theorem 3.5. For all $0<\lambda<1$, the computed $\widehat{S}_{1}^{h}$ satisfies under $S R$-nearness

$$
\begin{equation*}
\frac{\left|\widehat{S}_{1}^{h}-S_{1}^{h}\right|}{\left|S_{1}^{h}\right|} \leq \kappa \sqrt{u \gamma_{2\lceil\log (n)\rceil}(u)} \sqrt{\ln (2 / \lambda)} \tag{3.3}
\end{equation*}
$$

with probability at least $1-\lambda$.
Proof. Let us denote for $k>0, M_{k}=\sum_{i=1}^{2^{h-k}} \widehat{S}_{i}^{k}-S_{i}^{k}$ and $M_{0}=0$. Then, $M_{h}=$ $\widehat{S}_{1}^{h}-S_{1}^{h}$ and $M_{k}=M_{k-1}+\sum_{i=1}^{2^{h-k}}\left(\widehat{S}_{2 i-1}^{k-1}+\widehat{S}_{2 i}^{k-1}\right) \delta_{i}^{k}$. The $\delta_{k}$ are mean independent, therefore $M_{0}, \ldots, M_{h}$ form a martingale with respect to $\left\{\delta_{i}^{k}, 1 \leq i \leq 2^{h-1}, 1 \leq k \leq\right.$ $h-1\}$. Moreover, Equation (3.1) yields

$$
\begin{aligned}
\left|M_{k}-M_{k-1}\right| & \leq \sum_{i=1}^{2^{h-k}}\left|\left(\widehat{S}_{2 i-1}^{k-1}+\widehat{S}_{2 i}^{k-1}\right) \delta_{i}^{k}\right| \leq u \sum_{i=1}^{2^{h-k}}\left|\widehat{S}_{2 i-1}^{k-1}+\widehat{S}_{2 i}^{k-1}\right| \\
& \leq u(1+u)^{k-1} \sum_{i=1}^{2^{h-k}}\left|\sum_{m=2^{k-1}(2 i-2)+1}^{2^{k-1}(2 i-1)} x_{m}+\sum_{m=2^{k-1}(2 i-1)+1}^{2^{k-1}(2 i)} x_{m}\right| \\
& \leq u(1+u)^{k-1} \sum_{i=1}^{2^{h-k}} \sum_{m=2^{k}(i-1)+1}^{2^{k} i}\left|x_{m}\right|=u(1+u)^{k-1} \sum_{i=1}^{2^{h}}\left|x_{m}\right| \\
& =u(1+u)^{k-1}\|x\|_{1} .
\end{aligned}
$$

Denote $C_{k}=u(1+u)^{k-1}\|x\|_{1}$, Azuma-Hoeffding inequality implies that with probability at least $1-\lambda,\left|M_{h}\right| \leq \sqrt{\sum_{k=1}^{h} C_{k}^{2}} \sqrt{2 \ln (2 / \lambda)}$. Now

$$
\sum_{k=1}^{h} C_{k}^{2}=u^{2}\|x\|_{1}^{2} \sum_{k=1}^{h}(1+u)^{2(k-1)}=u^{2}\|x\|_{1}^{2} \frac{(1+u)^{2 h}-1}{(1+u)^{2}-1}=u\|x\|_{1}^{2} \frac{\gamma_{2 h}(u)}{u+2}
$$

Since, $\frac{u}{u+2} \leq \frac{u}{2}$ and $h=\lceil\log (n)\rceil$, we have $\left|M_{h}\right| \leq\|x\|_{1} \sqrt{u \frac{\gamma_{2\lceil\log (n)\rceil}(u)}{2}} \sqrt{2 \ln (2 / \lambda)}$. Finally

$$
\frac{\left|\widehat{S}_{1}^{h}-S_{1}^{h}\right|}{\left|S_{1}^{h}\right|} \leq \kappa \sqrt{u \gamma_{2\lceil\log (n)\rceil}(u)} \sqrt{\ln (2 / \lambda)}
$$

with probability at least $1-\lambda$.

Comparison with Hallman and Ipsen pairwise bound [10]. The probabilistic bound proposed in [10, cor, 2.14] to the pairwise summation forward error is

$$
\begin{equation*}
\frac{\left|\widehat{S}_{1}^{h}-S_{1}^{h}\right|}{\left|S_{1}^{h}\right|} \leq \kappa u \sqrt{h} \sqrt{2 \ln (2 / \delta)}\left(1+\phi_{n, h, \eta}\right) \tag{3.4}
\end{equation*}
$$

with probability at least $1-(\eta+\delta)$, where $h$ is the height of the computational tree and $\phi_{n, h, \eta} \equiv \lambda_{n, \eta} \sqrt{2 h} u \exp \left(\lambda_{n, \eta}^{2} h u^{2}\right)$ with $\lambda_{n, \eta} \equiv \sqrt{2 \ln (2 n / \eta)}$. The following figure compares (3.3) and (3.4).


Fig. 2: (3.3) and (3.4) bounds with probability $0.9, \kappa=1$ and $u=2^{-23}$.

We improved the bound (3.4) proved by [10] as shown in figure 2. This bound is tighter than BC one when $\lambda \rightarrow 0$, but less tight when $n \rightarrow \infty$.
4. Bias analysis. The unbiased nature of SR-nearness extends to various algorithms such as the inner product [3] and Horner's rule [8]. Nevertheless, it fails to hold in the general case. In the sequel, we study two algorithms computing the variance: textbook and two-pass.
4.1. Textbook algorithm. For $x \in \mathbb{R}^{n}$, let $s=\sum_{i=1}^{n} x_{i}$ and $y=\sum_{i=1}^{n} x_{i}^{2}-\frac{1}{n} s^{2}$. The approximate values $\widehat{s}$ and $\widehat{y}$ satisfy

- $\widehat{s}=\sum_{i=1}^{n} x_{i} \prod_{k=\max (2, i)}^{n}\left(1+\delta_{k-1}\right)=\sum_{i=1}^{n} x_{i} \phi_{i}$ with $\phi_{i}=\prod_{k=\max (2, i)}^{n}(1+$ $\delta_{k-1}$ ) for all $1 \leq i \leq n$.
- $\widehat{y}=\sum_{i=1}^{n} x_{i}^{2} \psi_{i}-\frac{1}{n} \widehat{s}^{2} \psi_{n+1}$,
where $\psi_{i}=\left(1+\epsilon_{i}\right) \prod_{k=\max (2, i)}^{n+1}\left(1+\eta_{k}\right)$ and $\psi_{n+1}=\left(1+\epsilon_{n+1}\right)\left(1+\eta_{n+1}\right)(1+\theta)$. For all $1 \leq i \leq n+1, \epsilon_{i}$ and $\eta_{i}$ represent the rounding errors from the products and additions, respectively. $\theta$ represent the error of the division of $\widehat{s}^{2}$ by $n$.

Theorem 4.1. The quantities $\widehat{s}$ and $\widehat{y}$ satisfy under $S R$-nearness

- $E(\widehat{s})=s$,
- $E(\widehat{y})=y-\frac{1}{n} V(\widehat{s})$.

Proof. The first item can be proved as in the first part of Theorem 3.2 proof. For the second, we have, by expectation linearity, $E(\widehat{y})=\sum_{i=1}^{n} x_{i}^{2} E\left(\psi_{i}\right)-\frac{1}{n} E\left(\widehat{s}^{2} \psi_{n+1}\right)$. Let $\mathbb{F}=\left\{\delta_{i}, \epsilon_{j}, \eta_{k}, i \in\{1, \ldots, n-1\}, j \in\{1, \ldots, n\}, k \in\{2, \ldots, n\}\right\}$, the mean independence property implies that $E\left(\psi_{i}\right)=1$ for all $1 \leq i \leq n$ and $E\left[\psi_{n+1} / \mathbb{F}\right]=1$.

Therefore, the law of total expectation $E(X)=E(E[X / Y])$ yields

$$
\begin{aligned}
E\left(\widehat{s}^{2} \psi_{n+1}\right) & =E\left(E\left[\widehat{s}^{2} \psi_{n+1} / \mathbb{F}\right]\right)=E\left(\widehat{s}^{2} E\left[\psi_{n+1} / \mathbb{F}\right]\right)=E\left(\widehat{s}^{2}\right) \\
& =E(\widehat{s})^{2}+V(\widehat{s})=s^{2}+V(\widehat{s})
\end{aligned}
$$

It follows that $E(\widehat{y})=\sum_{i=1}^{n} x_{i}^{2}-\frac{1}{n} s^{2}-\frac{1}{n} V(\widehat{s})=y-\frac{1}{n} V(\widehat{s})$.
Remark 4.2. Lemma 3.1 gives $V\left(\phi_{i}\right) \leq \gamma_{n-1}\left(u^{2}\right)$, so [7, thm 3.2] shows that the bias satisfies

$$
\frac{1}{n} V(\widehat{s}) \leq \frac{1}{n}\|x\|_{1}^{2} \gamma_{n-1}\left(u^{2}\right)=y \mathcal{K}_{1}^{2} \gamma_{n-1}\left(u^{2}\right)
$$

Thus $E(\widehat{y}) \geq y\left(1-\mathcal{K}_{1}^{2} \gamma_{n-1}\left(u^{2}\right)\right)$.
4.2. Two-pass algorithm. Let $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}$, denote $m=\frac{1}{n} \sum_{i=1}^{n} x_{i}$ and $z=\sum_{i=1}^{n}\left(x_{i}-m\right)^{2}$. Using SR-nearness, the approximated values $\widehat{m}$ and $\widehat{z}$ satisfy

- $\widehat{m}=\frac{1}{n} \sum_{i=1}^{n} x_{i} \prod_{k=\max (2, i)}^{n+1}\left(1+\delta_{k-1}\right)$ with $\delta_{n}$ is the division error by $n$,
- $\widehat{z}=\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \psi_{i}$ where $\psi_{i}=\left(1+\epsilon_{i}\right)^{2}\left(1+\eta_{i}\right) \prod_{k=\max (2, i)}^{n}\left(1+\theta_{k}\right)$.

For all $1 \leq i \leq n, \epsilon_{i}, \eta_{i}$ and $\theta_{i}$ represent the rounding errors of subtraction, square, and addition, respectively. Let us denote $\varphi_{i}=\left(1+\epsilon_{i}\right)\left(1+\eta_{i}\right) \prod_{k=\max (2, i)}^{n}\left(1+\theta_{k}\right)$. Then $\psi_{i}=\left(1+\epsilon_{i}\right) \varphi_{i}$.

Theorem 4.3. The quantities $\widehat{m}$ and $\widehat{z}$ satisfy under $S R$-nearness

- $E(\widehat{m})=m$,
- $E(\widehat{z})=z+\frac{1}{n} V(\widehat{s})+O\left(u^{2}\right)$, where $\frac{1}{n} s=m$.

Proof. The first item is similar to the first part of Theorem 3.2 proof. For the second, we have by expectation linearity $E(\widehat{z})=\sum_{i=1}^{n} E\left(\left(x_{i}-\widehat{m}\right)^{2} \psi_{i}\right)$. For all $1 \leq$ $i \leq n$, let $\theta_{1}=0$ and

$$
\mathbb{F}_{i}=\left\{\delta_{j}, \epsilon_{k}, \eta_{l}, \theta_{l}, j \in[1 ; n], k \in[1 ; i], \text { and } l \in[1 ; i-1]\right\}
$$

The mean independence property implies that $E\left[\left(1+\eta_{i}\right) \prod_{k=\max (2, i)}^{n}\left(1+\theta_{k}\right) / \mathbb{F}_{i}\right]=1$. Using the law of total expectation, we have

$$
\begin{aligned}
E\left(\left(x_{i}-\widehat{m}\right)^{2} \psi_{i}\right) & =E\left(E\left[\left(x_{i}-\widehat{m}\right)^{2}\left(1+\epsilon_{i}\right)^{2}\left(1+\eta_{i}\right) \prod_{k=\max (2, i)}^{n}\left(1+\theta_{k}\right) / \mathbb{F}_{i}\right]\right) \\
& =E\left(\left(x_{i}-\widehat{m}\right)^{2}\left(1+\epsilon_{i}\right)^{2} E\left[\left(1+\eta_{i}\right) \prod_{k=\max (2, i)}^{n}\left(1+\theta_{k}\right) / \mathbb{F}_{i}\right]\right) \\
& =E\left(\left(x_{i}-\widehat{m}\right)^{2}\left(1+\epsilon_{i}\right)^{2}\right)=E\left(\left(x_{i}-\widehat{m}\right)^{2}\left(1+2 \epsilon_{i}+\epsilon_{i}^{2}\right)\right) \\
& =E\left(\left(x_{i}-\widehat{m}\right)^{2}\left(1+\epsilon_{i}^{2}\right)\right) \quad \text { by Lemma } 2.2 \\
& =E\left(\left(x_{i}-\widehat{m}\right)^{2}\right)+E\left(\left(x_{i}-\widehat{m}\right)^{2} \epsilon_{i}^{2}\right) \\
& =\left(x_{i}-m\right)^{2}+V(\widehat{m})+E\left(\left(x_{i}-\widehat{m}\right)^{2} \epsilon_{i}^{2}\right) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
E(\widehat{z}) & =\sum_{i=1}^{n}\left(x_{i}-m\right)^{2}+V(\widehat{m})+E\left(\left(x_{i}-\widehat{m}\right)^{2} \epsilon_{i}^{2}\right) \\
& =z+n V(\widehat{m})+\sum_{i=1}^{n} E\left(\left(x_{i}-\widehat{m}\right)^{2} \epsilon_{i}^{2}\right)
\end{aligned}
$$

Since $\widehat{m}=\frac{1}{n}\left(1+\delta_{n}\right) \widehat{s}=\frac{1}{n} \widehat{s}+\frac{1}{n} \delta_{n} \widehat{s}$ and $\left|\epsilon_{i}\right|^{2},\left|\delta_{n}\right|^{2} \leq u^{2}$ for all $1 \leq i \leq n$,

$$
V(\widehat{m})=\frac{1}{n^{2}} V(\widehat{s})+O\left(u^{2}\right) \quad \text { and } \quad \sum_{i=1}^{n} E\left(\left(x_{i}-\widehat{m}\right)^{2} \epsilon_{i}^{2}\right)=O\left(u^{2}\right)
$$

Therefore $E(\widehat{z})=z+\frac{1}{n} V(\widehat{s})+O\left(u^{2}\right)$.
Interestingly, these two algorithms under SR have an opposed bias at the first order over $u$.

Remark 4.4. Since $\left[7\right.$, thm 3.2] shows that $V(\widehat{m}) \leq \frac{1}{n^{2}}\|x\|_{1}^{2} \gamma_{n}\left(u^{2}\right)$,

$$
\begin{aligned}
E(\widehat{z}) & =z+n V(\widehat{m})+\sum_{i=1}^{n} E\left(\left(x_{i}-\widehat{m}\right)^{2} \epsilon_{i}^{2}\right) \leq z+n V(\widehat{m})+u^{2} \sum_{i=1}^{n} E\left(\left(x_{i}-\widehat{m}\right)^{2}\right) \\
& =z+n V(\widehat{m})+u^{2}(z+n V(\widehat{m})) \\
& \leq\left(1+u^{2}\right)\left(z+\frac{1}{n}\|x\|_{1}^{2} \gamma_{n}\left(u^{2}\right)\right)=z\left(1+u^{2}\right)\left(1+\mathcal{K}_{1}^{2} \gamma_{n}\left(u^{2}\right)\right)
\end{aligned}
$$

5. Error analysis for algorithms with non-linear error. This section examines SR for non-linear computations via the previous two algorithms. We use the two methods discussed in the introduction to estimate the forward error. In addition, a new approach based on Doob-Meyer decomposition is proposed for the textbook algorithm.
5.1. BC method. This section uses the BC method proposed in [7] to provide a probabilistic bound on the forward error of both textbook and two-pass algorithms under SR-nearness.
5.1.1. Textbook algorithm. In order to estimate the forward errors of the textbook algorithm, compute

$$
\begin{aligned}
|\widehat{y}-y| & =\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)-\frac{1}{n}\left(\widehat{s}^{2} \psi_{n+1}-s^{2}\right)\right| \leq\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n}\left|\widehat{s}^{2} \psi_{n+1}-s^{2}\right| \\
& =\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n}\left|((\widehat{s}-s)+s)^{2} \psi_{n+1}-s^{2}\right| \\
& \leq\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n}\left(\left|(\widehat{s}-s)^{2} \psi_{n+1}\right|+2\left|s(\widehat{s}-s) \psi_{n+1}\right|+\left|s^{2}\left(\psi_{n+1}-1\right)\right|\right) .
\end{aligned}
$$

Let $\mathcal{B}=\left|(\widehat{s}-s)^{2} \psi_{n+1}\right|+2\left|s(\widehat{s}-s) \psi_{n+1}\right|+\left|s^{2}\left(\psi_{n+1}-1\right)\right|$, the following equation will be used in all proofs of the textbook forward errors

$$
\begin{equation*}
|\widehat{y}-y|=\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n} \mathcal{B} \tag{5.1}
\end{equation*}
$$

Remark 5.1. To handle the non-linearity of errors, the key idea of this approach is to isolate terms of order 1 in error the errors and then use the previous results on the inner product or summation. Other decompositions could be used. For instance,

$$
\frac{1}{n}\left(\widehat{s}^{2} \psi_{n+1}-s^{2}\right)=\frac{1}{n}\left(\widehat{s}^{2} \psi_{n+1}-\widehat{s} s+\widehat{s} s-s^{2}\right)=\frac{1}{n}\left(\widehat{s}\left(\widehat{s} \psi_{n+1}-s\right)+s(\widehat{s}-s)\right)
$$

Then, we can apply the same properties on $\left(\widehat{s} \psi_{n+1}-s\right)$ and $(\widehat{s}-s)$. The bounds are different but asymptotically equivalent when $n u \ll 1$.

The rounding errors accumulated in the whole process of this algorithm $\phi_{i}$ and $\psi_{i}$ satisfy for all $1 \leq i \leq n$,

$$
\left|\phi_{i}\right| \leq(1+u)^{n+1-\max (2, i)}, \quad\left|\psi_{i}\right| \leq(1+u)^{n+3-\max (2, i)} \text { and }\left|\psi_{n+1}\right| \leq(1+u)^{3} .
$$

Let us compute the deterministic bound of this algorithm. We have

$$
\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right| \leq\|x\|_{2}^{2} \gamma_{n+1}(u)
$$

Since $|s| \leq\|x\|_{1}$ and $|\widehat{s}-s|=\left|\sum_{i=1}^{n} x_{i}\left(\phi_{i}-1\right)\right| \leq\|x\|_{1} \gamma_{n-1}(u)$,

$$
\begin{aligned}
\mathcal{B} & \leq(1+u)^{3}\|x\|_{1}^{2}\left(\gamma_{n-1}^{2}(u)+2 \gamma_{n-1}(u)\right)+\|x\|_{1}^{2}\left((1+u)^{3}-1\right) \\
& =(1+u)^{3}\|x\|_{1}^{2}\left(\gamma_{n-1}^{2}(u)+2 \gamma_{n-1}(u)+1\right)-\|x\|_{1}^{2} \\
& =(1+u)^{3}\|x\|_{1}^{2}\left(\gamma_{n-1}(u)+1\right)^{2}-\|x\|_{1}^{2} \\
& =\|x\|_{1}^{2}(1+u)^{2 n+1}-\|x\|_{1}^{2}=\|x\|_{1}^{2} \gamma_{2 n+1}(u) .
\end{aligned}
$$

Finally

$$
\begin{equation*}
\frac{|\widehat{y}-y|}{|y|} \leq \mathcal{K}_{2}^{2} \gamma_{n+1}(u)+\mathcal{K}_{1}^{2} \gamma_{2 n+1}(u) . \tag{5.2}
\end{equation*}
$$

The following theorem presents a probabilistic bound of the forward error of this algorithm through the BC method.

Theorem 5.2. For all $0<\lambda<1$, the computed $\widehat{y}$ satisfies under $S R$-nearness

$$
\frac{|\widehat{y}-y|}{|y|} \leq \mathcal{K}_{2}^{2} \sqrt{2 \gamma_{n+1}\left(u^{2}\right) / \lambda}+\mathcal{K}_{1}^{2}\left((1+u)^{3}\left(\sqrt{2 \gamma_{n-1}\left(u^{2}\right) / \lambda}+1\right)^{2}-1\right),
$$

with probability at least $1-\lambda$.
Proof. Equation (5.1) states that $|\widehat{y}-y| \leq\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n} \mathcal{B}$. The quantities $\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|$ and $|\widehat{s}-s|$ represent the absolute errors of the inner product $\sum_{i=1}^{n} x_{i}^{2}$ and the summation $s=\sum_{i=1}^{n} x_{i}$, respectively. Then [7, sec 5.1] proves that

$$
\begin{aligned}
&\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right| \leq\|x\|_{2}^{2} \sqrt{2 \gamma_{n+1}\left(u^{2}\right) / \lambda} \\
&|\hat{s}-s| \leq\|x\|_{1} \sqrt{2 \gamma_{n-1}\left(u^{2}\right) / \lambda} \text { with probability at least } 1-\frac{\lambda}{2}, \\
& \text { with probability at least } 1-\frac{\lambda}{2} .
\end{aligned}
$$

Since, $\left|\psi_{n+1}\right| \leq(1+u)^{3}$ and $|s| \leq\|x\|_{1}$, with probability at least $1-\frac{\lambda}{2}$,

$$
\begin{aligned}
\mathcal{B} & \leq(1+u)^{3}\|x\|_{1}^{2}\left(2 \gamma_{n-1}\left(u^{2}\right) / \lambda+2 \sqrt{2 \gamma_{n-1}\left(u^{2}\right) / \lambda}\right)+\|x\|_{1}^{2}\left((1+u)^{3}-1\right) \\
& =(1+u)^{3}\|x\|_{1}^{2}\left(2 \gamma_{n-1}\left(u^{2}\right) / \lambda+2 \sqrt{2 \gamma_{n-1}\left(u^{2}\right) / \lambda}+1\right)-\|x\|_{1}^{2} \\
& =(1+u)^{3}\|x\|_{1}^{2}\left(\sqrt{2 \gamma_{n-1}\left(u^{2}\right) / \lambda}+1\right)^{2}-\|x\|_{1}^{2} .
\end{aligned}
$$

Finally, Lemma 2.1 shows that with probability at least $1-\lambda$,

$$
\begin{aligned}
\frac{|\widehat{y}-y|}{|y|} & \leq \frac{1}{|y|}\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n|y|} \mathcal{B} \\
& \leq \mathcal{K}_{2}^{2} \sqrt{2 \gamma_{n+1}\left(u^{2}\right) / \lambda}+\mathcal{K}_{1}^{2}\left((1+u)^{3}\left(\sqrt{2 \gamma_{n-1}\left(u^{2}\right) / \lambda}+1\right)^{2}-1\right) .
\end{aligned}
$$

5.1.2. Two-pass algorithm. As with the previous algorithm, we present a computational scheme for the proofs of the two-pass algorithm errors in this paper. One needs first to separate the errors of order two. Let us recall that $\psi_{i}=\varphi_{i}\left(1+\epsilon_{i}\right)$ for all $1 \leq i \leq n$. Therefore

$$
\begin{aligned}
|\widehat{z}-z| & =\left|\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \psi_{i}-\left(x_{i}-m\right)^{2}\right| \\
& =\left|\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \varphi_{i}-\left(x_{i}-m\right)^{2}+\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \epsilon_{i} \varphi_{i}\right| \\
& \leq\left|\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \varphi_{i}-\left(x_{i}-m\right)^{2}\right|+u\left|\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \varphi_{i}\right| \\
& \leq\left|\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \varphi_{i}-\left(x_{i}-m\right)^{2}\right|+u\left|\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \varphi_{i}-\left(x_{i}-m\right)^{2}\right|+u|z| \\
& =(1+u)\left|\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \varphi_{i}-\left(x_{i}-m\right)^{2}\right|+u|z| .
\end{aligned}
$$

Since $\left(x_{i}-\widehat{m}\right)=\left(x_{i}-m\right)+(m-\widehat{m})$,

$$
\begin{aligned}
\left|\sum_{i=1}^{n}\left(x_{i}-\widehat{m}\right)^{2} \varphi_{i}-\left(x_{i}-m\right)^{2}\right| \leq & \left|\sum_{i=1}^{n}\left(x_{i}-m\right)^{2}\left(\varphi_{i}-1\right)\right|+\left|(m-\widehat{m})^{2} \sum_{i=1}^{n} \varphi_{i}\right| \\
& +2\left|(m-\widehat{m}) \sum_{i=1}^{n}\left(x_{i}-m\right)\left(\varphi_{i}-1\right)\right|
\end{aligned}
$$

because $\sum_{i=1}^{n}\left(x_{i}-m\right)=0$. Denote

$$
\mathcal{C}=\left|\sum_{i=1}^{n}\left(x_{i}-m\right)^{2}\left(\varphi_{i}-1\right)\right|+2\left|(m-\widehat{m}) \sum_{i=1}^{n}\left(x_{i}-m\right)\left(\varphi_{i}-1\right)\right|+\left|(m-\widehat{m})^{2} \sum_{i=1}^{n} \varphi_{i}\right| .
$$

The following equation will be used in all proofs of the two-pass forward errors

$$
\begin{equation*}
|\widehat{z}-z| \leq(1+u) \mathcal{C}+u|z| \tag{5.3}
\end{equation*}
$$

The following theorem presents a probabilistic bound of the forward error of this algorithm through the BC method.

THEOREM 5.3. For all $0<\lambda<1$, the computed $\widehat{z}$ satisfies under $S R$-nearness

$$
\begin{aligned}
\frac{|\widehat{z}-z|}{|z|} \leq & (1+u)\left(\sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}}+\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}\left(2 \mathcal{K}_{1}+\mathcal{K}_{1}^{2}\left(\sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}}+1\right)\right)\right) \\
& +u
\end{aligned}
$$

with probability at least $1-\lambda$.
Proof. Equation (5.3) states that $|\widehat{z}-z| \leq(1+u) \mathcal{C}+u|z|$, and $\left|\sum_{i=1}^{n} \varphi_{i}\right| \leq$ $\left|\sum_{i=1}^{n}\left(\varphi_{i}-1\right)\right|+n$. The following quantities $\left|\sum_{i=1}^{n}\left(x_{i}-m\right)^{2}\left(\varphi_{i}-1\right)\right|,|\widehat{m}-m|$,
$\left|\sum_{i=1}^{n}\left(x_{i}-m\right)\left(\varphi_{i}-1\right)\right|$ and $\left|\sum_{i=1}^{n}\left(\varphi_{i}-1\right)\right|$ represent the absolute errors of the inner product $\sum_{i=1}^{n}\left(x_{i}-m\right)^{2}$, the average $m=\frac{1}{n} \sum_{i=1}^{n} x_{i}$, the summations $s=$ $\sum_{i=1}^{n}\left(x_{i}-m\right)$ and $\sum_{i=1}^{n} 1$ respectively. Then [7, sec 5.1] proves that

$$
\begin{array}{rlrl}
\left|\sum_{i=1}^{n}\left(x_{i}-m\right)^{2}\left(\varphi_{i}-1\right)\right| & \leq|z| \sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}} & & \text { with probability at least } 1-\frac{\lambda}{4} \\
|\widehat{m}-m| & \leq \frac{1}{n}\|x\|_{1} \sqrt{\frac{4 \gamma_{n}\left(u^{2}\right)}{\lambda}} & \text { with probability at least } 1-\frac{\lambda}{4} \\
\left|\sum_{i=1}^{n}\left(x_{i}-m\right)\left(\varphi_{i}-1\right)\right| & \leq \sum_{i=1}^{n}\left|x_{i}-m\right| \sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}} & \text { with probability at least } 1-\frac{\lambda}{4} \\
\left|\sum_{i=1}^{n}\left(\varphi_{i}-1\right)\right| & \leq n \sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}}+n & \text { with probability at least } 1-\frac{\lambda}{4}
\end{array}
$$

Using Cauchy-Schwarz inequality, we obtain

$$
\sum_{i=1}^{n}\left|x_{i}-m\right| \leq \sqrt{n \sum_{i=1}^{n}\left(x_{i}-m\right)^{2}}=\sqrt{n z}
$$

Since $\gamma_{n}\left(u^{2}\right) \leq \gamma_{n+1}\left(u^{2}\right)$, Lemma 2.1 implies

$$
\begin{aligned}
\mathcal{C} & \leq|z| \sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}}+2 \frac{\|x\|_{1}}{n} \frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda} \sqrt{n z}+\frac{\|x\|_{1}^{2}}{n} \frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}\left(\sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}}+1\right) \\
& =|z| \sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}}+\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}\left(2|z| \frac{\|x\|_{1}}{\sqrt{n z}}+\frac{\|x\|_{1}^{2}}{n}\left(\sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}}+1\right)\right),
\end{aligned}
$$

with probability at least $1-\lambda$. Finally

$$
\begin{aligned}
\frac{|\widehat{z}-z|}{|z|} \leq & (1+u)\left(\sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}}+\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}\left(2 \mathcal{K}_{1}+\mathcal{K}_{1}^{2}\left(\sqrt{\frac{4 \gamma_{n+1}\left(u^{2}\right)}{\lambda}}+1\right)\right)\right) \\
& +u
\end{aligned}
$$

with probability at least $1-\lambda$,
5.2. AH method. This section uses the AH method proposed in [11] for the inner product and Lemma 2.1 to provide a probabilistic bound of the forward error of both textbook and two-pass algorithms under SR-nearness.

### 5.2.1. Textbook algorithm.

ThEOREM 5.4. For all $0<\lambda<1$, the computed $\widehat{y}$ satisfies under $S R$-nearness

$$
\begin{aligned}
\frac{|\widehat{y}-y|}{|y|} \leq & \mathcal{K}_{2}^{2} \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (4 / \lambda)} \\
& +\mathcal{K}_{1}^{2}\left((1+u)^{3}\left(\sqrt{u \gamma_{2(n-1)}(u)} \sqrt{\ln (4 / \lambda)}+1\right)^{2}-1\right)
\end{aligned}
$$

with probability at least $1-\lambda$.

Proof. Equation (5.1) states that $|\widehat{y}-y| \leq\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n} \mathcal{B}$. Moreover, [11, cor 4.7] shows that

$$
\begin{aligned}
\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right| \leq\|x\|_{2}^{2} \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (4 / \lambda)} \quad \text { with probability at least } 1-\frac{\lambda}{2} \\
|\widehat{s}-s| \leq\|x\|_{1} \sqrt{u \gamma_{2(n-1)}(u)} \sqrt{\ln (4 / \lambda)} \quad \text { with probability at least } 1-\frac{\lambda}{2}
\end{aligned}
$$

Since, $\left|\psi_{n+1}\right| \leq(1+u)^{3}$ and $|s| \leq\|x\|_{1}$, we have with probability at least $1-\frac{\lambda}{2}$,

$$
\begin{aligned}
\mathcal{B} \leq & (1+u)^{3}\|x\|_{1}^{2}\left(u \gamma_{2(n-1)}(u) \ln (4 / \lambda)+2 \sqrt{u \gamma_{2(n-1)}(u)} \sqrt{\ln (4 / \lambda)}\right) \\
& +\|x\|_{1}^{2}\left((1+u)^{3}-1\right) \\
= & (1+u)^{3}\|x\|_{1}^{2}\left(u \gamma_{2(n-1)}(u) \ln (4 / \lambda)+2 \sqrt{u \gamma_{2(n-1)}(u)} \sqrt{\ln (4 / \lambda)}+1\right)-\|x\|_{1}^{2} \\
= & (1+u)^{3}\|x\|_{1}^{2}\left(\sqrt{u \gamma_{2(n-1)}(u)} \sqrt{\ln (4 / \lambda)}+1\right)^{2}-\|x\|_{1}^{2}
\end{aligned}
$$

Finally, Lemma 2.1 shows that with probability at least $1-\lambda$,

$$
\begin{aligned}
\frac{|\widehat{y}-y|}{|y|} \leq & \mathcal{K}_{2}^{2} \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (4 / \lambda)} \\
& +\mathcal{K}_{1}^{2}\left((1+u)^{3}\left(\sqrt{u \gamma_{2(n-1)}(u)} \sqrt{\ln (4 / \lambda)}+1\right)^{2}-1\right)
\end{aligned}
$$

### 5.2.2. Two-pass algorithm.

THEOREM 5.5. For all $0<\lambda<1$, the computed $\widehat{z}$ satisfies under $S R$-nearness

$$
\begin{aligned}
\frac{|\widehat{z}-z|}{|z|} \leq & (1+u)\left(\sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)}\right. \\
& \left.+u \gamma_{2(n+1)}(u) \ln (8 / \lambda)\left(2 \mathcal{K}_{1}+\mathcal{K}_{1}^{2}\left(\sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)}+1\right)\right)\right)+u
\end{aligned}
$$

with probability at least $1-\lambda$.
Proof. Equation (5.3) states that $|\widehat{z}-z| \leq(1+u) \mathcal{C}+u|z|$. Note that $\left|\sum_{i=1}^{n} \varphi_{i}\right| \leq$ $\left|\sum_{i=1}^{n}\left(\varphi_{i}-1\right)\right|+n$ and [11, cor 4.7] shows that each of the following inequalities holds with probability at least $1-\frac{\lambda}{4}$ :

$$
\begin{aligned}
\left|\sum_{i=1}^{n}\left(x_{i}-m\right)^{2}\left(\varphi_{i}-1\right)\right| & \leq|z| \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)} \\
|\widehat{m}-m| & \leq \frac{1}{n}\|x\|_{1} \sqrt{u \gamma_{2 n}(u)} \sqrt{\ln (8 / \lambda)} \\
\left|\sum_{i=1}^{n}\left(x_{i}-m\right)\left(\varphi_{i}-1\right)\right| & \leq \sum_{i=1}^{n}\left|x_{i}-m\right| \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)} \\
\left|\sum_{i=1}^{n}\left(\varphi_{i}-1\right)\right| & \leq n \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)}
\end{aligned}
$$

By Cauchy-Schwarz inequality, $\sum_{i=1}^{n}\left|x_{i}-m\right| \leq \sqrt{n \sum_{i=1}^{n}\left(x_{i}-m\right)^{2}}=\sqrt{n z}$. Since $\gamma_{2 n}(u) \leq \gamma_{2(n+1)}(u)$, Lemma 2.1 implies

$$
\begin{aligned}
\mathcal{C} \leq & |z| \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)}+2 \frac{\|x\|_{1}}{n} u \gamma_{2(n+1)}(u) \ln (8 / \lambda) \sqrt{n z} \\
& +\frac{\|x\|_{1}^{2}}{n^{2}} \gamma_{2(n+1)}(u) \ln (8 / \lambda)\left(n \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)}+n\right) \\
= & |z| \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)}+u \gamma_{2(n+1)}(u) \ln (8 / \lambda)\left(2|z| \frac{\|x\|_{1}}{\sqrt{n z}}\right. \\
& \left.+\frac{\|x\|_{1}^{2}}{n}\left(\sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)}+1\right)\right),
\end{aligned}
$$

with probability at least $1-\lambda$, Finally

$$
\begin{aligned}
\frac{|\widehat{z}-z|}{|z|} \leq & (1+u)\left(\sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)}\right. \\
& \left.+u \gamma_{2(n+1)}(u) \ln (8 / \lambda)\left(2 \mathcal{K}_{1}+\mathcal{K}_{1}^{2}\left(\sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (8 / \lambda)}+1\right)\right)\right)+u
\end{aligned}
$$

with probability at least $1-\lambda$.
5.2.3. Textbook algorithm and Doob-Meyer decomposition. This work introduces a new approach based on Doob-Meyer decomposition [5] to bound the forward error of the textbook algorithm. To apply this method, we study

$$
\widehat{s}=\sum_{i=1}^{n} x_{i} \prod_{k=\max (2, i)}^{n}\left(1+\delta_{k-1}\right)
$$

Consider $s_{1}=x_{1}, s_{k}=s_{k-1}+x_{k}$ and $\widehat{s}_{1}=x_{1}, \widehat{s}_{k}=\left(\widehat{s}_{k-1}+x_{k}\right)\left(1+\delta_{k-1}\right)$ for all $2 \leq k \leq n$. Then $s_{n}=s$ and $\widehat{s}_{n}=\widehat{s}$. Denote $Z_{k}=\widehat{s}_{k}-s_{k}=Z_{k-1}+\left(\widehat{s}_{k-1}+x_{k}\right) \delta_{k-1}$. Then, $Z_{n}=\widehat{s}_{n}-s_{n}$. By mean independence of $\delta_{k}, Z_{1}, \ldots, Z_{n}$ form a martingale with respect to $\delta_{1}, \ldots, \delta_{n-1}$. Then, $Z_{1}+s, \ldots, Z_{n}+s$ is also a martingale. Denote:

- $\mathbb{F}_{k}=\left\{\delta_{1}, \ldots, \delta_{k}\right\}$.
- $Y_{k-1}=Z_{k}-Z_{k-1}=\left(\widehat{s}_{k-1}+x_{k}\right) \delta_{k-1}$ for all $2 \leq k \leq n$. Then $Z_{n}=$ $\sum_{k=2}^{n} Y_{k-1}$.
- $\sigma_{k-1}^{2}=E\left[Y_{k-1}^{2} / \mathbb{F}_{k-2}\right]$.
- $A_{n}=\sum_{k=2}^{n} \sigma_{k-1}^{2}$ with $A_{1}=0$.

On one hand, $A_{n}$ is predictable:

$$
\begin{aligned}
E\left[A_{n} / \mathbb{F}_{n-1}\right] & =E\left[\sum_{k=2}^{n} \sigma_{k-1}^{2} / \mathbb{F}_{n-1}\right]=E\left[\sum_{k=2}^{n} E\left[Y_{k-1}^{2} / \mathbb{F}_{k-2}\right] / \mathbb{F}_{n-1}\right] \\
& =\sum_{k=2}^{n} E\left[E\left[Y_{k-1}^{2} / \mathbb{F}_{k-2}\right] / \mathbb{F}_{n-1}\right]=\sum_{k=2}^{n} E\left[Y_{k-1}^{2} / \mathbb{F}_{n-1}\right] \\
& =\sum_{k=2}^{n} Y_{k-1}^{2} \quad \text { since } Y_{k-1} \text { is } \mathbb{F}_{k-1} \text {-measurable, so it is } \mathbb{F}_{n-1} \text {-measurable, } \\
& =A_{n} .
\end{aligned}
$$

On the other hand, $X_{n}=\left(Z_{n}+s\right)^{2}-A_{n}-s^{2}$ is a martingale:

$$
\begin{aligned}
E\left[X_{n} / \mathbb{F}_{n-1}\right] & =E\left[\left(Z_{n}+s\right)^{2}-A_{n}-s^{2} / \mathbb{F}_{n-1}\right] \\
& =E\left[\left(Z_{n-1}+s+Y_{n-1}\right)^{2} / \mathbb{F}_{n-1}\right]-A_{n}-s^{2} \\
& =\left(Z_{n-1}+s\right)^{2}+2\left(Z_{n-1}+s\right) E\left[Y_{n-1} / \mathbb{F}_{n-1}\right]+E\left[Y_{n-1}^{2} / \mathbb{F}_{n-1}\right]-A_{n}-s^{2} \\
& =X_{n-1} \quad \text { because } E\left[Y_{n-1} / \mathbb{F}_{n-1}\right]=0 .
\end{aligned}
$$

The expression of $\left(Z_{n}+s\right)^{2}=X_{n}^{2}+s^{2}+A_{n}$ is a Doob-Meyer decomposition.
Lemma 5.6. The martingale $X_{1}, \ldots, X_{n}$ satisfies $\left|X_{k}-X_{k-1}\right| \leq u C_{k}$, for all $2 \leq$ $k \leq n$, where

$$
C_{k}=\|x\|_{1}^{2}(1+u)^{2(k-2)}(2+u) .
$$

Proof. Note that $\sigma_{k-1}^{2}=E\left[\left(\widehat{s}_{k-1}+x_{k}\right)^{2} \delta_{k-1}^{2} / \mathbb{F}_{k-2}\right]=\left(\widehat{s}_{k-1}+x_{k}\right)^{2} E\left[\delta_{k-1}^{2} / \mathbb{F}_{k-2}\right]$ by definition of $\mathbb{F}_{k-2}$. Then

$$
\begin{aligned}
X_{k}-X_{k-1} & =\left(Z_{k}+s\right)^{2}-A_{k}-\left(Z_{k-1}+s\right)^{2}+A_{k-1} \\
& =\left(Z_{k-1}+s+\left(\widehat{s}_{k-1}+x_{k}\right) \delta_{k-1}\right)^{2}-A_{k}-\left(Z_{k-1}+s\right)^{2}+A_{k-1} \\
& =2\left(Z_{k-1}+s\right)\left(\widehat{s}_{k-1}+x_{k}\right) \delta_{k-1}+\left(\widehat{s}_{k-1}+x_{k}\right)^{2} \delta_{k-1}^{2}-\sigma_{k-1}^{2} \\
& =2\left(Z_{k-1}+s\right)\left(\widehat{s}_{k-1}+x_{k}\right) \delta_{k-1}+\left(\widehat{s}_{k-1}+x_{k}\right)^{2}\left(\delta_{k-1}^{2}-E\left[\delta_{k-1}^{2} / \mathbb{F}_{k-2}\right]\right) .
\end{aligned}
$$

Since $\left|\delta_{k-1}\right| \leq u$, we have $\left|\widehat{s}_{k-1}+x_{k}\right| \leq(1+u)^{k-2} \sum_{i=1}^{k}\left|x_{i}\right| \leq(1+u)^{k-2}\|x\|_{1}$, $\left|\delta_{k-1}^{2}-E\left[\delta_{k-1}^{2} / \mathbb{F}_{k-2}\right]\right| \leq u^{2}$ because $0 \leq \delta_{k-1}^{2} \leq u^{2}$ and

$$
\left|Z_{k-1}+s\right| \leq\left((1+u)^{k-2}-1\right) \sum_{i=1}^{k-1}\left|x_{i}\right|+|s| \leq\|x\|_{1}(1+u)^{k-2}
$$

Thus

$$
\begin{aligned}
\left|X_{k}-X_{k-1}\right| & \leq 2 u\left|Z_{k-1}+s\right|\left|\widehat{s}_{k-1}+x_{k}\right|+u^{2}\left|\widehat{s}_{k-1}+x_{k}\right|^{2} \\
& \leq 2 u(1+u)^{2(k-2)}\|x\|_{1}^{2}+u^{2}(1+u)^{2(k-2)}\|x\|_{1}^{2} \\
& =u\|x\|_{1}^{2}(1+u)^{2(k-2)}(2+u)
\end{aligned}
$$

Theorem 5.7. For $0<\lambda<1$, the martingale $X_{1}, \ldots, X_{n}$ satisfies under $S R$ nearness

$$
\begin{equation*}
\left|X_{n}\right| \leq\|x\|_{1}^{2} \sqrt{2 u \gamma_{4(n-1)}(u)} \sqrt{\ln (2 / \lambda)} \tag{5.4}
\end{equation*}
$$

with probability at least $1-\lambda$.
Proof. Since $X_{1}=0$, Lemma 3.4 and Lemma 5.6 yields

$$
\left|X_{n}\right| \leq \sqrt{\sum_{k=2}^{n} u^{2} C_{k}^{2}} \sqrt{2 \ln (2 / \lambda)}
$$

with probability at least $1-\lambda$. Furthermore

$$
\begin{aligned}
\sum_{k=2}^{n} u^{2} C_{k}^{2} & =u^{2} \sum_{k=2}^{n}\|x\|_{1}^{4}(1+u)^{4(k-2)}(2+u)^{2}=u^{2}\|x\|_{1}^{4}(2+u)^{2} \frac{\gamma_{4(n-1)}(u)}{(1+u)^{4}-1} \\
& =u\|x\|_{1}^{4} \frac{4+4 u+u^{2}}{4+6 u+4 u^{2}+u^{3}} \gamma_{4(n-1)}(u) \\
& \leq u\|x\|_{1}^{4} \gamma_{4(n-1)}(u)
\end{aligned}
$$

Finally, $\left|X_{n}\right| \leq\|x\|_{1}^{2} \sqrt{2 u \gamma_{4(n-1)}(u)} \sqrt{\ln (2 / \lambda)}$.
We are now in a position to state the main result of this sub-section.
THEOREM 5.8. For all $0<\lambda<1$, the computed $\widehat{y}$ satisfies under $S R$-nearness

$$
\begin{aligned}
\frac{|\widehat{y}-y|}{|y|} \leq & \mathcal{K}_{2}^{2} \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (4 / \lambda)}+\mathcal{K}_{1}^{2}(1+u)^{3}\left[\sqrt{2 u \gamma_{4(n-1)}(u)} \sqrt{\ln (4 / \lambda)}\right. \\
& \left.+u \frac{\gamma_{2(n-1)}(u)}{2}+1\right]-\mathcal{K}_{1}^{2}
\end{aligned}
$$

with probability at least $1-\lambda$. In the following, this bound will be called DM bound.
Proof. Recall that $Z_{n}=\widehat{s}-s$ and $\left(Z_{n}+s\right)^{2}=X_{n}+s^{2}+A_{n}$. Therefore, from Sub-section 4.1,

$$
\begin{aligned}
\widehat{y}-y & =\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)-\frac{1}{n} \widehat{s}^{2} \psi_{n+1}+\frac{1}{n} s^{2}=\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)-\frac{1}{n}\left(Z_{n}+s\right)^{2} \psi_{n+1}+\frac{1}{n} s^{2} \\
& =\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)-\frac{1}{n} \psi_{n+1}\left(X_{n}+A_{n}\right)-\frac{1}{n} s^{2}\left(\psi_{n+1}-1\right)
\end{aligned}
$$

Since $\left|\psi_{n+1}\right| \leq(1+u)^{3}$ and $|s| \leq\|x\|_{1}$, we deduce that

$$
\begin{aligned}
|\widehat{y}-y| & \leq\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n}(1+u)^{3}\left(\left|X_{n}\right|+\left|A_{n}\right|\right)+\frac{1}{n}\|x\|_{1}^{2} \gamma_{3}(u) \\
& =\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n}(1+u)^{3}\left(\left|X_{n}\right|+\left|A_{n}\right|+\|x\|_{1}^{2}\right)-\frac{1}{n}\|x\|_{1}^{2}
\end{aligned}
$$

On one hand, Theorem 5.7 states that with probability at least $1-\frac{\lambda}{2}$

$$
\left|X_{n}\right| \leq\|x\|_{1}^{2} \sqrt{2 u \gamma_{4(n-1)}(u)} \sqrt{\ln (4 / \lambda)}
$$

On the other hand, $A_{n}=\sum_{k=2}^{n} E\left[Y_{k-1}^{2} / \mathbb{F}_{k-2}\right]=\sum_{k=2}^{n}\left(\widehat{s}_{k-1}+x_{k}\right)^{2} E\left[\delta_{k-1}^{2} / \mathbb{F}_{k-2}\right]$, then

$$
\begin{aligned}
\left|A_{n}\right| & \leq u^{2} \sum_{k=2}^{n}\left|\widehat{s}_{k-1}+x_{k}\right|^{2} \leq u^{2} \sum_{k=2}^{n}\left((1+u)^{k-2} \sum_{i=1}^{k}\left|x_{i}\right|\right)^{2} \\
& \leq u^{2}\|x\|_{1}^{2} \sum_{k=2}^{n}(1+u)^{2(k-2)} \leq u^{2}\|x\|_{1}^{2} \frac{\gamma_{2(n-1)}(u)}{2 u+u^{2}} \leq u\|x\|_{1}^{2} \frac{\gamma_{2(n-1)}(u)}{2}
\end{aligned}
$$

Moreover [11, cor 4.7] yields:

$$
\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right| \leq\|x\|_{2}^{2} \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (4 / \lambda)} \quad \text { with probability at least } 1-\frac{\lambda}{2}
$$

Finally, Lemma 2.1 implies

$$
\begin{aligned}
\frac{|\widehat{y}-y|}{|y|} \leq & \frac{\|x\|_{2}^{2}}{|y|} \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (4 / \lambda)}+\frac{\|x\|_{1}^{2}}{n|y|}(1+u)^{3}\left(\sqrt{2 u \gamma_{4(n-1)}(u)} \sqrt{\ln (4 / \lambda)}\right. \\
& \left.+u \frac{\gamma_{2(n-1)}(u)}{2}+1\right)-\frac{\|x\|_{1}^{2}}{n|y|} \\
= & \mathcal{K}_{2}^{2} \sqrt{u \gamma_{2(n+1)}(u)} \sqrt{\ln (4 / \lambda)}+\mathcal{K}_{1}^{2}(1+u)^{3}\left(\sqrt{2 u \gamma_{4(n-1)}(u)} \sqrt{\ln (4 / \lambda)}\right. \\
& \left.+u \frac{\gamma_{2(n-1)}(u)}{2}+1\right)-\mathcal{K}_{1}^{2},
\end{aligned}
$$

with probability at least $1-\lambda$.
6. Pairwise textbook and pairwise two-pass. In this section, we illustrate the continued applicability of SR results on the forward error of the pairwise summation to the forward error of both pairwise textbook and pairwise two-pass algorithms. The following theorem derives a probabilistic bound for the pairwise textbook using the BC method.

THEOREM 6.1. For the pairwise textbook, for all $0<\lambda<1$, the computed $\widehat{y}$ satisfies under SR-nearness

$$
\frac{|\widehat{y}-y|}{|y|} \leq \mathcal{K}_{2}^{2} \sqrt{2 \gamma_{\log (n)+1}\left(u^{2}\right) / \lambda}+\mathcal{K}_{1}^{2}\left((1+u)^{3}\left(\sqrt{2 \gamma_{\log (n)}\left(u^{2}\right) / \lambda}+1\right)^{2}-1\right)
$$

with probability at least $1-\lambda$.
Proof. Equation (5.1) states that $|\widehat{y}-y| \leq\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n} \mathcal{B}$, and Section 3 proves

$$
\begin{aligned}
\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right| \leq\|x\|_{2}^{2} \sqrt{2 \gamma_{\log (n)+1}\left(u^{2}\right) / \lambda} & \text { with probability at least } 1-\frac{\lambda}{2} \\
|\widehat{s}-s| \leq\|x\|_{1} \sqrt{2 \gamma_{\log (n)}\left(u^{2}\right) / \lambda} & \text { with probability at least } 1-\frac{\lambda}{2}
\end{aligned}
$$

Since, $\left|\psi_{n+1}\right| \leq(1+u)^{3}$ and $|s| \leq\|x\|_{1}$, we have with probability at least $1-\frac{\lambda}{2}$ :

$$
\begin{aligned}
\mathcal{B} & \leq(1+u)^{3}\|x\|_{1}^{2}\left(2 \gamma_{\log (n)}\left(u^{2}\right) / \lambda+2 \sqrt{2 \gamma_{\log (n)}\left(u^{2}\right) / \lambda}\right)+\|x\|_{1}^{2}\left((1+u)^{3}-1\right) \\
& =(1+u)^{3}\|x\|_{1}^{2}\left(2 \gamma_{\log (n)}\left(u^{2}\right) / \lambda+2 \sqrt{2 \gamma_{\log (n)}\left(u^{2}\right) / \lambda}+1\right)-\|x\|_{1}^{2} \\
& =(1+u)^{3}\|x\|_{1}^{2}\left(\sqrt{2 \gamma_{\log (n)}\left(u^{2}\right) / \lambda}+1\right)^{2}-\|x\|_{1}^{2}
\end{aligned}
$$

Finally, Lemma 2.1 shows that with probability at least $1-\lambda$,

$$
\begin{aligned}
\frac{|\widehat{y}-y|}{|y|} & \leq \frac{1}{|y|}\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n|y|} \mathcal{B} \\
& \leq \mathcal{K}_{2}^{2} \sqrt{2 \gamma_{\log (n)+1}\left(u^{2}\right) / \lambda}+\mathcal{K}_{1}^{2}\left((1+u)^{3}\left(\sqrt{2 \gamma_{\log (n)}\left(u^{2}\right) / \lambda}+1\right)^{2}-1\right) .
\end{aligned}
$$

The following theorem shows the probabilistic bound for the pairwise textbook using the AH method.

Theorem 6.2. For the pairwise textbook, for all $0<\lambda<1$, the computed $\widehat{y}$ satisfies under SR-nearness

$$
\begin{aligned}
\frac{|\widehat{y}-y|}{|y|} \leq & \mathcal{K}_{2}^{2} \sqrt{u \gamma_{2(\log (n)+1)}(u)} \sqrt{\ln (4 / \lambda)} \\
& +\mathcal{K}_{1}^{2}\left((1+u)^{3}\left(\sqrt{u \gamma_{2 \log (n)}(u)} \sqrt{\ln (4 / \lambda)}+1\right)^{2}-1\right)
\end{aligned}
$$

with probability at least $1-\lambda$.
Proof. Equation (5.1) states that $|\widehat{y}-y| \leq\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right|+\frac{1}{n} \mathcal{B}$. Moreover, Section 3 shows

$$
\begin{array}{r}
\left|\sum_{i=1}^{n} x_{i}^{2}\left(\psi_{i}-1\right)\right| \leq\|x\|_{2}^{2} \sqrt{u \gamma_{2(\log (n)+1)}(u)} \sqrt{\ln (4 / \lambda)} \text { with probability at least } 1-\frac{\lambda}{2} \\
|\widehat{s}-s| \leq\|x\|_{1} \sqrt{u \gamma_{2 \log (n)}(u)} \sqrt{\ln (4 / \lambda)} \text { with probability at least } 1-\frac{\lambda}{2}
\end{array}
$$

As the previous proof, we can show that with probability at least $1-\frac{\lambda}{2}$,

$$
\mathcal{B} \leq(1+u)^{3}\|x\|_{1}^{2}\left(\sqrt{u \gamma_{2 \log (n)}(u)} \sqrt{\ln (4 / \lambda)}+1\right)^{2}-\|x\|_{1}^{2}
$$

Finally, with probability at least $1-\lambda$,

$$
\begin{aligned}
\frac{|\widehat{y}-y|}{|y|} \leq & \mathcal{K}_{2}^{2} \sqrt{u \gamma_{2(\log (n)+1)}(u)} \sqrt{\ln (4 / \lambda)} \\
& +\mathcal{K}_{1}^{2}\left((1+u)^{3}\left(\sqrt{u \gamma_{2 \log (n)}(u)} \sqrt{\ln (4 / \lambda)}+1\right)^{2}-1\right)
\end{aligned}
$$

Similar bounds are reached for the pairwise two-pass using the same methods.
7. Error bound analysis. Table 1 shows the asymptotic forward error bounds for the textbook. Higher order terms in $u$ have been dropped when $n u \ll 1$ and uniquely for the BC when $n u \gg 1$ and $n u^{2} \ll 1$, and only dominant terms are shown. The results in the table are based on: $\gamma_{n}(u) \approx n u+O\left(u^{2}\right)$ and $\sqrt{u \gamma_{n}(u)} \approx$ $\sqrt{\frac{\gamma_{n}\left(u^{2}\right)}{\gamma_{n}\left(u^{2}\right)}} \approx \sqrt{n} u+O\left(u^{2}\right)$ when $n u \ll 1 . \quad \gamma_{n}(u) \approx e^{n u}, \sqrt{u \gamma_{n}(u)} \approx \sqrt{u} e^{\frac{n}{2} u}$ and $\sqrt{\gamma_{n}\left(u^{2}\right)} \approx \sqrt{n} u+O\left(u^{2}\right)$ when $n u \gg 1$ and $n u^{2} \ll 1$.

This table displays the advantage of the probabilistic bounds of the textbook forward error in terms of $O(\sqrt{n} u)$ compared to the deterministic bounds in $O(n u)$, when $n u \ll 1$. Additionally, the BC method is far better when $n u \gg 1$ and $n u^{2} \ll 1$. The previous discussion also holds for the two-pass forward error bounds.
7.1. Numerical experiments. We performed a series of numerical experiments comparing these new probabilistic bounds to the deterministic ones. We show that probabilistic bounds are tighter and accurately reflect the behavior of SR-nearness forward errors. Two types of plots are presented. Firstly, the plots are displayed over $n$, and show that for large values of $n$, BC bounds provide significant benefits compared to AH or DM bounds for the Textbook. Secondly, the plots are shown over $\lambda$, and show that AH bound holds a significant advantage for higher probabilities. All SR computations are repeated 30 times with verificarlo [6]. All samples and the forward error of the average of the 30 SR instances are plotted.

|  | $n u \ll 1$ | $n u \gg 1$ and $n u^{2} \ll 1$ |
| :---: | :---: | :---: |
| Det | $\left(\mathcal{K}_{2}^{2}+2 \mathcal{K}_{1}^{2}\right) n u$ | $\left(\mathcal{K}_{2}^{2}+\mathcal{K}_{1}^{2}\right) e^{(2 n+1) u}$ |
| BC | $\left(\mathcal{K}_{2}^{2}+2 \mathcal{K}_{1}^{2}\right) \sqrt{2 / \lambda} \sqrt{n} u$ | $\left(\mathcal{K}_{2}^{2}+2 \mathcal{K}_{1}^{2}\right) \sqrt{2 / \lambda} \sqrt{n} u$ |
| AH | $\left(\mathcal{K}_{2}^{2}+2 \mathcal{K}_{1}^{2}\right) \sqrt{\ln (4 / \lambda)} \sqrt{n} u$ | $\left(\mathcal{K}_{2}^{2}+\mathcal{K}_{1}^{2} \sqrt{u \ln (4 / \lambda)}\right) \sqrt{u \ln (4 / \lambda)} e^{(2 n+1) u}$ |
| DM | $\left(\mathcal{K}_{2}^{2}+\sqrt{8} \mathcal{K}_{1}^{2}\right) \sqrt{\ln (4 / \lambda)} \sqrt{n} u$ | $\left(\sqrt{u \ln (4 / \lambda)}\left(\mathcal{K}_{2}^{2}+\sqrt{2} \mathcal{K}_{1}^{2}\right)+\mathcal{K}_{1}^{2} \frac{u}{2}\right) e^{(2 n+1) u}$ |

Table 1: The asymptotic behavior of the textbook forward error bounds for a fixed probability $\lambda$ and over $n$ up to a constant.
7.1.1. Textbook algorithm. We present a numerical application of the textbook algorithm for floating-points chosen uniformly at random between 0 and 1 .


Fig. 3: Probabilistic error bounds over $n$ with probability $1-\lambda=0.9$ (left) and over $\lambda$ with $n=10^{6}$ (right) vs deterministic bound for the textbook algorithm.


Fig. 4: The forward errors of textbook and two-pass algorithms in binary32 precision for floating-points chosen uniformly at random in $[-1 ; 1]$ (left) and $[1024 ; 1025]$ (right).

In figure 3, triangles represent instances of the SR-nearness relative errors evaluation in binary32 precision, a circle marks the relative errors of the 30 instances average, and a star represents the IEEE RN-binary32 value. Interestingly, for small $n$, the left figure shows that $\mathrm{AH}, \mathrm{DM}$, and BC bounds are comparable with a slight
advantage for AH -Text and DM. However, as shown in Table 1, when $n u \gg 1, \mathrm{AH}$ and DM bounds grow exponentially faster than BC bound.

As expected, for a fixed $n$, the figure on the right shows that the three bounds are close for a probability around 0.9 . Nevertheless, AH and DM bounds are more accurate for higher probabilities than BC bound. The result is unsurprising because, generally, Azuma-Hoeffding inequality provides a bound for the deviation of the sum of a sequence of independent and bounded random variables, martingales in this instance, which gives tighter bounds for higher probabilities. In contrast, Bienaymé-Chebyshev inequality is a less restrictive result that provides an upper bound for the probability of deviation between the mean of a distribution and a particular value. The two-pass algorithm exhibits analogous boundary behavior.
7.1.2. Textbook against two-pass. We now compare the forward errors of both algorithms under SR. In figure 4, when the floating-point numbers are randomly chosen with zero mean distribution (left), the absorption errors cancel each other out because both positive and negative errors are uniformly distributed. Therefore, the computed mean is close to zero with low absolute error, and the two-pass algorithm degenerates into the textbook algorithm. Interestingly, this effect is captured by the theoretical bounds because the condition term $\mathcal{K}_{2}^{2}+2 \mathcal{K}_{1}^{2}$ becomes smaller for zeromean distributions. This is confirmed by the experiment in the left figure, which shows a similar forward error for the two algorithms, whether for SR or RN.

As expected, the figure on the right illustrates that when random floating-point numbers are uniformly selected from the interval [1024, 1025], the two-pass algorithm outperforms the textbook algorithm using SR or RN. The mean centering in the twopass algorithm avoids cancellations and increases its accuracy. While the quantities $\sum_{i=1}^{n} x_{i}^{2}$ and $\frac{1}{n} s^{2}$ are inevitably very large and have the same order of magnitude, their subtraction yields a loss of significant digits in the result, which can compromise the accuracy of the textbook outcome. It is evident from this figure that the use of SR avoids stagnation for $n \geq 10^{4}$.
8. Conclusion. Many computations are non-linear in various fields such as numerical analysis. In this paper, we have chosen variance computation as an example. In 1983, Chan, Golub, and LeVeque investigated the forward error of variance computation algorithms using RN. To the best of our knowledge, this is the first theoretical study of this problem using stochastic rounding as well as of any algorithm with nonlinear errors. In this paper, we have presented probabilistic bounds for two variance computation algorithms that exhibit non-linear errors under SR.

Two methods are used to estimate the forward error of computations: the BC method, which is suitable for large problem sizes $n$, and the AH method, which is preferable for higher probabilities. The study demonstrates that using SR results in probabilistic bounds on the forward error proportional to $\sqrt{n} u$, which is better than the deterministic bound in $O(n u)$ when using the default rounding mode.

While introducing pairwise algorithm in summation, textbook, and two-pass algorithms, SR leads to probabilistic bounds proportional to $\sqrt{\log (n)} u$, instead of $O(\log (n) u)$ for RN. We also demonstrate that the two-pass algorithm performs better than the textbook algorithm under SR, as it does under RN.

A new approach based on the Doob-Meyer decomposition has been proposed as an alternative method to AH for non-linear SR computations. Our proposed approach contributes to developing new methodologies to bound the algorithms forward error under SR. Though asymptotically in $n$, this approach is equivalent to the previous two methods, we believe that it can be extended to other algorithms.

The scripts for reproducing the numerical experiments in this paper are published in the repository https://github.com/verificarlo/sr-non-linear-bounds.
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