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BOUNDS ON NON-LINEAR ERRORS FOR VARIANCE
COMPUTATION WITH STOCHASTIC ROUNDING ∗

E. M. EL ARAR,† , D. SOHIER† , P. DE OLIVEIRA CASTRO† , AND E. PETIT‡

Abstract. The main objective of this work is to investigate non-linear errors and pairwise
summation using stochastic rounding (SR) in variance computation algorithms. We estimate the
forward error of computations under SR through two methods: the first is based on a bound of
the variance and Bienaymé–Chebyshev inequality, while the second is based on martingales and
Azuma-Hoeffding inequality. The study shows that for pairwise summation, using SR results in
a probabilistic bound of the forward error proportional to

√
log(n)u rather than the deterministic

bound in O(log(n)u) when using the default rounding mode. We examine two algorithms that
compute the variance, called “textbook” and “two-pass”, which both exhibit non-linear errors. Using
the two methods mentioned above, we show that these algorithms’ forward errors have probabilistic
bounds under SR in O(

√
nu) instead of nu for the deterministic bounds. We show that this advantage

holds using pairwise summation for both textbook and two-pass, with probabilistic bounds of the
forward error proportional to

√
log(n)u.

Key words. Stochastic rounding, Floating-point arithmetic, Variance computation, Non-linear
error, Doob–Meyer decomposition, Pairwise summation.

MSC codes. 65G50, 65C99, 65Y04, 62-08

1. Introduction. Stochastic Rounding (SR) mode [4] is a probabilistic rounding
mode: an inexact computation is rounded to the next smaller or larger floating-point
number with probability depending on the distances to those numbers. For several
algorithms, such as the inner product [3, 7, 11] and Horner’s rule [7, 8], SR is unbi-
ased and provides tighter probabilistic bounds of the forward error compared to the
deterministic bounds obtained with round-to-nearest (RN) [1]. In practice, SR shows
higher accuracy than RN for some applications and datasets [7], particularly in low-
precision formats such as bfloat-16. Additionally, SR avoids numerical stagnation [3]
in different applications such as neural networks [9], ODEs, and PDEs [13].

Previous theoretical studies of SR error bounds have only considered algorithms in
which the result error is a linear function of each operation rounding error. Two main
methods have been proposed to bound the forward error of linear error algorithms
such as summation or inner product computation. The first, referred to as the BC
method in the following, computes the variance of the SR computation and applies
Bienaymé–Chebyshev inequality to establish a probabilistic error bound [7]. The sec-
ond, called AH method in the following, is based on martingales and Azuma-Hoeffding
inequality [3]. The two methods are complementary, and each has advantages depend-
ing on the size of the problem and the target probabilistic analysis.

Hallman and Ipsen [10] have studied pairwise summation in the context of SR,
showing that the forward error for a sum of n values has a probabilistic bound in
O(
√

log(n)u) instead O(log(n)u) for RN. In this paper, we propose a more straightfor-
ward method that improves Hallman and Ipsen pairwise summation error bound [10].

In 1983, Chan, Golub, and LeVeque proved deterministic error bounds [2] for
different algorithms computing the variance of a sample of n data points. These algo-
rithms have non-linear errors due to the presence of squaring in the computation. In
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this paper, we prove SR forward error bounds for the “textbook” and “two-pass” algo-
rithms with recursive and pairwise summation studied by Chan, Golub, and LeVeque.
To the best of our knowledge, this is the first paper theoretically studying non-linear
problems with SR. We extend previous BC and AH methods to the non-linear variance
computation by carefully separating the error terms.

We make the following contributions:
• We provide probabilistic bounds for the pairwise summation forward error

under SR using two methods, the BC and AH methods. Our AH pairwise
bound is tighter than the probabilistic bound proposed in [10].

• We address non-linear problems under SR through two algorithms: textbook
and two-pass. We extend the results obtained using RN in [2] to SR for
both standard case and pairwise summation. Asymptotically for large n, SR
bounds are proportional to

√
nu, unlike nu for the deterministic RN bounds.

• We introduce a new approach to derive probabilistic bounds based on the
Doob-Meyer decomposition.

• We compare the bounds produced with the AH and BC methods and discuss
the domain on which each method is best. SR bound analysis offers com-
parable improvements for textbook and two-pass algorithms; therefore, the
criteria for choosing the algorithm is the same between SR and RN.

We first introduce some floating point background and the stochastic rounding
mode SR-nearness in Section 2, and recall its main properties that we will use through-
out the rest of the paper.

We analyze the error of pairwise summation under SR-nearness in Section 3, using
two methods, AH, and BC. We then move to the analysis of variance computations,
which, unlike summations, present non-linear errors. This, in particular, materializes
in the existence of a bias, which we study in Section 4. We prove that both textbook
and two-pass algorithms are biased, and that their bias are equal at order 1, but of
opposite signs.

In Section 5, we show that the deterministic bounds of Chan, Golub and LeVeque
[2] extend to SR computations by replacing the n in the bounds by

√
n, and introduc-

ing a parameter λ representing the probability that the bound does not hold. We do
it with both BC and AH methods, leading to bounds behaving better when n → ∞
or λ → 0 respectively, and propose an extension DM of the AH method based on a
Doob-Meyer decomposition, which allows to better account for the bias and provides
a new tool for SR analysis of non-linear errors.

We then prove that using pairwise summation in variance computations gives
bounds in

√
log(n) in Section 6. We finally compare the obtained bounds by algorithm

(textbook or two-pass) and method (deterministic, BC, AH, DM), and discuss the
advantages of each in different situations in Section 7.

2. Notations and definitions.

2.1. Notations. In this paper, for a vector x ∈ Rn, we denote by

• ‖x‖1 =
∑n
i=1 |xi| and ‖x‖2 =

(∑n
i=1 |xi|

2
) 1

2

.

• s =
∑n
i=1 xi and m = 1

n

∑n
i=1 xi = 1

ns.
• γn(u) = (1 + u)n − 1.
• log(n) = log2(n).

We adopt the same notations as used in [2]. In the following, the textbook
algorithm computes the variance using the formula y =

∑n
i=1 x

2
i − 1

ns
2, while the

two-pass algorithm computes the variance using the formula z =
∑n
i=1 (xi −m)

2
. We
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do not study the situation with y = z = 0, in which the relative error is undefined.
The statistical variance can be obtained by multiplying y and z by 1

n−1 . Computing
y and z exactly results in y = z. However, rounding errors disturb the numerical
computations and the obtained results ŷ and ẑ are not equal.

The condition number using the 2-norm for the variance computation is defined

in [2] as K2 =
‖x‖2√
y . We define the condition number using the 1-norm by K1 =

‖x‖1√
ny .

Using Cauchy-Schwarz inequality, K1 ≤ K2; K1 can be lower than 1 (for instance,
consider n = 4 and x1 = 1/2, x2 = 1/4, x3 = −x1 and x4 = −x2).

Throughout this paper, for a random variableX, E(X) denotes its expected value,
V (X) denotes its variance and σ(X) denotes its standard deviation. The conditional
expectation of X given Y is E[X/Y ].

Lemma 2.1. Let X and Y two random variables, a, b ∈ R∗+, and λ, µ ∈]0; 1[ such
that: P(|X| ≤ a) ≥ 1− λ and P(|Y | ≤ b) ≥ 1− µ. Then

• P(|XY | ≤ ab) ≥ 1− (λ+ µ),
• P(|X|+ |Y | ≤ a+ b) ≥ 1− (λ+ µ).

Proof.

P(|X| |Y | ≤ ab) ≥ P({|X| ≤ a} ∩ {|Y | ≤ b})
= P(|X| ≤ a) + P(|Y | ≤ b)− P({|X| ≤ a} ∪ {|Y | ≤ b})
≥ 1− λ+ 1− µ− 1 = 1− (λ+ µ).

The proof of the second item uses the first point and the following property log(ab) =
log(a) + log(b).

2.2. Floating-point background. For a given basis β and a working precision
p, a floating-point number is a real x such that x = m×βe−p, where e is the exponent
and m is an integer (the significand) such that βp−1 ≤ |m| < βp. In this paper, we
don’t take into account special floating-point values such as underflow, overflow, de-
normals, and NaNs. Detailed information on the floating-point format most generally
in use in current computer systems is defined in the IEEE-754 standard [1].

Let us denote F ⊂ R, the set of floating-point numbers and x ∈ R. Upward
rounding dxe and downward rounding bxc are defined by:

dxe = min{y ∈ F : y ≥ x}, bxc = max{y ∈ F : y ≤ x},

by definition, bxc ≤ x ≤ dxe, with equalities if and only if x ∈ F . The floating-point
approximation of a real number x 6= 0 is one of bxc or dxe:

(2.1) fl(x) = x(1 + δ),

where δ = fl(x)−x
x is the relative error: |δ| ≤ β1−p. In the following, we use the same

notation as [3, 11] u = β1−p. IEEE-754 mode RN (round to nearest, ties to even) has
the stronger property that |δ| ≤ 1

2β
1−p = 1

2u. In many works focusing on IEEE-754
RN, u is chosen instead to be 1

2β
1−p.

For x, y ∈ F , the considered rounding modes verify fl(x op y) ∈ {bx op yc, dx op ye}
for op ∈ {+,−, ∗, /}. Moreover, for IEEE-754 rounding modes [1] and stochastic
rounding [3] the error in one operation is bounded:

(2.2) fl(x op y) = (x op y)(1 + δ), |δ| ≤ u;

specifically for RN we have |δ| ≤ 1
2u.

In this paper, we investigate asymptotic results for a problem of size n and pre-
cision u; nu� 1 means n→∞, u→ 0 and nu→ 0.
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2.3. Stochastic rounding. Throughout this paper, x̂ = fl(x) is the approxima-
tion of the real number x under stochastic rounding. For x ∈ R \ F , we consider the
following stochastic rounding mode, called SR-nearness:

fl(x) =

{
dxe with probability p(x),
bxc with probability 1− p(x).

bxc dxex

1− p(x)
p(x)

Fig. 1: SR-nearness.

where p(x) = x−bxc
dxe−bxc . The rounding SR-nearness mode is unbiased

E(x̂) = p(x)dxe+ (1− p(x))bxc
= p(x)(dxe − bxc) + bxc = x.

In general, under SR-nearness, the error terms in algorithms appear as a sequence
of random variables. The following lemma has been proven in [3, lem 5.2] and shows
that this sequence is mean independent.

Lemma 2.2. Consider a sequence of elementary operations ck ← ak opk bk for

k ≥ 1, with δk the error of the kth operation, that is to say, ĉk = (âk opk b̂k)(1 + δk).
The δk are random variables with mean zero and (δ1, δ2, . . .) is mean independent,
i.e., ∀k ≥ 2,E[δk | δ1, . . . , δk−1] = E(δk).

3. Pairwise summation. It is known that the accumulator implementation of
a sum of n numbers s =

∑n
i=1 xi using a binary tree leads to a deterministic error

bound in O(log(n)u). In this section, we investigate the forward error made by the
pairwise summation under SR-nearness.

For the AH method, we construct a martingale straight from the tree levels and
then use Azuma-Hoeffding inequality. This technique has the advantage of building
a martingale from the entire tree. For the BC method, we use [7, lem 3.1] and Bien-
aymé–Chebyshev inequality. Both methods show O(

√
log(n)u) probabilistic bounds

on the forward error. These bounds are tighter, simple, and intuitive.
Considering h the height of the summation tree, if 2h−1 < n < 2h, we set the

absent 2h − n inputs to zero. Without loss of generality, let us then assume that
n = 2h. Denote S0

i = xi and Ski = Sk−1
2i−1 + Sk−1

2i for all 1 ≤ i ≤ 2h and 1 ≤ k ≤ h.
We have

Skl =

l2k∑
i=(l−1)2k+1

xi and Sh1 =

2h∑
i=1

xi = s.

Let Ŝ0
i = S0

i and Ŝki = (Ŝk−1
2i−1 + Ŝk−1

2i )(1 + δki ) for all 1 ≤ i ≤ 2h and 1 ≤ k ≤ h. We

have Ŝkl =
∑l2k

i=(l−1)2k+1 xi
∏k
j=1(1 + δjd i

2j
e). In particular

(3.1) Ŝh1 =

2h∑
i=1

xi

h∏
j=1

(1 + δjd i

2j
e) =

2h∑
i=1

xiψi with ψi =

h∏
j=1

(1 + δjd i

2j
e).

As mentioned in Section 2.2, we compare the asymptotic behavior of the forward
error bounds. El Arar et al [7] have introduced a new approach based on a bound of
the variance and Bienaymé–Chebyshev inequality to obtain probabilistic bounds of
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the forward error. These bounds have the advantage of being closer to the forward
error for a large n. At the same time, Higham and Mary [3] and Ilse, Ipsen and
Zhou [11] used martingales and Azuma-Hoeffding inequality to obtain probabilistic
bounds of the forward error. BC bounds prove better than AH asymptotically in n,
while AH outperforms BC for λ→ 0. In the following, we present these two methods
and show that SR benefits extend to pairwise summation. Especially, probabilistic
bounds are lower than deterministic ones.

3.1. BC method. Let us recall the lemma that bounds the variance of an error
product ϕ =

∏n
k=1(1 + δk) under SR-nearness. A general expression of this lemma

can be found in [7, Lemma 3.1].

Lemma 3.1. (from [7, Lemma 3.1]) Under SR-nearness ϕ satisfies
1. E(ϕ) = 1.
2. V (ϕ) ≤ γn(u2),

where γn(u2) = (1 + u2)n − 1 ≈ exp (nu2)− 1 = nu2 +O(u4) for nu2 � 1.

This lemma has been used to study the inner product and Horner’s algorithm in [7].
For the pairwise summation, we have

Theorem 3.2. For all 0 < λ < 1, the computed Ŝh1 satisfies under SR-nearness

(3.2)

∣∣∣Ŝh1 − Sh1 ∣∣∣∣∣Sh1 ∣∣ ≤ κ
√
γlog(n)(u2)/λ,

with probability at least 1− λ, where κ =
∑n

i=1|xi|
|∑n

i=1 xi| is the condition number using the

1-norm of the sum of the xi.

Proof. By expectation linearity, E(Ŝh1 ) =
∑2h

i=1 xiE(ψi). Lemma 3.1 shows that

for all 1 ≤ i ≤ 2h, E(ψi) = 1 and V (ψi) ≤ γh(u2). It follows that, E(Ŝh1 ) = Sh1

and V (Ŝh1 ) ≤
(∑2h

i=1 |xi|
√
V (ψi)

)2

≤ ‖x‖21 γh(u2). Bienaymé–Chebyshev inequality

implies P
(∣∣∣Ŝh1 − E(Ŝh1 )

∣∣∣ ≤√V (Ŝh1 )/λ

)
≥ 1 − λ. Thus, with probability at least

1− λ, ∣∣∣Ŝh1 − Sh1 ∣∣∣∣∣Sh1 ∣∣ ≤ 1∣∣Sh1 ∣∣
√
V (Ŝh1 )/λ ≤

‖x‖1∣∣Sh1 ∣∣
√
γh(u2)/λ = κ

√
γh(u2)/λ.

Since h = log(n), we have with probability at least 1− λ,∣∣∣Ŝh1 − Sh1 ∣∣∣∣∣Sh1 ∣∣ ≤ κ
√
γlog(n)(u2)/λ.

3.2. AH method. This method uses martingales and then applies Azuma-
Hoeffding inequality for a martingale [12].

Definition 3.3. A sequence of random variables (M1, . . . ,Mn) is a martingale with
respect to the sequence X1, . . . , Xn if, for all k,

• Mk is a function of X1, . . . , Xk,
• E(|Mk|) <∞, and
• E[Mk/X1, . . . , Xk−1] = Mk−1.
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If E[Mk/X1, . . . , Xk−1] ≥Mk−1, (M1, . . . ,Mn) is called submartingale.

Lemma 3.4 (Azuma-Hoeffding inequality). Let (M0, . . . ,Mn) be a martingale
with respect to a sequence X1, . . . , Xn. We assume that there exist ak < bk such that
ak ≤Mk −Mk−1 ≤ bk for k ∈ {1, . . . , n}. Then, for any A > 0,

P(|Mn −M0| ≥ A) ≤ 2 exp

(
− 2A2∑n

k=1(bk − ak)2

)
.

In the particular case ak = −bk and λ = 2 exp
(
− A2

2
∑n

k=1 b
2
k

)
we have

P

|Mn −M0| ≤

√√√√ n∑
k=1

b2k
√

2 ln(2/λ)

 ≥ 1− λ,

where 0 < λ < 1.

Theorem 3.5. For all 0 < λ < 1, the computed Ŝh1 satisfies under SR-nearness

(3.3)

∣∣∣Ŝh1 − Sh1 ∣∣∣∣∣Sh1 ∣∣ ≤ κ
√
uγ2dlog(n)e(u)

√
ln(2/λ),

with probability at least 1− λ.

Proof. Let us denote for k > 0, Mk =
∑2h−k

i=1 Ŝki − Ski and M0 = 0. Then, Mh =

Ŝh1 − Sh1 and Mk = Mk−1 +
∑2h−k

i=1 (Ŝk−1
2i−1 + Ŝk−1

2i )δki . The δk are mean independent,

therefore M0, . . . ,Mh form a martingale with respect to {δki , 1 ≤ i ≤ 2h−1, 1 ≤ k ≤
h− 1}. Moreover, Equation (3.1) yields

|Mk −Mk−1| ≤
2h−k∑
i=1

∣∣∣(Ŝk−1
2i−1 + Ŝk−1

2i )δki

∣∣∣ ≤ u 2h−k∑
i=1

∣∣∣Ŝk−1
2i−1 + Ŝk−1

2i

∣∣∣
≤ u(1 + u)k−1

2h−k∑
i=1

∣∣∣∣∣∣
2k−1(2i−1)∑

m=2k−1(2i−2)+1

xm +

2k−1(2i)∑
m=2k−1(2i−1)+1

xm

∣∣∣∣∣∣
≤ u(1 + u)k−1

2h−k∑
i=1

2ki∑
m=2k(i−1)+1

|xm| = u(1 + u)k−1
2h∑
i=1

|xm|

= u(1 + u)k−1 ‖x‖1 .

Denote Ck = u(1 + u)k−1 ‖x‖1, Azuma-Hoeffding inequality implies that with proba-

bility at least 1− λ, |Mh| ≤
√∑h

k=1 C
2
k

√
2 ln(2/λ). Now

h∑
k=1

C2
k = u2 ‖x‖21

h∑
k=1

(1 + u)2(k−1) = u2 ‖x‖21
(1 + u)2h − 1

(1 + u)2 − 1
= u ‖x‖21

γ2h(u)

u+ 2
.

Since, u
u+2 ≤

u
2 and h = dlog(n)e, we have |Mh| ≤ ‖x‖1

√
u
γ2dlog(n)e(u)

2

√
2 ln(2/λ).

Finally ∣∣∣Ŝh1 − Sh1 ∣∣∣∣∣Sh1 ∣∣ ≤ κ
√
uγ2dlog(n)e(u)

√
ln(2/λ),

with probability at least 1− λ.
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Comparison with Hallman and Ipsen pairwise bound [10]. The probabilistic
bound proposed in [10, cor, 2.14] to the pairwise summation forward error is

(3.4)

∣∣∣Ŝh1 − Sh1 ∣∣∣∣∣Sh1 ∣∣ ≤ κu
√
h
√

2 ln(2/δ)(1 + φn,h,η),

with probability at least 1− (η + δ), where h is the height of the computational tree
and φn,h,η ≡ λn,η

√
2hu exp

(
λ2
n,ηhu

2
)

with λn,η ≡
√

2 ln(2n/η). The following figure
compares (3.3) and (3.4).

104 105 106 107 108

n

1.1 × 10 6

1.2 × 10 6

1.3 × 10 6

1.4 × 10 6

1.5 × 10 6

1.6 × 10 6

1.7 × 10 6

(3.3) bound
(3.4) bound

1 -  = 1 - ( + ) = 0.9 

Fig. 2: (3.3) and (3.4) bounds with probability 0.9, κ = 1 and u = 2−23.

We improved the bound (3.4) proved by [10] as shown in figure 2. This bound is
tighter than BC one when λ→ 0, but less tight when n→∞.

4. Bias analysis. The unbiased nature of SR-nearness extends to various algo-
rithms such as the inner product [3] and Horner’s rule [8]. Nevertheless, it fails to hold
in the general case. In the sequel, we study two algorithms computing the variance:
textbook and two-pass.

4.1. Textbook algorithm. For x ∈ Rn, let s =
∑n
i=1 xi and y =

∑n
i=1 x

2
i− 1

ns
2.

The approximate values ŝ and ŷ satisfy
• ŝ =

∑n
i=1 xi

∏n
k=max(2,i)(1 + δk−1) =

∑n
i=1 xiφi with φi =

∏n
k=max(2,i)(1 +

δk−1) for all 1 ≤ i ≤ n.
• ŷ =

∑n
i=1 x

2
iψi − 1

n ŝ
2ψn+1,

where ψi = (1 + εi)
∏n+1
k=max(2,i)(1 + ηk) and ψn+1 = (1 + εn+1)(1 + ηn+1)(1 + θ). For

all 1 ≤ i ≤ n + 1, εi and ηi represent the rounding errors from the products and
additions, respectively. θ represent the error of the division of ŝ2 by n.

Theorem 4.1. The quantities ŝ and ŷ satisfy under SR-nearness
• E(ŝ) = s,
• E(ŷ) = y − 1

nV (ŝ).

Proof. The first item can be proved as in the first part of Theorem 3.2 proof. For
the second, we have, by expectation linearity, E(ŷ) =

∑n
i=1 x

2
iE(ψi) − 1

nE(ŝ2ψn+1).
Let F = {δi, εj , ηk, i ∈ {1, . . . , n − 1}, j ∈ {1, . . . , n}, k ∈ {2, . . . , n}}, the mean
independence property implies that E(ψi) = 1 for all 1 ≤ i ≤ n and E[ψn+1/F] = 1.
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Therefore, the law of total expectation E(X) = E(E[X/Y ]) yields

E(ŝ2ψn+1) = E
(
E[ŝ2ψn+1/F]

)
= E

(
ŝ2E[ψn+1/F]

)
= E(ŝ2)

= E(ŝ)2 + V (ŝ) = s2 + V (ŝ).

It follows that E(ŷ) =
∑n
i=1 x

2
i − 1

ns
2 − 1

nV (ŝ) = y − 1
nV (ŝ).

Remark 4.2. Lemma 3.1 gives V (φi) ≤ γn−1(u2), so [7, thm 3.2] shows that the
bias satisfies

1

n
V (ŝ) ≤ 1

n
‖x‖21 γn−1(u2) = yK2

1γn−1(u2).

Thus E(ŷ) ≥ y
(
1−K2

1γn−1(u2)
)
.

4.2. Two-pass algorithm. Let x1, x2, . . . , xn ∈ R, denote m = 1
n

∑n
i=1 xi and

z =
∑n
i=1(xi −m)2. Using SR-nearness, the approximated values m̂ and ẑ satisfy

• m̂ = 1
n

∑n
i=1 xi

∏n+1
k=max(2,i)(1 + δk−1) with δn is the division error by n,

• ẑ =
∑n
i=1(xi − m̂)2ψi where ψi = (1 + εi)

2(1 + ηi)
∏n
k=max(2,i)(1 + θk).

For all 1 ≤ i ≤ n, εi, ηi and θi represent the rounding errors of subtraction, square,
and addition, respectively. Let us denote ϕi = (1 + εi)(1 + ηi)

∏n
k=max(2,i)(1 + θk).

Then ψi = (1 + εi)ϕi.

Theorem 4.3. The quantities m̂ and ẑ satisfy under SR-nearness
• E(m̂) = m,
• E(ẑ) = z + 1

nV (ŝ) +O(u2), where 1
ns = m.

Proof. The first item is similar to the first part of Theorem 3.2 proof. For the
second, we have by expectation linearity E(ẑ) =

∑n
i=1E

(
(xi − m̂)2ψi

)
. For all 1 ≤

i ≤ n, let θ1 = 0 and

Fi = {δj , εk, ηl, θl, j ∈ [1;n], k ∈ [1; i], and l ∈ [1; i− 1]}.

The mean independence property implies that E[(1 + ηi)
∏n
k=max(2,i)(1 + θk)/Fi] = 1.

Using the law of total expectation, we have

E
(
(xi − m̂)2ψi

)
= E

E
(xi − m̂)2(1 + εi)

2(1 + ηi)

n∏
k=max(2,i)

(1 + θk)/Fi


= E

(xi − m̂)2(1 + εi)
2E

(1 + ηi)
n∏

k=max(2,i)

(1 + θk)/Fi


= E

(
(xi − m̂)2(1 + εi)

2
)

= E
(
(xi − m̂)2(1 + 2εi + ε2i )

)
= E

(
(xi − m̂)2(1 + ε2i )

)
by Lemma 2.2

= E
(
(xi − m̂)2

)
+ E

(
(xi − m̂)2ε2i

)
= (xi −m)2 + V (m̂) + E

(
(xi − m̂)2ε2i

)
.

It follows that

E(ẑ) =

n∑
i=1

(xi −m)2 + V (m̂) + E
(
(xi − m̂)2ε2i

)
= z + nV (m̂) +

n∑
i=1

E
(
(xi − m̂)2ε2i

)
.
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Since m̂ = 1
n (1 + δn)ŝ = 1

n ŝ+ 1
nδnŝ and |εi|2 , |δn|2 ≤ u2 for all 1 ≤ i ≤ n,

V (m̂) =
1

n2
V (ŝ) +O(u2) and

n∑
i=1

E
(
(xi − m̂)2ε2i

)
= O(u2).

Therefore E(ẑ) = z + 1
nV (ŝ) +O(u2).

Interestingly, these two algorithms under SR have an opposed bias at the first
order over u.

Remark 4.4. Since [7, thm 3.2] shows that V (m̂) ≤ 1
n2 ‖x‖21 γn(u2),

E(ẑ) = z + nV (m̂) +

n∑
i=1

E
(
(xi − m̂)2ε2i

)
≤ z + nV (m̂) + u2

n∑
i=1

E
(
(xi − m̂)2

)
= z + nV (m̂) + u2(z + nV (m̂))

≤ (1 + u2)(z +
1

n
‖x‖21 γn(u2)) = z(1 + u2)(1 +K2

1γn(u2)).

5. Error analysis for algorithms with non-linear error. This section ex-
amines SR for non-linear computations via the previous two algorithms. We use the
two methods discussed in the introduction to estimate the forward error. In addition,
a new approach based on Doob-Meyer decomposition is proposed for the textbook
algorithm.

5.1. BC method. This section uses the BC method proposed in [7] to provide
a probabilistic bound on the forward error of both textbook and two-pass algorithms
under SR-nearness.

5.1.1. Textbook algorithm. In order to estimate the forward errors of the
textbook algorithm, compute

|ŷ − y| =

∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)− 1

n
(ŝ2ψn+1 − s2)

∣∣∣∣∣ ≤
∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣+
1

n

∣∣ŝ2ψn+1 − s2
∣∣

=

∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣+
1

n

∣∣∣((ŝ− s) + s)
2
ψn+1 − s2

∣∣∣
≤

∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣+
1

n

(∣∣(ŝ− s)2ψn+1

∣∣+ 2 |s(ŝ− s)ψn+1|+
∣∣s2(ψn+1 − 1)

∣∣) .
Let B =

∣∣(ŝ− s)2ψn+1

∣∣+2 |s(ŝ− s)ψn+1|+
∣∣s2(ψn+1 − 1)

∣∣, the following equation will
be used in all proofs of the textbook forward errors

(5.1) |ŷ − y| =

∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣+
1

n
B.

Remark 5.1. To handle the non-linearity of errors, the key idea of this approach
is to isolate terms of order 1 in error the errors and then use the previous results on
the inner product or summation. Other decompositions could be used. For instance,

1

n
(ŝ2ψn+1 − s2) =

1

n
(ŝ2ψn+1 − ŝs+ ŝs− s2) =

1

n
(ŝ(ŝψn+1 − s) + s(ŝ− s)) .

Then, we can apply the same properties on (ŝψn+1 − s) and (ŝ− s). The bounds are
different but asymptotically equivalent when nu� 1.
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The rounding errors accumulated in the whole process of this algorithm φi and
ψi satisfy for all 1 ≤ i ≤ n,

|φi| ≤ (1 + u)n+1−max(2,i), |ψi| ≤ (1 + u)n+3−max(2,i) and |ψn+1| ≤ (1 + u)3.

Let us compute the deterministic bound of this algorithm. We have∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣ ≤ ‖x‖22 γn+1(u).

Since |s| ≤ ‖x‖1 and |ŝ− s| = |
∑n
i=1 xi(φi − 1)| ≤ ‖x‖1 γn−1(u),

B ≤ (1 + u)3 ‖x‖21
(
γ2
n−1(u) + 2γn−1(u)

)
+ ‖x‖21 ((1 + u)3 − 1)

= (1 + u)3 ‖x‖21
(
γ2
n−1(u) + 2γn−1(u) + 1

)
− ‖x‖21

= (1 + u)3 ‖x‖21 (γn−1(u) + 1)
2 − ‖x‖21

= ‖x‖21 (1 + u)2n+1 − ‖x‖21 = ‖x‖21 γ2n+1(u).

Finally

|ŷ − y|
|y|

≤ K2
2γn+1(u) +K2

1γ2n+1(u).(5.2)

The following theorem presents a probabilistic bound of the forward error of this
algorithm through the BC method.

Theorem 5.2. For all 0 < λ < 1, the computed ŷ satisfies under SR-nearness

|ŷ − y|
|y|

≤ K2
2

√
2γn+1(u2)/λ+K2

1

(
(1 + u)3

(√
2γn−1(u2)/λ+ 1

)2 − 1
)
,

with probability at least 1− λ.

Proof. Equation (5.1) states that |ŷ − y| ≤
∣∣∑n

i=1 x
2
i (ψi − 1)

∣∣+ 1
nB. The quanti-

ties
∣∣∑n

i=1 x
2
i (ψi − 1)

∣∣ and |ŝ− s| represent the absolute errors of the inner product∑n
i=1 x

2
i and the summation s =

∑n
i=1 xi, respectively. Then [7, sec 5.1] proves that∣∣∣∣∣

n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣ ≤ ‖x‖22√2γn+1(u2)/λ with probability at least 1− λ

2
,

|ŝ− s| ≤ ‖x‖1
√

2γn−1(u2)/λ with probability at least 1− λ

2
.

Since, |ψn+1| ≤ (1 + u)3 and |s| ≤ ‖x‖1, with probability at least 1− λ
2 ,

B ≤ (1 + u)3 ‖x‖21
(

2γn−1(u2)/λ+ 2
√

2γn−1(u2)/λ
)

+ ‖x‖21
(
(1 + u)3 − 1

)
= (1 + u)3 ‖x‖21

(
2γn−1(u2)/λ+ 2

√
2γn−1(u2)/λ+ 1

)
− ‖x‖21

= (1 + u)3 ‖x‖21
(√

2γn−1(u2)/λ+ 1
)2

− ‖x‖21 .

Finally, Lemma 2.1 shows that with probability at least 1− λ,

|ŷ − y|
|y|

≤ 1

|y|

∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣+
1

n |y|
B

≤ K2
2

√
2γn+1(u2)/λ+K2

1

(
(1 + u)3

(√
2γn−1(u2)/λ+ 1

)2 − 1
)
.
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5.1.2. Two-pass algorithm. As with the previous algorithm, we present a
computational scheme for the proofs of the two-pass algorithm errors in this paper.
One needs first to separate the errors of order two. Let us recall that ψi = ϕi(1 + εi)
for all 1 ≤ i ≤ n. Therefore

|ẑ − z| =

∣∣∣∣∣
n∑
i=1

(xi − m̂)2ψi − (xi −m)2

∣∣∣∣∣
=

∣∣∣∣∣
n∑
i=1

(xi − m̂)2ϕi − (xi −m)2 +

n∑
i=1

(xi − m̂)2εiϕi

∣∣∣∣∣
≤

∣∣∣∣∣
n∑
i=1

(xi − m̂)2ϕi − (xi −m)2

∣∣∣∣∣+ u

∣∣∣∣∣
n∑
i=1

(xi − m̂)2ϕi

∣∣∣∣∣
≤

∣∣∣∣∣
n∑
i=1

(xi − m̂)2ϕi − (xi −m)2

∣∣∣∣∣+ u

∣∣∣∣∣
n∑
i=1

(xi − m̂)2ϕi − (xi −m)2

∣∣∣∣∣+ u |z|

= (1 + u)

∣∣∣∣∣
n∑
i=1

(xi − m̂)2ϕi − (xi −m)2

∣∣∣∣∣+ u |z| .

Since (xi − m̂) = (xi −m) + (m− m̂),∣∣∣∣∣
n∑
i=1

(xi − m̂)2ϕi − (xi −m)2

∣∣∣∣∣ ≤
∣∣∣∣∣
n∑
i=1

(xi −m)2(ϕi − 1)

∣∣∣∣∣+

∣∣∣∣∣(m− m̂)2
n∑
i=1

ϕi

∣∣∣∣∣
+ 2

∣∣∣∣∣(m− m̂)

n∑
i=1

(xi −m)(ϕi − 1)

∣∣∣∣∣ ,
because

∑n
i=1(xi −m) = 0. Denote

C =

∣∣∣∣∣
n∑
i=1

(xi −m)2(ϕi − 1)

∣∣∣∣∣+ 2

∣∣∣∣∣(m− m̂)

n∑
i=1

(xi −m)(ϕi − 1)

∣∣∣∣∣+

∣∣∣∣∣(m− m̂)2
n∑
i=1

ϕi

∣∣∣∣∣ .
The following equation will be used in all proofs of the two-pass forward errors

(5.3) |ẑ − z| ≤ (1 + u)C + u |z| .

The following theorem presents a probabilistic bound of the forward error of this
algorithm through the BC method.

Theorem 5.3. For all 0 < λ < 1, the computed ẑ satisfies under SR-nearness

|ẑ − z|
|z|

≤(1 + u)

(√
4γn+1(u2)

λ
+

4γn+1(u2)

λ

(
2K1 +K2

1

(√
4γn+1(u2)

λ
+ 1

)))
+ u,

with probability at least 1− λ.

Proof. Equation (5.3) states that |ẑ − z| ≤ (1 + u)C + u |z|, and |
∑n
i=1 ϕi| ≤

|
∑n
i=1(ϕi − 1)| + n. The following quantities

∣∣∑n
i=1(xi −m)2(ϕi − 1)

∣∣, |m̂−m|,
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|
∑n
i=1(xi −m)(ϕi − 1)| and |

∑n
i=1(ϕi − 1)| represent the absolute errors of the in-

ner product
∑n
i=1(xi − m)2, the average m = 1

n

∑n
i=1 xi, the summations s =∑n

i=1(xi −m) and
∑n
i=1 1 respectively. Then [7, sec 5.1] proves that∣∣∣∣∣

n∑
i=1

(xi −m)2(ϕi − 1)

∣∣∣∣∣ ≤ |z|
√

4γn+1(u2)

λ
with probability at least 1− λ

4
,

|m̂−m| ≤ 1

n
‖x‖1

√
4γn(u2)

λ
with probability at least 1− λ

4
,∣∣∣∣∣

n∑
i=1

(xi −m)(ϕi − 1)

∣∣∣∣∣ ≤
n∑
i=1

|xi −m|
√

4γn+1(u2)

λ
with probability at least 1− λ

4
,∣∣∣∣∣

n∑
i=1

(ϕi − 1)

∣∣∣∣∣ ≤ n
√

4γn+1(u2)

λ
+ n with probability at least 1− λ

4
.

Using Cauchy–Schwarz inequality, we obtain

n∑
i=1

|xi −m| ≤

√√√√n

n∑
i=1

(xi −m)2 =
√
nz.

Since γn(u2) ≤ γn+1(u2), Lemma 2.1 implies

C ≤ |z|
√

4γn+1(u2)

λ
+ 2
‖x‖1
n

4γn+1(u2)

λ

√
nz +

‖x‖21
n

4γn+1(u2)

λ

(√
4γn+1(u2)

λ
+ 1

)

= |z|
√

4γn+1(u2)

λ
+

4γn+1(u2)

λ

(
2 |z|

‖x‖1√
nz

+
‖x‖21
n

(√
4γn+1(u2)

λ
+ 1

))
,

with probability at least 1− λ. Finally

|ẑ − z|
|z|

≤(1 + u)

(√
4γn+1(u2)

λ
+

4γn+1(u2)

λ

(
2K1 +K2

1

(√
4γn+1(u2)

λ
+ 1

)))
+ u,

with probability at least 1− λ,

5.2. AH method. This section uses the AH method proposed in [11] for the
inner product and Lemma 2.1 to provide a probabilistic bound of the forward error
of both textbook and two-pass algorithms under SR-nearness.

5.2.1. Textbook algorithm.

Theorem 5.4. For all 0 < λ < 1, the computed ŷ satisfies under SR-nearness

|ŷ − y|
|y|

≤K2
2

√
uγ2(n+1)(u)

√
ln(4/λ)

+K2
1

(
(1 + u)3

(√
uγ2(n−1)(u)

√
ln(4/λ) + 1

)2 − 1
)
,

with probability at least 1− λ.
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Proof. Equation (5.1) states that |ŷ − y| ≤
∣∣∑n

i=1 x
2
i (ψi − 1)

∣∣+ 1
nB. Moreover, [11,

cor 4.7] shows that∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣ ≤ ‖x‖22√uγ2(n+1)(u)
√

ln(4/λ) with probability at least 1− λ

2
,

|ŝ− s| ≤ ‖x‖1
√
uγ2(n−1)(u)

√
ln(4/λ) with probability at least 1− λ

2
.

Since, |ψn+1| ≤ (1 + u)3 and |s| ≤ ‖x‖1,we have with probability at least 1− λ
2 ,

B ≤(1 + u)3 ‖x‖21
(
uγ2(n−1)(u) ln(4/λ) + 2

√
uγ2(n−1)(u)

√
ln(4/λ)

)
+ ‖x‖21

(
(1 + u)3 − 1

)
=(1 + u)3 ‖x‖21

(
uγ2(n−1)(u) ln(4/λ) + 2

√
uγ2(n−1)(u)

√
ln(4/λ) + 1

)
− ‖x‖21

=(1 + u)3 ‖x‖21
(√

uγ2(n−1)(u)
√

ln(4/λ) + 1
)2

− ‖x‖21 .

Finally, Lemma 2.1 shows that with probability at least 1− λ,

|ŷ − y|
|y|

≤K2
2

√
uγ2(n+1)(u)

√
ln(4/λ)

+K2
1

(
(1 + u)3

(√
uγ2(n−1)(u)

√
ln(4/λ) + 1

)2

− 1

)
.

5.2.2. Two-pass algorithm.

Theorem 5.5. For all 0 < λ < 1, the computed ẑ satisfies under SR-nearness

|ẑ − z|
|z|

≤(1 + u)

(√
uγ2(n+1)(u)

√
ln(8/λ)

+ uγ2(n+1)(u) ln(8/λ)
(

2K1 +K2
1

(√
uγ2(n+1)(u)

√
ln(8/λ) + 1

)))
+ u,

with probability at least 1− λ.

Proof. Equation (5.3) states that |ẑ − z| ≤ (1+u)C+u |z| . Note that |
∑n
i=1 ϕi| ≤

|
∑n
i=1(ϕi − 1)|+n and [11, cor 4.7] shows that each of the following inequalities holds

with probability at least 1− λ
4 :∣∣∣∣∣

n∑
i=1

(xi −m)2(ϕi − 1)

∣∣∣∣∣ ≤ |z|√uγ2(n+1)(u)
√

ln(8/λ),

|m̂−m| ≤ 1

n
‖x‖1

√
uγ2n(u)

√
ln(8/λ),∣∣∣∣∣

n∑
i=1

(xi −m)(ϕi − 1)

∣∣∣∣∣ ≤
n∑
i=1

|xi −m|
√
uγ2(n+1)(u)

√
ln(8/λ),∣∣∣∣∣

n∑
i=1

(ϕi − 1)

∣∣∣∣∣ ≤ n√uγ2(n+1)(u)
√

ln(8/λ).
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By Cauchy–Schwarz inequality,
∑n
i=1 |xi −m| ≤

√
n
∑n
i=1(xi −m)2 =

√
nz. Since

γ2n(u) ≤ γ2(n+1)(u), Lemma 2.1 implies

C ≤ |z|
√
uγ2(n+1)(u)

√
ln(8/λ) + 2

‖x‖1
n

uγ2(n+1)(u) ln(8/λ)
√
nz

+
‖x‖21
n2

γ2(n+1)(u) ln(8/λ)
(
n
√
uγ2(n+1)(u)

√
ln(8/λ) + n

)
= |z|

√
uγ2(n+1)(u)

√
ln(8/λ) + uγ2(n+1)(u) ln(8/λ)

(
2 |z|

‖x‖1√
nz

+
‖x‖21
n

(√
uγ2(n+1)(u)

√
ln(8/λ) + 1

))
,

with probability at least 1− λ, Finally

|ẑ − z|
|z|

≤(1 + u)

(√
uγ2(n+1)(u)

√
ln(8/λ)

+ uγ2(n+1)(u) ln(8/λ)
(

2K1 +K2
1

(√
uγ2(n+1)(u)

√
ln(8/λ) + 1

)))
+ u,

with probability at least 1− λ.

5.2.3. Textbook algorithm and Doob-Meyer decomposition. This work
introduces a new approach based on Doob–Meyer decomposition [5] to bound the
forward error of the textbook algorithm. To apply this method, we study

ŝ =

n∑
i=1

xi

n∏
k=max(2,i)

(1 + δk−1).

Consider s1 = x1, sk = sk−1 + xk and ŝ1 = x1, ŝk = (ŝk−1 + xk)(1 + δk−1) for all
2 ≤ k ≤ n. Then sn = s and ŝn = ŝ. Denote Zk = ŝk − sk = Zk−1 + (ŝk−1 + xk)δk−1.
Then, Zn = ŝn− sn. By mean independence of δk, Z1, . . . , Zn form a martingale with
respect to δ1, . . . , δn−1. Then, Z1 + s, . . . , Zn + s is also a martingale. Denote:

• Fk = {δ1, . . . , δk}.
• Yk−1 = Zk − Zk−1 = (ŝk−1 + xk)δk−1 for all 2 ≤ k ≤ n. Then Zn =∑n

k=2 Yk−1.
• σ2

k−1 = E[Y 2
k−1/Fk−2].

• An =
∑n
k=2 σ

2
k−1 with A1 = 0.

On one hand, An is predictable:

E[An/Fn−1] = E

[
n∑
k=2

σ2
k−1/Fn−1

]
= E

[
n∑
k=2

E
[
Y 2
k−1/Fk−2

]
/Fn−1

]

=

n∑
k=2

E[E[Y 2
k−1/Fk−2]/Fn−1] =

n∑
k=2

E[Y 2
k−1/Fn−1]

=

n∑
k=2

Y 2
k−1 since Yk−1 is Fk−1-measurable, so it is Fn−1-measurable,

= An.
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On the other hand, Xn = (Zn + s)2 −An − s2 is a martingale:

E[Xn/Fn−1] = E[(Zn + s)2 −An − s2/Fn−1]

= E[(Zn−1 + s+ Yn−1)2/Fn−1]−An − s2

= (Zn−1 + s)2 + 2(Zn−1 + s)E[Yn−1/Fn−1] + E[Y 2
n−1/Fn−1]−An − s2

= Xn−1 because E[Yn−1/Fn−1] = 0.

The expression of (Zn + s)2 = X2
n + s2 +An is a Doob-Meyer decomposition.

Lemma 5.6. The martingale X1, . . . , Xn satisfies |Xk −Xk−1| ≤ uCk, for all 2 ≤
k ≤ n, where

Ck = ‖x‖21 (1 + u)2(k−2)(2 + u).

Proof. Note that σ2
k−1 = E[(ŝk−1 + xk)2δ2

k−1/Fk−2] = (ŝk−1 + xk)2E[δ2
k−1/Fk−2]

by definition of Fk−2. Then

Xk −Xk−1 = (Zk + s)2 −Ak − (Zk−1 + s)2 +Ak−1

= (Zk−1 + s+ (ŝk−1 + xk)δk−1)2 −Ak − (Zk−1 + s)2 +Ak−1

= 2(Zk−1 + s)(ŝk−1 + xk)δk−1 + (ŝk−1 + xk)2δ2
k−1 − σ2

k−1

= 2(Zk−1 + s)(ŝk−1 + xk)δk−1 + (ŝk−1 + xk)2
(
δ2
k−1 − E[δ2

k−1/Fk−2]
)
.

Since |δk−1| ≤ u, we have |ŝk−1 + xk| ≤ (1 + u)k−2
∑k
i=1 |xi| ≤ (1 + u)k−2 ‖x‖1,∣∣δ2

k−1 − E[δ2
k−1/Fk−2]

∣∣ ≤ u2 because 0 ≤ δ2
k−1 ≤ u2 and

|Zk−1 + s| ≤ ((1 + u)k−2 − 1)

k−1∑
i=1

|xi|+ |s| ≤ ‖x‖1 (1 + u)k−2.

Thus

|Xk −Xk−1| ≤ 2u |Zk−1 + s| |ŝk−1 + xk|+ u2 |ŝk−1 + xk|2

≤ 2u(1 + u)2(k−2) ‖x‖21 + u2(1 + u)2(k−2) ‖x‖21
= u ‖x‖21 (1 + u)2(k−2)(2 + u).

Theorem 5.7. For 0 < λ < 1, the martingale X1, . . . , Xn satisfies under SR-
nearness

(5.4) |Xn| ≤ ‖x‖21
√

2uγ4(n−1)(u)
√

ln(2/λ),

with probability at least 1− λ.

Proof. Since X1 = 0, Lemma 3.4 and Lemma 5.6 yields

|Xn| ≤

√√√√ n∑
k=2

u2C2
k

√
2 ln(2/λ),

with probability at least 1− λ. Furthermore

n∑
k=2

u2C2
k = u2

n∑
k=2

‖x‖41 (1 + u)4(k−2)(2 + u)2 = u2 ‖x‖41 (2 + u)2 γ4(n−1)(u)

(1 + u)4 − 1

= u ‖x‖41
4 + 4u+ u2

4 + 6u+ 4u2 + u3
γ4(n−1)(u)

≤ u ‖x‖41 γ4(n−1)(u).
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Finally, |Xn| ≤ ‖x‖21
√

2uγ4(n−1)(u)
√

ln(2/λ).

We are now in a position to state the main result of this sub-section.

Theorem 5.8. For all 0 < λ < 1, the computed ŷ satisfies under SR-nearness

|ŷ − y|
|y|

≤K2
2

√
uγ2(n+1)(u)

√
ln(4/λ) +K2

1(1 + u)3
[√

2uγ4(n−1)(u)
√

ln(4/λ)

+ u
γ2(n−1)(u)

2
+ 1
]
−K2

1,

with probability at least 1− λ. In the following, this bound will be called DM bound.

Proof. Recall that Zn = ŝ − s and (Zn + s)2 = Xn + s2 + An. Therefore, from
Sub-section 4.1,

ŷ − y =

n∑
i=1

x2
i (ψi − 1)− 1

n
ŝ2ψn+1 +

1

n
s2 =

n∑
i=1

x2
i (ψi − 1)− 1

n
(Zn + s)2ψn+1 +

1

n
s2

=

n∑
i=1

x2
i (ψi − 1)− 1

n
ψn+1(Xn +An)− 1

n
s2(ψn+1 − 1).

Since |ψn+1| ≤ (1 + u)3 and |s| ≤ ‖x‖1, we deduce that

|ŷ − y| ≤

∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣+
1

n
(1 + u)3 (|Xn|+ |An|) +

1

n
‖x‖21 γ3(u)

=

∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣+
1

n
(1 + u)3

(
|Xn|+ |An|+ ‖x‖21

)
− 1

n
‖x‖21 .

On one hand, Theorem 5.7 states that with probability at least 1− λ
2

|Xn| ≤ ‖x‖21
√

2uγ4(n−1)(u)
√

ln(4/λ).

On the other hand, An =
∑n
k=2E[Y 2

k−1/Fk−2] =
∑n
k=2(ŝk−1 + xk)2E[δ2

k−1/Fk−2],
then

|An| ≤ u2
n∑
k=2

|ŝk−1 + xk|2 ≤ u2
n∑
k=2

(
(1 + u)k−2

k∑
i=1

|xi|

)2

≤ u2 ‖x‖21
n∑
k=2

(1 + u)2(k−2) ≤ u2 ‖x‖21
γ2(n−1)(u)

2u+ u2
≤ u ‖x‖21

γ2(n−1)(u)

2
.

Moreover [11, cor 4.7] yields:∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣ ≤ ‖x‖22√uγ2(n+1)(u)
√

ln(4/λ) with probability at least 1− λ

2
.



STOCHASTIC ROUNDING VARIANCE 17

Finally, Lemma 2.1 implies

|ŷ − y|
|y|

≤
‖x‖22
|y|

√
uγ2(n+1)(u)

√
ln(4/λ) +

‖x‖21
n |y|

(1 + u)3

(√
2uγ4(n−1)(u)

√
ln(4/λ)

+ u
γ2(n−1)(u)

2
+ 1

)
−
‖x‖21
n |y|

=K2
2

√
uγ2(n+1)(u)

√
ln(4/λ) +K2

1(1 + u)3

(√
2uγ4(n−1)(u)

√
ln(4/λ)

+ u
γ2(n−1)(u)

2
+ 1

)
−K2

1,

with probability at least 1− λ.

6. Pairwise textbook and pairwise two-pass. In this section, we illustrate
the continued applicability of SR results on the forward error of the pairwise summa-
tion to the forward error of both pairwise textbook and pairwise two-pass algorithms.
The following theorem derives a probabilistic bound for the pairwise textbook using
the BC method.

Theorem 6.1. For the pairwise textbook, for all 0 < λ < 1, the computed ŷ
satisfies under SR-nearness

|ŷ − y|
|y|

≤ K2
2

√
2γlog(n)+1(u2)/λ+K2

1

(
(1 + u)3

(√
2γlog(n)(u2)/λ+ 1

)2 − 1
)
,

with probability at least 1− λ.

Proof. Equation (5.1) states that |ŷ − y| ≤
∣∣∑n

i=1 x
2
i (ψi − 1)

∣∣+ 1
nB, and Section 3

proves∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣ ≤ ‖x‖22√2γlog(n)+1(u2)/λ with probability at least 1− λ

2
,

|ŝ− s| ≤ ‖x‖1
√

2γlog(n)(u2)/λ with probability at least 1− λ

2
.

Since, |ψn+1| ≤ (1 + u)3 and |s| ≤ ‖x‖1, we have with probability at least 1− λ
2 :

B ≤ (1 + u)3 ‖x‖21
(

2γlog(n)(u
2)/λ+ 2

√
2γlog(n)(u2)/λ

)
+ ‖x‖21

(
(1 + u)3 − 1

)
= (1 + u)3 ‖x‖21

(
2γlog(n)(u

2)/λ+ 2
√

2γlog(n)(u2)/λ+ 1
)
− ‖x‖21

= (1 + u)3 ‖x‖21
(√

2γlog(n)(u2)/λ+ 1
)2

− ‖x‖21 .

Finally, Lemma 2.1 shows that with probability at least 1− λ,

|ŷ − y|
|y|

≤ 1

|y|

∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣+
1

n |y|
B

≤ K2
2

√
2γlog(n)+1(u2)/λ+K2

1

(
(1 + u)3

(√
2γlog(n)(u2)/λ+ 1

)2 − 1
)
.
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The following theorem shows the probabilistic bound for the pairwise textbook
using the AH method.

Theorem 6.2. For the pairwise textbook, for all 0 < λ < 1, the computed ŷ
satisfies under SR-nearness

|ŷ − y|
|y|

≤K2
2

√
uγ2(log(n)+1)(u)

√
ln(4/λ)

+K2
1

(
(1 + u)3

(√
uγ2 log(n)(u)

√
ln(4/λ) + 1

)2 − 1
)
,

with probability at least 1− λ.

Proof. Equation (5.1) states that |ŷ − y| ≤
∣∣∑n

i=1 x
2
i (ψi − 1)

∣∣ + 1
nB. Moreover,

Section 3 shows∣∣∣∣∣
n∑
i=1

x2
i (ψi − 1)

∣∣∣∣∣ ≤ ‖x‖22√uγ2(log(n)+1)(u)
√

ln(4/λ) with probability at least 1− λ

2
,

|ŝ− s| ≤ ‖x‖1
√
uγ2 log(n)(u)

√
ln(4/λ) with probability at least 1− λ

2
.

As the previous proof, we can show that with probability at least 1− λ
2 ,

B ≤ (1 + u)3 ‖x‖21
(√

uγ2 log(n)(u)
√

ln(4/λ) + 1
)2

− ‖x‖21 .

Finally, with probability at least 1− λ,

|ŷ − y|
|y|

≤K2
2

√
uγ2(log(n)+1)(u)

√
ln(4/λ)

+K2
1

(
(1 + u)3

(√
uγ2 log(n)(u)

√
ln(4/λ) + 1

)2 − 1
)
.

Similar bounds are reached for the pairwise two-pass using the same methods.

7. Error bound analysis. Table 1 shows the asymptotic forward error bounds
for the textbook. Higher order terms in u have been dropped when nu � 1 and
uniquely for the BC when nu � 1 and nu2 � 1, and only dominant terms are
shown. The results in the table are based on: γn(u) ≈ nu + O(u2) and

√
uγn(u) ≈√

γn(u2) ≈
√
nu + O(u2) when nu � 1. γn(u) ≈ enu,

√
uγn(u) ≈

√
ue

n
2 u and√

γn(u2) ≈
√
nu+O(u2) when nu� 1 and nu2 � 1.

This table displays the advantage of the probabilistic bounds of the textbook
forward error in terms of O(

√
nu) compared to the deterministic bounds in O(nu),

when nu� 1. Additionally, the BC method is far better when nu� 1 and nu2 � 1.
The previous discussion also holds for the two-pass forward error bounds.

7.1. Numerical experiments. We performed a series of numerical experiments
comparing these new probabilistic bounds to the deterministic ones. We show that
probabilistic bounds are tighter and accurately reflect the behavior of SR-nearness
forward errors. Two types of plots are presented. Firstly, the plots are displayed
over n, and show that for large values of n, BC bounds provide significant benefits
compared to AH or DM bounds for the Textbook. Secondly, the plots are shown over
λ, and show that AH bound holds a significant advantage for higher probabilities.
All SR computations are repeated 30 times with verificarlo [6]. All samples and the
forward error of the average of the 30 SR instances are plotted.
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nu� 1 nu� 1 and nu2 � 1

Det (K2
2 + 2K2

1)nu (K2
2 +K2

1)e(2n+1)u

BC (K2
2 + 2K2

1)
√

2/λ
√
nu (K2

2 + 2K2
1)
√

2/λ
√
nu

AH (K2
2 + 2K2

1)
√

ln(4/λ)
√
nu (K2

2 +K2
1

√
u ln(4/λ))

√
u ln(4/λ)e(2n+1)u

DM (K2
2 +
√

8K2
1)
√

ln(4/λ)
√
nu

(√
u ln(4/λ)(K2

2 +
√

2K2
1) +K2

1
u
2

)
e(2n+1)u

Table 1: The asymptotic behavior of the textbook forward error bounds for a fixed
probability λ and over n up to a constant.

7.1.1. Textbook algorithm. We present a numerical application of the text-
book algorithm for floating-points chosen uniformly at random between 0 and 1.

105 106 107 108
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102
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ro

r

DET-Text
DM-Text
AH-Text
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RN-binary32
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0.175
DM bound
AH bound
BC bound

n = 1e+06 

Fig. 3: Probabilistic error bounds over n with probability 1− λ = 0.9 (left) and over
λ with n = 106 (right) vs deterministic bound for the textbook algorithm.
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Fig. 4: The forward errors of textbook and two-pass algorithms in binary32 precision
for floating-points chosen uniformly at random in [−1; 1] (left) and [1024; 1025] (right).

In figure 3, triangles represent instances of the SR-nearness relative errors eval-
uation in binary32 precision, a circle marks the relative errors of the 30 instances
average, and a star represents the IEEE RN-binary32 value. Interestingly, for small
n, the left figure shows that AH, DM, and BC bounds are comparable with a slight
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advantage for AH-Text and DM. However, as shown in Table 1, when nu � 1, AH
and DM bounds grow exponentially faster than BC bound.

As expected, for a fixed n, the figure on the right shows that the three bounds are
close for a probability around 0.9. Nevertheless, AH and DM bounds are more accu-
rate for higher probabilities than BC bound.The result is unsurprising because, gen-
erally, Azuma-Hoeffding inequality provides a bound for the deviation of the sum of a
sequence of independent and bounded random variables, martingales in this instance,
which gives tighter bounds for higher probabilities. In contrast, Bienaymé–Chebyshev
inequality is a less restrictive result that provides an upper bound for the probability
of deviation between the mean of a distribution and a particular value. The two-pass
algorithm exhibits analogous boundary behavior.

7.1.2. Textbook against two-pass. We now compare the forward errors of
both algorithms under SR. In figure 4, when the floating-point numbers are randomly
chosen with zero mean distribution (left), the absorption errors cancel each other out
because both positive and negative errors are uniformly distributed. Therefore, the
computed mean is close to zero with low absolute error, and the two-pass algorithm
degenerates into the textbook algorithm. Interestingly, this effect is captured by the
theoretical bounds because the condition term K2

2 + 2K2
1 becomes smaller for zero-

mean distributions. This is confirmed by the experiment in the left figure, which
shows a similar forward error for the two algorithms, whether for SR or RN.

As expected, the figure on the right illustrates that when random floating-point
numbers are uniformly selected from the interval [1024, 1025], the two-pass algorithm
outperforms the textbook algorithm using SR or RN. The mean centering in the two-
pass algorithm avoids cancellations and increases its accuracy. While the quantities∑n
i=1 x

2
i and 1

ns
2 are inevitably very large and have the same order of magnitude,

their subtraction yields a loss of significant digits in the result, which can compromise
the accuracy of the textbook outcome. It is evident from this figure that the use of
SR avoids stagnation for n ≥ 104.

8. Conclusion. Many computations are non-linear in various fields such as nu-
merical analysis. In this paper, we have chosen variance computation as an example.
In 1983, Chan, Golub, and LeVeque investigated the forward error of variance compu-
tation algorithms using RN. To the best of our knowledge, this is the first theoretical
study of this problem using stochastic rounding as well as of any algorithm with non-
linear errors. In this paper, we have presented probabilistic bounds for two variance
computation algorithms that exhibit non-linear errors under SR.

Two methods are used to estimate the forward error of computations: the BC
method, which is suitable for large problem sizes n, and the AH method, which is
preferable for higher probabilities. The study demonstrates that using SR results in
probabilistic bounds on the forward error proportional to

√
nu, which is better than

the deterministic bound in O(nu) when using the default rounding mode.
While introducing pairwise algorithm in summation, textbook, and two-pass al-

gorithms, SR leads to probabilistic bounds proportional to
√

log(n)u, instead of
O(log(n)u) for RN. We also demonstrate that the two-pass algorithm performs better
than the textbook algorithm under SR, as it does under RN.

A new approach based on the Doob-Meyer decomposition has been proposed as
an alternative method to AH for non-linear SR computations. Our proposed approach
contributes to developing new methodologies to bound the algorithms forward error
under SR. Though asymptotically in n, this approach is equivalent to the previous
two methods, we believe that it can be extended to other algorithms.
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The scripts for reproducing the numerical experiments in this paper are published
in the repository https://github.com/verificarlo/sr-non-linear-bounds.
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