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THE JACARANDA TREE IS STRONGLY APERIODIC AND HAS ZERO

ENTROPY

A. BARAVIERA AND RENAUD LEPLAIDEUR

Abstract. We prove that the Jacaranda tree obtained as a fixed point for a substreetution

in previous work of the authors is strongly aperiodic and that the number of patches increases
linearly with respect to the size of the patch. As a consequence we get that the tree has zero

entropy.

1. Introduction

1.1. The Jacaranda tree and the substreetutions. In the present paper, we put a step
forward the ergodic study of the Jacaranda tree which is obtained from a special example of
substreetution as defined by authors in [3].

Substreetutions are substitutions acting on the set of colored binary trees {0, 1}F
+
2 , where F+

2

is the free semi-group with two generators a and b. They extend to {0, 1}F
+
2 classical objects

as the Thue-Morse and the Fibonacci substitutions on {0, 1}N.
In [3] it was proved that the closure of F+

2 -orbit of the fixed point for some special sub-

streetution H, X := {Tω(J), ω ∈ F+
2 }, is minimal and non-periodic, in the sense that it is not

reduced to a periodic orbit. In other words, and following the terminology, it was proved that
X is weakly aperiodic. We remind that the natural action of F+

2 is given by the two maps Ta
and Tb which respectively send a binary (colored) tree A on its a-follower or b-follower.

There are several motivations to study substitutions on {0, 1}F
+
2 . The principal one is a long

work in progress that aims to export the thermodynamic formalism via transfer operator to
higher dimensional group (or semi-group) action. One reason for that is to continue to better
understand similitudes and differences between Ergodic or Statistical Mechanics viewpoints for
Thermodynamic formalism. Statistical Mechanics viewpoint usually deals with Zd-action or
even F+

2 -actions (see [7, 11]).
Ergodic viewpoint deals with transfer operators. For Z-actions it links the thermodynamic

quantities (such as pressure, Gibbs measures, etc) to the spectral properties of that operator.
This has never be done for Zd-actions (with d ≥ 2) and, this is probably due to the existence
of the “natural” orientation in Z which is the key point to define the transfer operator. This
natural direction fails to exist in Zd. For that reason authors were naturally led to study
F+

2 -actions. Other works related to phase transitions and quasi-periodic systems (see [2, 4, 5])
also led authors to prospect for substitutions adapted to F+

2 -actions, since their attractor are
example of quasi-periodic systems.

Along the way, many other interesting questions arose, as by-products of the initial goal. For
instance, a notion of Sturmian trees has been introduced and studied (see e.g. [8]). We remind
that for the Fibonacci substitution the attractor is a Sturmian shift. It was thus quite natural
to inquire to get example of such trees generated by substreetutions.

The question of entropy is also of prime importance. Entropy measures the complexity of
the system. For trees, the first natural question is to define the right normalization, since
the increase is expected to be super exponential. Several notions of entropies with different
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2 A. BARAVIERA AND RENAUD LEPLAIDEUR

normalizations have been defined in the literature (see [6, 10, 1]). We also point out that for
usual N-actions, entropy is also related to the number of preimages, and this quantity is crucial
to properly define the transfer operator.

In the present paper we continue the work in progress, advancing in the study of topological
properties of the free semi-group action on the Jacaranda tree. We prove that the stabilizer is
reduced to the empty word ε, which means that X is strongly aperiodic. Concerning complexity,
we prove that the number of patches essentially increases linearly with respect to the length.
This is one path in the good direction to check if J is Sturmian. As a by-product, we get that
X has zero entropy whatever the definition we take.

1.2. Main results.

1.2.1. Aperiodicity. We remind that for some group G acting on some space X , g ∈ G is a
stabilizer for x ∈ X if g.x = x.

Definition 1.1. We say that a F+
2 -invariant set is strongly periodic if it is finite. We say that

a F+
2 -invariant set is weakly periodic if the set of stabilizers is non-empty.

If a F+
2 -invariant set is not strongly periodic then it is said to be weakly aperiodic. If it is

not weakly periodic then it is said to be strongly aperiodic.

In [3] it is proved that X is weakly aperiodic. We prove here a stronger result:

Theorem A. X is strongly aperiodic.

Remark 1. We emphasize that being minimal does not prohibits the existence of A ∈ X and
ω ∈ F+

2 , |ω| ≥ 1 such that Tω(A) = A. Hence being minimal and weakly aperiodic does not
imply that X is strongly aperiodic. �

1.2.2. Complexity and topological entropy.

Definition 1.2. A patch of size n ≥ 1 is a finite binary tree with n lines that appears in J.
We denote by Kn the set of patches of length n in X. Its cardinal is κn.

For C ∈ Kn, [C] denotes the set of A ∈ X starting as C.

We emphasize (see below for technical results on X) that for any C ∈ Kn [C] = B(A, 2−n)
for any A in [C].

Theorem B. There exists 1 < C < +∞ such that for every n,

n+ 2 ≤ κn ≤ Cn+ 4.

This result has to be compared to the one for “classical” substitutions (see [9]). It is known
that the equivalent p(n) for κn is either in O(n2), O(n log n), O(n log log n), O(n) or O(1).
However, we point out that that proof does not seem to be easily adaptable to substreetutions.
It is also interesting to connect this result with the concept of quasi-Sturmian trees introduced
in [8]; those are the colored trees where κn = n+ c (in the particular case where c = 1 the trees
are called simply Sturmian) for n ≥ N0.

Hence, a natural question is to inquire if in our case an equality κn = n + c holds, at least
for large values of n.

As said above entropy measures the complexity of the system. It matters with how κn
increases. For trees, the main issue, at least for general set of trees, is to find the right normal-
ization. Going in that direction, Petersen and Salama define the entropy for a colored binary
tree (see [10], ) as

hPS := lim sup
n→+∞

1

2n
log κn.

This makes sense since the normalization factor 22n

is the cardinality of {0, 1}2n

and is approx-

imatively the number of patches of length n in {0, 1}F
+
2 .
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In another direction Ban and Chang define entropy as hBC := lim supn→+∞
1

n
log log κn (see

[1]).
An immediate consequence of Theorem B is

Corollary C. The Petersen-Salama and Ban-Chang entropies for J are equal to zero.

1.2.3. Entropy for a skew-product extension of X. In order to define an entropy for a compact
set X of trees, Bufetov introduced an idea whose details are in section 4; he also related this
entropy to the usual topological entropy as follows (in our settings).

Let us set Y := {a, b}N ×X and consider the skew-product F : Y → Y defined as

(ω, x) ∈ {a, b}N ×X 7→ F (ω, x) = (σ(ω), Tω0
(x)),

where σ is the usual unilateral shift on {a, b}N. Then, Bufetov showed equality

hB(T ) := htop(F)− log 2.

In our setting we set X = X. Then we get:

Theorem D. The map F has topological entropy equal to log 2.

Hence, Bufetov’s entropy is zero for the action of the free semi-group on the Jacaranda tree.

We finish this subsection with an open question :

Question 1. Is (Y, F ) an expansive dynamical system ?

We remind that expansiveness is a sufficient condition to get upper semi-continuity for the
metric entropy. Our next step will be to check how invariant measures for F may give better
descriptions of X or J. For that purpose, studying thermodynamic formalism for F seems a
good way. Hence proving upper semi-continuity would be helpful.

We remind that expansiveness means that for some ε > 0, if dY (Fn(ω,A), Fn(ω′,A′)) < ε
for every n ≥ 0, then (ω,A) = (ω′,A′). It is immediate that dY (Fn(ω,A), Fn(ω′,A′)) < 1
for every n implies ω = ω′. On the other hand, dY (Fn(ω,A), Fn(ω,A′)) < ε for every n only
means that A and A′ do coincide along the enlarged path ω. It is however not clear that this
yields A = A′.

Furthermore, for any A in X, sites along the path b∞ are all equal to 0 except (may be)
the root. This holds because any even line in J is a concatenation of 10 and any even line
is a concatenation of 0010 and 0000. Similarly, for every even tree, the word along the path
(ab)∞ = ababab . . . is ⊗(10)∞, where ⊗ is the root of the considered tree. For odd tree it is
⊗(01)∞.

This shows that many trees do coincide along the two extremal paths but are different.
Hence, some results go in the direction that (Y, F ) is expansive, some others go int eh opposite
direction. This also shows that proving expansiveness is not immediate, nor non-expansiveness.

1.3. Plan of the paper. In Section 2 we remind some facts on substreetutions and the
Jacaranda tree and we prove Theorem A. Section 3 is devoted to give estimates for κn. This
yields the proofs of Theorems B and D.

2. Reminders on Substreetutions and proof that J is strongly aperiodic

.

2.1. Reminders on Substreetutions.
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2.1.1. Binay colored trees and F+
2 -action. F+

2 is the free monoid with two generators, a and b.
It is the collection of finite words in a and b. The empty word is denoted by e. For ω ∈ F+

2 , |ω|
is its length and denotes the number of letter that compose ω. By definition |e| = 0.

The set of colored binary trees we consider is {0, 1}F
+
2 . All the trees we shal consider are

these ones, and we will just refer to them as trees. If A is a tree and ω is in F+
2 , Aω is the digit

at position ω. If A is a tree Ta(A) is the new tree obtain when considering the new root at site
a and thus forgetting the old root and the other part of the tree. Similarly Tb(A) is the subtree
with root at position b.

The distance between two trees A and B is 2−N(A,B) where N(A,B) is the minimal integer
n such that Aω 6= Bω and |ω| = n.

In other words, d(A,B) = 2−n means that A and B have different root if n = 0, and Aω and
Bω do coincide for every ω, such that |ω| ≤ n and for at least one ω with |ω| = n, one of the
followers of Aω is different to the same follower for Bω.

Note that the space of trees AF+
2 is compact (for the metric we introduced) as a product of

compact spaces. The subset of trees with root equal to 0 (or 1) is also compact as a closed set
included into a compact set.

If A is a binary tree, and ω = ω0 . . . ωn is in F+
2 , we set Tω(A) = Tωn

◦ . . . ◦ Tω1
◦ Tω0

(A).
This corresponds to consider the substree in A with root equal to the site ω in A.

2.1.2. Colored binary trees and substreetutions. A substreetution1 on trees is a map H on the
set of configurations defined by concatenation as follows:

(1) H maps each site to a truple (actually a root with two followers), the value depending
only on the value of the digit at the site. See Figure 1 with the box with dashline.

(2) H connects images of subtrees (followers) as indicated on Figure 1, with I, J,K,L ∈
{H(A), H(B)}.

The order word IJKL is called the grammar of the substreetution.

The substreetution is said to be marked if H(0) =

i

and H(1) =

1-i

, i = 0, 1.

⊗

BA

⊗

	

LK

⊕

JI

Figure 1. A market substreetution

2.1.3. The Jacaranda tree. The substreetution H we consider here is the one given by 0 7→
0

1 0 and 1 7→

1

1 0 , equipped with the grammar BBAB.
There exists a unique fixed point J with root 0. It is called the Jacaranda tree. The closure

of its orbit is a minimal dynamical system X and is not periodic. There also exists a unique
fixed point J′ with root 1. It coincides with J except at the root.

1Actually this is a constant length 2 substitution.
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More precisely we have for ⊗ = 0, 1:

H



⊗

A B

 =

⊗

1

H(B) H(B)

0

H(A) H(B)
,

2.1.4. Types, source map. The map χ on words in {0, 2}2N
is defined by χ(10) = 0010 and

χ(CD) = χ(D)χ(D)χ(C)χ(D) if C and D are in {0, 1}2n

(for any n but the same n).
A line standing at an odd level (root is at line 0) in J is a concatenation of 10’s. A line at

level 2n(2m+ 1) is a concatenation of χn(10).

If A belongs to X := {Tω(J), ω ∈ F+
2 }, there exists ωk with |ωk| → +∞ as k → +∞ such

that

A = lim
k→+∞

Tωk
(J).

Then it turns out that there exists a unique n such that for any sufficiently big k,

|ωk| = 2n(2mk + 1).

If n = 0 we say that A is odd (or of odd-type). If n ≥ 1 we that that A is even, and more
precisely we say that A is of 2n-type. Odd and even trees form a partition, and more generally
trees of type 2n with n ≥ 1 form a partition of even trees.

If A is of 2n-type with n ≥ 1, there exists a unique B such that H(B) = A. Furthermore,
B is of 2n−1-type. The map A→ B is called the source map and we write B = s(A).

Note that the source can actually be defined on F+
2 , since for every ω ∈ F+

2 there exists a
unique s̃(ω) with length |ω|/2 such that

Tω ◦H = H ◦ T
s̃(ω)

2.2. Proof of Theorem A. Assume that there exists A ∈ X and ω ∈ F+
2 , |ω| ≥ 1 such that

A = Tω(A). Note that |ω| must be an even integer since Tω(A) must have the same parity than
A (either odd or even).

Claim 1 (Claim Cutting). There exist A′ ∈ X and ω′ ∈ F+
2 with |ω′| = |ω|

2
such that Tω′(A′) =

A′.

Proof of the claim. If A is even, then we set A′ := s(A) and there exists ω′ ∈ F+
2 with |ω′| = |ω|

2
such that

H(A′) = A = Tω(A) = Tω ◦H(A′) = H(Tω′(A′)).

If A is odd, set ω = ω0 . . . ωn, ω̂ := ω1 . . . ωnω0. Then

Tω0
(A) = Tω0

Tω(A) = T
ω̂

(Tω0
(A)).

Furthermore, Tω0
(A) is even. Hence we are sent to the previous point. �

Applying the claim, we get that |ω′| must be an even integer. There exists some k and m
such that |ω| = 2k(2m + 1). Hence, applying k times Claim 1 we arrive to a contradiction:
there exists B ∈ X and ω′′ with odd length such that

B = Tω′′(B).
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3. Estimations for κn

3.1. Bound from below for κn and beginning of proof of Theorem B. First, we state
two lemmas that extend known-results for classical substitutions.

Lemma 3.1. κn+1 ≥ κn.

Proof. Each element C in Kn has a “continuation” ‹C to be an element in Kn+1. Hence, two

different C and C ′ in Kn yields two different ‹C and ‹C ′ in Kn+1. This yields κn+1 ≥ κn. �

Lemma 3.2. Assume that κn0+1 = κn0 for some n0. Then, for every n ≥ n0, κn = κn0 .

Proof. Each C ∈ Kn0
admits a unique continuation (on the bottom) to define an element ‹C in

Kn0 . This holds because otherwise, we would get κn0+1 > kn0 . Set images Ta(‹C) and Tb(‹C)
(see Fig. 2) define two elements of Kn, respectively denoted by C ′ and C ′′.

C

C
0

C
00

n0

n0

n0 + 1

unique continuation for C

unique continuation for C 0 unique continuation for C 00

Figure 2. Eventually stationarity for κn

Again, C ′ and C ′′ admit a unique continuation, which yields that ‹C admits a unique con-

tinuation “C in Kn0+2. By induction we get κn = κn0
for any n ≥ n0. �

Proposition 3.3. The sequence (kn) is increasing.

Proof. By Lemma 3.1 the sequence is non-decreasing. If for some n0 κn0+1 = κn0
, then the

sequence is stationary (Lemma 3.2).
This yields that for any C with length n0, there exists a unique element in X starting as C.

Let us denote it by A(C). This yields that the graph with vertices all the A(C), C ∈ Kn0
and

arrows defined by images by Ta and Tb, is closed. Hence J is strongly pre-periodic, which is
false. �

An immediate corollary is:

Corollary 3.4. For any n, κn ≥ n+ 2. Hence lim inf
n→+∞

κn
n
≥ 1.

3.2. Bound from above for κn and end of the proof of Theorem B.

3.2.1. An inequality sastified by (κn).

Proposition 3.5. For any n, κ2n ≤ κn + κn+1.

Proof. Inequality is obvious if n = 1. Let n ≥ 2 be in N. Let C be an element in K2n and let
A ∈ X be in [C]. We know first four lines for A, hence we can determine if it is even or odd.

For simplicity we denote by Kn,o, Kn,e the set of patches coinciding with odd or even trees.
Their cardinality is respectively denoted by κn,o and κn,e.

If A is even, then we set B := s(A). The first 2n-lines in A are entirely defined by the first n
lines in B. Furthermore this definition is one-to-one. This means that the number of patches
C in K2n of even type is equal to κn, hence κ2n,e = κn.
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If A is of odd type, we consider any preimage A′ of A. It belong to some (unique) [C ′], with
C ′ ∈ K2n+2, and is even. Two different such A’s belonging to different [C ′]’s yield two different
A′’s. This yields that κ2n,o is lower or equal to κ2n+2,e = κn+1. �

3.2.2. Special sequences satisfying that inequality. We consider two numerical sequences (un)
and (vn) satisfying

(1) u2 = v2 = α ≥ 1, u3 = v3 = β ≥ α+ 1,

(2) ∀n ≥ 2,

{
u2n ≤ un + un+1,

v2n = vn + vn+1.

(3) (un) and (vn) are increasing
(4) ∀n ≥ 2, v2n+1 = v2n+2 − 1.

Lemma 3.6. For every n ≥ 2, un ≤ vn.

Proof. The proof is done by induction. Inequality holds for n = 2 and n = 3. Let us assume it
holds for every k ≤ n and let us prove it also holds for every k ≤ n+ 1.

• If n+ 1 is even, say n+ 1 = 2k, then k ≥ 2. Hence

k = n+ 1− k ≤ n− 1.

This yields

un+1 = u2k ≤ uk + uk+1 ≤ vk + vk+1 = v2k = vn+1,

where the last inequality uses the induction hypothesis.

• If n + 1 is odd then n + 2 is even, say n + 2 = 2k. In that case n + 2 ≥ 6 which yields
k ≥ 3. Hence

k = n+ 2− k ≤ n− 1.

We can thus apply he induction hypothesis to get

un+1 ≤ un+2 − 1 = u2k ≤ uk + uk+1 − 1 ≤ vk + vk+1 − 1 = v2k − 1 = vn+2 − 1 = vn+1.

�

Lemma 3.7. The sequence vn satisfies for every n ≥ 2,

∀n ≥ 2,

{
v4n = v2n + v2n+2 − 1,

v4n+2 = 2v2n+2 − 1.

Proof. For n ≥ 2, v4n = v2n + v2n+1 and v2n+1 = v2n+2 − 1. For n ≥ 2, v4n+2 = v2n+1 + v2n+2

and v2n+1 = v2n+2 − 1. �

Lemma 3.8. For every n ≥ 1, v2n+2 − v2n ∈ {β, β + α− 1}.

Proof. A simple computation shows that this holds up to v22 − v20. We thus do the proof by
induction. Assume n ≥ 4 is such that for any p ≤ n, v2p+2−v2p is either equal to β or β+α−1.
Hence we have

v2n+4 − v2n+2 = vn+2 + vn+3 − vn+1 − vn+2 = vn+3 − vn+1.

If n is even, then 5 ≤ n + 1 ≤ n + 3 are odd and equalities vn+3 = vn+4 − 1 vn+1 = vn+2 − 1
hold. Hence we get

v2n+4 − v2n+2 = vn+4 − vn+2,

with n+ 2 ≤ 2n. Hence induction hypothesis applies and v2(n+1)+2 − v2(n+1) is either equal to
β or to β + α− 1.

If n is odd, 5 ≤ n + 1 ≤ n + 3 are even and n + 1 ≤ 2n since n ≥ 4. This also yields that
v2(n+1)+2 − v2(n+1) is either equal to β or to β + α− 1. �

Lemma 3.8 yields that for every n, v2n ≤ (β + α− 1)(n− 1) + α.
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3.2.3. Bound from above for κn. We remind that any even line in J is a concatenation of 0010

or 0000. Any odd line is a concatenation of 10. This yields that only the configurations

0

0 0

,

1

0 0 ,

0

1 0 ,

1

1 0 appear in J. Hence κ2 = 4. Set α = 4 and β = κ3. Let us
consider the sequences (un) = (κn) and (vn) as above.

Lemma 3.6 yields for all n ≥ 2

κ2n ≤ (β + 3)(n− 1) + 4, κ2n+1 ≤ κ2n+2 − 1 = (β + 3)n+ 3.

4. Bufetov entropy

First, we recall Bufetov’s definition of entropy in our settings.
We write ψ ≤ ω when there exists some η such that ω = ηψ and define the dynamical

distance dω on X by

dω(A,B) = max
ψ≤ω

d(Tψ(A), Tψ(B)).

For ε > 0, an (ω, ε, Ta, Tb)−separated set is a set K ⊂ X such that for any pair A,B ∈ K,
with A 6= B, dω(A,B) ≥ ε. The maximal cardinality of an (ω, ε, Ta, Tb)−separated set is then
denoted by N(ω, ε, Ta, Tb).

Now take

N(n, ε, Ta, Tb) =
1

2n

∑
|ω|=n

N(ω, ε, Ta, Tb)

The Bufetov entropy of the action is defined as

hB(T ) = lim
ε→0

lim sup
n→+∞

1

n
log(N(n, ε, Ta, Tb)).

Setting Y := {a, b}N ×X,

F : (ω,A) ∈ {a, b}N ×X 7→ (σ(ω), Tω0
(A))

where σ is the usual shift, and

dY ((ω,A); (ω′,A′)) = max(dΣ(ω, ω′); d(A,A′)),

Bufetov proved in [6] equality

htop(F ) = hB(T ) + log 2.

4.1. Proof of Theorem D. By definition (see [12]),

htop(F ) := lim
ε→0

lim sup
n→+∞

1

n
log(r(n, ε)),

where r(n, ε) is the maximal cardinality for a (n, ε)-separated set of points (for the metric dY ).

Note that max(c, c′) ≤ ε is equivalent to c ≤ ε and c′ ≤ ε. Pick ε := 2−p.
We remind that kn denotes the cardinality of the set Kn of patches of length n. Because

(X,F+
2 ) is expanding, kn+p = #Kn+p is the maximal cardinality for an (n, ε)-separated set in

X. Similarly, (Σ2, σ) is expanding and 2n+p is the maximal cardinality for a (n, ε)-separated
set in Σ. This yields (for sufficiently large n)

r(n, ε) ≤ 2n+pkn+p ≤ 2n+pC(n+ p)

where we use the bound from above for κn. This yields htop(F ) ≤ log 2.
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On the other hand, for any α1 . . . αn ∈ {a, b}n any maximal (n, ε)-separated set in Y must
contain a point (ω,A) with ω0 . . . ωn−1 = α1 . . . αn. Hence r(n, ε) ≥ 2n+p. This yields htop(F ) ≥
log 2. Hence, htop(F ) = log 2 and hB(T ) = 0 as claimed.
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