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Abstract. Intrusion detection systems are an important domain in cy-
bersecurity research. Countless solutions have been proposed, continu-
ously improving upon one another. Yet, and despite the introduction of
distinct approaches, including machine-learning methods, the evaluation
methodology has barely evolved.
In this paper, we design a comprehensive evaluation framework for Ma-
chine Learning (ML)-based intrusion detection systems (IDS) and take
into account the unique aspects of ML algorithms, their strengths and
weaknesses. The framework design is inspired by both i) traditional IDS
evaluation methods and ii) recommendations for evaluating ML algo-
rithms in diverse application areas. Data quality being the key to machine
learning, we focus on data-driven evaluation by exploring data-related
issues. Our approach goes beyond evaluating intrusion detection per-
formance (also known as effectiveness) and aims at proposing standard
data manipulation methods to tackle robustness and stability. Finally,
we evaluate our framework through a qualitative comparison with other
IDS evaluation approaches from the state of the art.

Keywords: Intrusion Detection System · Machine learning · Data-driven
Evaluation · Evaluation Framework

1 Introduction

It has been almost twenty years since the publication of the NIST internal re-
port on testing intrusion detection systems [29]. The NIST report identified 10
measurable characteristics, and 4 challenges (incl. how to use background traf-
fic to test IDS), and presented recommendations to improve both datasets and
metrics. While some of these characteristics and challenges remain relevant, they
also highlight the need to update and improve our IDS evaluation approaches.

Although new techniques like artificial intelligence were introduced to intru-
sion detection systems, researchers still use outdated evaluation methodologies
and datasets. Since 2006, the article by Bermúdez-Edo et al. [8] revealed that
the databases used for IDS evaluation are obsolete, however, they are still used
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today. According to Tavallaee et al. [37], in 2010, almost 28% (resp. 24%) of
research papers used the obsolete KDD99 (resp. DARPA) datasets.

Milenkoski et al. [30] proposed an evaluation technique based on a design
space comprised of a workload (dataset property), customized metrics, and a
measurement methodology. In their publications, Milenkoski et al. suggest a
number of measurement methodologies that correlate to the potential property
(Attack detection accuracy, Resistance to evasion techniques...) for evaluation.

In the literature related to ML-based IDS, which generally focuses on the
property Attack detection accuracy, which is essentially a measurement method-
ology as described by Milenkoski et al.and is defined as the accuracy of an
IDS in the presence of mixed workloads (benign and malicious traffic), Resis-
tance to evasion methods or Resource consumption are rarely covered. However,
additional ML-related issues, such as the bias from the data, also affect the
generalization or stability of the ML-based IDS.

Furthermore, despite the datasets’ obvious quality problems, they are nonethe-
less used without any oversight. Therefore, in order to enhance the overall quality
of the evaluation, we propose a generic and general approach to evaluate machine
learning-based IDS from multiple perspectives: we go beyond the classical quan-
titative evaluation methods, that solely focus on measuring effectiveness using
fundamental metrics, and considers data-driven evaluations by focusing on the
data used for the assessment. In the IDS context, we analyze machine-learning
concerns like explainability and robustness to adversarial examples. To do so, we
examine (i) IDS-specific assessment methods, (ii) AI-specific evaluation methods
that can be applied to IDS, and (iii) relevant recommendations from the state
of the art [5] and the standards [29].

This article is structured as follows: Sec. 2 presents some related works, Sec. 3
analyses a number of IDS solutions with a focus on evaluation methods. Then,
we present our proposal in Sec. 4 as well as a generic evaluation framework.
Finally, we conclude in Sec. 5.

2 Related Work

Throughout the years, researchers have presented numerous IDS evaluation ap-
proaches. In this part, we introduce some of them. All of the methodologies make
an effort to give researchers resources to assess IDS.

Milenkoski et al. [30] identify the most common practices to evaluate dif-
ferent types of intrusion detection systems. To do so, they define a three-part
design space including (i) workloads, which are testing sets of data, and their
means of production; (ii) metrics, which quantify performance-related properties
(non-functional with respect to IDS), or security-related ones; (iii) measurement
methodology, which specifies the evaluation properties along with its associated
workloads and metrics.

Indeed, they include methods and tools to generate workloads and focus on
metrics that quantify the accuracy of the detection. Our proposed framework
is inspired by the measurement methodology proposed by Milenkoski et al. but
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shifts its initial paradigm towards machine-learning-based IDS, i.e., it relies on
the evaluation of best practices from the field of machine learning, in particular
with respect to data-related issues.

Magán-Carrión et al. [26] examine Network IDS (NIDS) solutions and point
out the lack of a standardized method for evaluating machine learning-based
NIDS. According to the authors, it is challenging to compare various NIDS be-
cause the state of the art does not provide enough information on the evaluation
methods. Hence, their methodology specifies the best practices for pre-processing
the dataset, training, and assessing the model. In the end, their approach focuses
on standardizing model preparation rather than introducing any new evaluation
techniques, they clearly present the different training stages of a model: Feature
Engineering, Feature Selection, Data Pre-processing, Hyper-parameters Selec-
tion, and Performance Metrics.

Bermúdez-Edo et al. [8] suggest requirements for implementing standardized
IDS evaluation framework. The authors present a new method for evaluating
anomaly-based IDS with a focus on data-partitioning approaches. The authors
then offer a technique to get the databases ready for model training, testing, and
evaluation. They outline 3 steps: 1. they separate the attacks in one set and the
normal in another set, 2. they split the two datasets between a training set, a
test set, and a validation set, and 3. they combine some parts to produce three
final datasets (train, test, validation). In this method, the authors concentrate
on dataset partitioning.

Cardenas et al. [10] presents an IDS evaluation framework that allows for a
consistent comparison of the most used metrics in the literature. The authors
present a graphical method for comparing the different metrics for a wide range
of parameters. They provide a new metric that plots all variables influencing an
IDS performance. According to the authors, it is more interesting to determine
the IDS that performs best against the most severe attacks than on average.
The proposed metric is beneficial for our approach since it enables the results of
other domain-specific metrics to be summarized.

3 Analysis of Evaluation Approaches in ML-based IDS

In this section, we review evaluation methods employed in recent ML-based IDS
publications in order to identify common practices that help create a generic
evaluation approach. We selected the publications from recent surveys [2, 11]
which respectively presented articles from 2019-2021 and 2015-2018 and updated
the list with new papers. Following many searches using terms such as “intru-
sion detection” or “ML-based intrusion detection”, we retained the most recent
publications (2020–2022) that fell under the scope.

Table 1 highlights a few components of the evaluation method employed in
these publications, namely the dataset and the metrics used, as well as some
specific evaluation measures beyond what could be described as a common eval-
uation approach. The remainder of this section details the various evaluation
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measures that we have noticed in this corpus of publications, both common
(classical measures) and specific to each publication.

Classical measures. From our survey of the state of the art in machine-learning-
based (network) IDS, the evaluation measures employed by the researchers rarely
differ. Although we did find more peculiar measures (as detailed in the last
columns of Table 1), a common, allegedly conventional, methodology stood out.
This classical evaluation can be defined using the methods introduced by Magán-
Carrión et al. [26].

Some examined publications [13, 22, 35, 38] that fall into this category solely
advocate for obtaining and contrasting the outcomes of basic metrics (accuracy,
precision, and recall) on various model architectures. For instance, in order to
enhance the performance of their deep neural networks, the writers of these
publications compared several architectures by varying some parameters such as
the size of the hidden layers for Gao et al. [13], the neural network activation
functions for Thing [38], the number of memory blocks and cells in LSTM for
Staudemeyer [35], and finally, the learning rate and the size of the hidden layers
for Kim et al. al. [22].

Data-related measures. Data-related measures encompass any evaluation tech-
niques dealing with data-related manipulation, e.g., augmenting the dataset,
reducing its dimensionality, generating data with a specific environment, and
random resampling. We are primarily interested in these methods given that we
wish to evaluate ML-based IDS.

Zhang et al. [44] leverage SMOTE to create the missing data in the unbal-
anced NSL-KDD dataset. This results in increasing the detection performance
of their CNN-based IDS on previously under-represented classes. Tang et al. [36]
heavily reduced the data representation of the NSL-KDD dataset from 41 fea-
tures to 6. This makes their DNN-based flow anomaly detector more efficient.
Zolotukhin et al. [46] used the Realistic Global Cyber Environment (RGCE)
to run their simulation, RGCE is a closed environment that replicates the user
traffic and organizational structures of the real Internet. This article is included
in our survey’s environment category since it makes use of a simulated environ-
ment. Al-Qatf et al. [3] suggest combining SVM and Sparse Autoencoder. The
following two methods are used to assess the effectiveness of their method using
the NSL-KDD dataset, for this purpose a ten-fold cross-validation is carried out
for both training and testing. Random resampling can be done using the k-fold
cross-validation method.

Multi-label measures. ML-based IDS are often termed behavioral IDS or anomaly-
based IDS4, that is, binary classifiers attempting to distinguish malicious traffic
from a normal one. But some datasets offer more depth in exhibiting several

4 We believe however that the term “anomaly-based IDS” should solely apply to IDS
trained on normal traffic only.
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[43] ✓ ✓ ✓ ✓ ✓ ✓ ✓
[38] ✓ ✓ ✓
[46] ✓ ✓ ✓ ✓ ✓
[14] ✓ ✓ ✓
[4] ✓ ✓ ✓ ✓
[36] ✓ ✓ ✓ ✓ ✓
[3] ✓ ✓ ✓ ✓ ✓ ✓
[31] ✓ ✓ ✓ ✓ ✓
[6] ✓ ✓ ✓ ✓ ✓ ✓
[25] ✓ ✓ ✓ ✓ ✓ ✓
[24] ✓ ✓ ✓ ✓
[34] ✓ ✓ ✓ ✓
[45] ✓ ✓ ✓ ✓ ✓
[42] ✓ ✓ ✓ ✓ ✓ ✓
[20] ✓ ✓ ✓ ✓ ✓
[27] ✓ ✓ ✓ ✓ ✓ ✓ ✓
[23] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
[13] ✓ ✓ ✓ ✓ ✓
[35] ✓ ✓ ✓ ✓ ✓
[1] ✓ ✓ ✓ ✓ ✓
[28] ✓ ✓ ✓ ✓ ✓ ✓
[21] ✓ ✓ ✓ ✓ ✓ ✓
[19] ✓ ✓ ✓ ✓ ✓ ✓ ✓
[44] ✓ ✓ ✓ ✓ ✓
[22] ✓ ✓ ✓ ✓ ✓

Dataset Metrics Approaches
Table 1: Comparison of the surveyed publications. Most IDS evaluations employ
a subset of the above datasets and metrics with little to no variation. Additional
measures deal with varying model architectures (§), multi-label classification (♦)
or data-related manipulations (□)

classes of attacks, which could be interesting for IDS to discriminate with re-
spect to producing a specific intrusion response. To that end, multi-label classi-
fication is employed. We have found some works measuring its advantage, either
in comparison with binary classification or in evaluating per-class performance.

For example, Yu et al. [43] propose a novel network intrusion model by stack-
ing dilated convolutional autoencoders and they evaluate their method on two
new intrusion detection datasets. Several experiments were carried out to check
the effectiveness of their approach. They used two different datasets: CTU-UNB
& Contagio-CTU-UNB and six classical evaluation metrics. To evaluate they
perform 3 types of classification tasks: 6-class classification using the Contagio-
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CTU-UNB dataset and 2-class and 8-class classification using the CTU-UNB
dataset.

Moreover, Abbas et al. [1] proposed an ensemble model combining Naive
Bayes, Logistic Regression, and a Decision Tree. In order to assess the perfor-
mance of their suggestion they determine the accuracy of their model for each
label. They end up with a total of 15 different accuracies, each of which repre-
sents the detection performance for this label.

Table 1 compares ML-based IDS proposals with respect to their evaluation
methodology. What can be observed is that they often share the same evalua-
tion approach. Many evaluations were replicating approaches previously seen in
the state of the art, and the trend has been shifting over the years, for example
from computing accuracy only to computing both precision and recall instead.
It is still the case today although intrusion detection-specific metrics were pro-
posed [10, 17, 18, 39]. Another worrying aspect is the choice of the dataset. Al-
though NSL-KDD has been perused for many years, many datasets were created
and shared in the last 10 years. It affects evaluation in its timeliness as the at-
tacks it contains are outdated and far from the sophistication of modern attacks.
Often, other simple data-related issues, e.g., unbalance, are addressed using sup-
plementary evaluation measures such as augmenting the dataset or reducing its
dimensionality.

Finally, additional measures that we have observed with respect to multi-
label classification, dataset construction, or model architectures are seldom used
in combination, reducing the quality of the models trained and tested. This
advocates for the definition and formalization of a holistic framework enabling
researchers of the domain in mastering the ML pipeline and adapting it to the
task of evaluating ML-based IDS with respect to a wide range of properties
including detection performance and resource consumption, of course, but also
generalization, robustness, and so on.

4 Proposal of an Evaluation Framework

One of the objectives of this framework is to bring together the different evalua-
tion methods found in the literature, in particular those that propose to evaluate
aspects specific to the use of machine learning such as robustness and general-
ization, and to suggest a method for researchers to properly assess their models.
Our research is inspired by Milenkoski et al. [30], who define the measurement
methodology of an evaluation property as the selection of appropriate workload
(dataset) and metrics.

Our proposal adapts this approach to ML-based IDS and embeds it into a
framework that generalizes the evaluation of several properties beyond detection
performance (also known as effectiveness). In particular, it focuses on a dataset
construction component as a generalization of the workload concept and extends
it to accommodate feedback from the evaluation analysis, ultimately providing
continuous improvement to both the ML models used by the IDS and the data
representation they use. Not only does the property have an impact on the
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metrics that evaluate it, but the dataset may embed some challenges that the
metrics should account for (e.g., when using unbalanced datasets).

We also want to add some aspects not yet studied enough in the applica-
tion of machine learning to IDS such as explainability. The complete framework
can be found in Figure 1. The framework is divided into several modules that
contribute to the complete evaluation process. The first module focuses on the
property that we want to examine. From the selected properties, the metrics
module will output a set of relevant metrics, and the dataset module will con-
struct the appropriate dataset to assess them. Both outputs form the experiment
setting that will configure the evaluation module which will perform the training
and testing of one or several models to be assessed by the evaluator. We further
detail each module in the ensuing subsections.

Fig. 1: Data-driven Evaluation framework for ML-based IDS

4.1 Properties

This module allows an evaluator to select a set of properties that the target IDS
(system under test) is assessed against.

Effectiveness is the usual property for assessing the detection performance of
an IDS. However, relying solely on performance evaluation is one of the major
issues in the evaluation of ML-based IDS since other crucial characteristics, such
as the ML algorithm’s robustness or generalizability must be considered.

Besides effectiveness, the properties we propose in our framework are influ-
enced by both works in the domain of intrusion detection, such as Axelsson’s [5],
and data-related problems in ML:
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i) efficiency measures how many computing resources the IDS requires; ii) us-
ability measures how easy it is for a non-security expert to use the IDS; iii) action-
ability measures how useful are the alerts for a security operator; iv) robustness
measures how well the IDS resists incidents or attacks directed against it (e.g.,
adversarial examples, concept drift); v) intrusiveness measures the privacy risks
on the data manipulated by the IDS; vi) collaborativeness measures how well
the system collaborates with other security mechanisms.

4.2 Datasets

As the main focus of our approach, the dataset module is central in our frame-
work, deriving the datasets appropriate to evaluate a property and feeding them
to the evaluation module. Indeed, the kind of dataset to be utilized is deter-
mined by the requirement to evaluate a specific property. This module has 3
main processes: construction, evaluation, and refinement.

Dataset construction. This process produces one or several datasets (each of
them later split into a training set and a test set) that may be represented
according to various subsets of features. Similar to Milenkoski et al. [30], we
consider various sources of the data, ranging from raw traffic captures to ex-
tracted flows to packet traces to feature vectors that have been generated from
a broad set of environments including production environments (rare!), emula-
tion/simulation testbeds, or legitimate and attack traffic generation tools. Gen-
eration tools also encompass generative methods that output synthetic feature
vectors. These sources also come as readily exploitable datasets, some of them
have been shared among the IDS research community. A comprehensive list of the
publicly available datasets that are commonly used is presented by Ring et al.in
their survey [32].

Dataset construction outputs datasets that fit the measurement methodology
as expressed by Milenkoski et al. [30], that is it enables the evaluation of a
given property. A dataset may actually enable the evaluation of more than one
property.

For example, Bermúdez-Edo et al. [8] propose steps to acquire and partition
a network traffic dataset for evaluating the effectiveness of anomaly-based IDS,
among others. Some generation criteria are as follows: i) both normal and attack
traffic should be present, and the dataset should be partitioned between training
(only normal), validation, and test (both types of traffic) sets with realistic pro-
portions; ii) the dataset should be sufficiently voluminous as to be representative
of most traffic behaviors. They also described approaches to tackle a number of
issues: i) generating anomalous traffic (i.e., new attacks in a hybrid setting) by
using two filters (one obsolete and one up-to-date), ii) improving the robustness
of the dataset (increase the effective size of the data available for training and
testing) when its size is modest by resampling training and test sets, and aver-
aging the performance results, and iii) updating models by shifting the datasets:
the up-to-date rules become the out-of-date rules and the new rules become the
up-to-date rules. .
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Combining datasets can help to fill in any gaps that may exist in the chosen
or generated datasets, eventually creating more representative datasets. To be
representative the dataset needs samples large enough to adequately reflect the
general community’s norms, including both permitted and prohibited behaviors.

Regardless of the sources of data, a dataset Dp
F j is an instance of a dataset

Dp constructed so as to contain diverse samples allowing the evaluation of a
property p, and in which each sample is represented by the set of features Fj . Its
split between the training set Tr(Di

Fj
) and the test set Tt(Di

Fj
) is conditioned

by both the property to be evaluated and the type of IDS (binary classifier,
multi-classifier, anomaly detector).

Dataset evaluation. We suggest evaluating the dataset upstream so that it might
potentially be improved through a refinement stage in order to get the best
evaluation possible.

For example, Gharib et al. [15] have proposed a weighted score on 11 cri-
teria to evaluate the quality of an intrusion detection dataset. The 11 criteria
are attack diversity, anonymity, available protocols, complete capture, complete
interaction, complete network configuration, complete traffic, feature set, het-
erogeneity, labeled dataset, and metadata. Practitioners are invited to define
weights themselves, that best suit their requirements.

Viegas et al. [40] tackled the issue of realistic network conditions for the
evaluation of intrusion detectors by generating datasets using a honeypot with
a client-server approach. The generated datasets should satisfy a number of ex-
pected properties [40]: i) realism: the produced network traffic can be observed
in production environments; ii) validity: packets are well-formed and follow the
client-server communication paradigm; iii) prior labeling: samples are correctly
labeled to enable correct classification; iv) high variability (diversity): the dataset
should present a diverse set of services, client behaviors, and attacks; v) correct
implementation: attacks follow a well-known or de facto standard; vi) ease of
updating: the dataset should incorporate new services and attacks; vii) repro-
ducibility: experts should be able to compare datasets; viii) without sensitive
data: the dataset should not contain or reveal sensitive information, so as to be
shared among researchers.

Additionally, one might desire more focused techniques, such as evaluating
datasets produced by a Generative Adversarial Network. Early works in other
fields have emerged, such as the one from Gonçalves et al. [16] that proposed
a method for the generation and evaluation of synthetic patient data. Using a
set of complementary metrics, they evaluated the quality of the synthetic data
generators. These metrics can be divided into 2 groups, the data utility and the
information disclosure. The data utility metrics measure how well the synthetic
dataset incorporates the statistical characteristics of the original data, and the
information disclosure metrics quantify to which extent the synthetic data may
reveal the real data. They proposed 5 data utility metrics (Kullback- Leibler (KL)
divergence, pairwise correlation difference, log-cluster, support coverage, and
cross-classification) and 2 information disclosure metrics (membership disclosure,
attribute disclosure).
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Although the work is not in the field of intrusion detection, it shows promises
for evaluating synthetic discrete tabular data that appears frequently in network
traffic datasets.

Finally, Wasielewska et al. [41] propose to experimentally investigate the
limits of detection by using their dataset quality assessment method (PerQoDA).
This method makes it simple to determine whether the dataset’s information
is comprehensive enough to reliably classify observations. In multidimensional
datasets, it can spot irregularities in the connections between observations and
labels. An efficient method for evaluating dataset quality aids in understanding
how performance outcomes are affected by dataset quality and can be useful in
resolving issues relating to the deterioration of model performance. Prior to any
ML application, they recommend, assessing the dataset quality.

Dataset refinement. The dataset refinement process describes the step where we
use all the observations made to improve the dataset. The goal is to use the
various reports from the model evaluation as well as the dataset evaluation to
raise the dataset’s quality.

Initially, we can easily address the many issues brought up by the assessment
using Gharib’s method: for instance, if we discover a deficit in the proportion of
attacks, we can try to add the missing traffic.

However, after receiving feedback from a first training session, particularly
from the data representation report, one could wish to make adjustments. In
this scenario, a variety of strategies can be used to change the dataset’s feature
set. For example, Bronzino et al. [9] propose a complete method named Traffic
Refinery. This approach aims to transform the traffic in real-time to produce a
variety of feature representations for machine learning models. With this tool,
we can explore and evaluate which representations work best for the property
to be evaluated.

Indeed, there is no standard set of features for Network Intrusion Detection
Datasets. Different representations may actually yield different performances
for the same model. To prove this, Sarhan et al. [33] proposes to evaluate and
compare two different sets of features, the Netflow-based features, and the CI-
CFlowMeter features. The evaluation has been conducted on three datasets and
using two machine learning classifiers. The results show a constant superiority of
the NetFlow features. In addition to this, the authors used SHAP to explain the
prediction results of the ML models to identify the key features for each dataset.
With this approach, we can choose the best data representation methods.

4.3 Metrics

In this section, we detail the families of metrics that are needed to produce an
accurate and customized evaluation, it’s essential to pick the appropriate metrics
in order to properly analyze a property. Although the metrics described in this
part are primarily concerned with detection performance, choosing a dataset
and metric based on the evaluation of a property allows for the study of more
properties with the same metrics than only effectiveness.



Data-driven Evaluation of Intrusion Detectors: a Methodological Framework 11

Bekkar et al. [7] expressly identify three groups: fundamental evaluation mea-
sures, combined evaluation measures, and graphical performance evaluation. The
authors apply these metrics to compute the effectiveness of an IDS in the pres-
ence of unbalanced datasets. They remark that accuracy places more weight
on the most common classes than on the rare ones so using metrics like accu-
racy completely skews the results. It appears therefore that one should carefully
choose metrics that compensate for a dataset’s shortcomings. Even though the
authors, in this case, are interested in unbalanced datasets, we recommend using
at least the categories of metrics established by Bekkar et al.in order to account
for the various defaults of the datasets. The metrics categories that we advise
are the following.

Fundamental evaluation measures. This class of metrics relates to the metrics
that can be calculated using the confusion matrix’s results. Identified fundamen-
tal measures include accuracy, precision, and recall.

Combined evaluation measures. The metrics derived from fundamental measures
are included in this category. The following metrics can be found: G-means, the
likelihood ratios, Discriminant power, F-Measure, Balanced Accuracy, Youden
index, and finally the Matthews correlation coefficient (MCC). These metrics
combine the fundamental measures in a way that they are less susceptible to
potential class imbalance.

Graphical performance evaluation. In this category the metrics are based on
the ROC curve: the true positive rate (TPR) and false positive rate (FPR) are
plotted against one another at different threshold values.

The AUC, which is defined as a summary indication of the ROC curve perfor-
mance, is used to indicate the performance of a classifier into a single measure.
But there are also several other metrics such as Weighted AUC, Cumulative
Gains Curve and lift chart and Area Under Lift. These metrics provide a concise
summary of the fundamental evaluation measures and enable the selection of
potentially optimal models while disqualifying subpar ones regardless of the cost
context or class distribution.

Domain specific. As early as 2006, Gu et al. [17] employed information the-
ory to model the capability of an IDS to correctly classify normal and intrusive
traffic. Their objective was to incorporate existing metrics while not relying on
subjective measures and reduce the uncertainty about the input given the IDS
output. The proposed metric called the Intrusion Detection Capability, or CID,
is the ratio of the mutual information between the IDS input and output to the
entropy of the input. Mutual information measures the amount of uncertainty
of the input resolved by knowing the IDS output. Later, Imoize et al. [18] ex-
tended CID to select an optimal operating point, calculate the expected cost
and compare intrusion detectors. To that end, they incorporated a decision-tree-
based analysis to determine the optimal operating point, as done by Ulvila and
Gaffney [39].
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These metrics are some examples of what we can find in the literature to
specifically evaluate IDS.

4.4 Evaluation

This module performs the evaluation of a system under test (an IDS) for a given
set of properties, and their appropriately derived datasets and metrics. Aside
from model training and testing, the subsequent results are analyzed to refine
both the model fueling the ML-based IDS and the dataset.

Training and Testing. These processes in the evaluation module are the most
simple and common ones, yet mandatory.

The result of the training process is the trained model and validated model.
This model is then used in the testing process (also known as inference) to
output the metrics results, which include the outcomes of the selected metrics
computed using the test set. These reports are often found in other publications
evaluating IDS proposals using the classical methodology and contain different
values of the fundamental metrics for a set of model architectures.

Analysis. The incorporation of an analysis process is the real improvement we
advocate for model evaluation. Through this process, we are able to acquire a
number of reports that are highly helpful for both the IDS’s improvement and
its comprehensive evaluation.

The data representation report helps determine whether or not our dataset is
suitable for the model. Although the initial assessment of the dataset during the
construction phase gives us a general quality measure, the evaluation following
the test phase enables us to evaluate, using performance metrics, its suitability
for our purposes. We obviously want to determine whether a set of features is
appropriate for our models. The findings in this report can then be applied to
the refinement process in a subsequent iteration of the evaluation.

Since some ML (rather Deep Learning) models are regarded as black boxes
that do not allow for a straightforward explanation of their decisions, it impairs
the user’s ability to interpret the findings. A growing number of techniques
known as XAI that enable an explanation of the outcomes have been developed in
response to this issue, Charmet et al. [12] conduct a thorough literature review on
the connection between cybersecurity and XAI. The explainability report details
the application of such methods to the evaluation of IDS models.

The model report clarifies whether the chosen model is suitable for the desired
task. In fact, we may want to assess a number of models for which we derive
the various performance measures. From these outcomes, we produce this report
with the aim of demonstrating the effectiveness of the employed algorithms. This
report allows us to modify the model library’s list of models so that we only keep
the most effective ones in an evolutionary approach.

In conclusion, the framework provides instructions for developing the assess-
ment environment and procedure. Some of the activities are loops that enable the
improvement of various evaluation components, such as the dataset and model
selection, at each iteration.
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4.5 Qualitative Assessment of the Proposed Framework.

Reference Properties Dataset Construction Dataset Evaluation Refinement Domain Specific Metrics Analysis

Our proposal ✓ ✓ ✓ ✓ ✓ ✓

[30] ✓ ✓ ✓

[26] Partially Partially

[8] Partially Partially

[10] Partially ✓

Table 2: Comparison of our framework with other evaluation methods

We outlined current issues with IDS assessment in Section 1 in addition to the
fact that many relatively recent works still use outdated evaluation environ-
ments. The approaches are obsolete and not designed for the assessment of ML
models. In Section 3, we looked for some unique assessment techniques in various
intrusion detection proposals. In this section, we offer a qualitative assessment
of our suggested framework by contrasting our procedures with those used by
other researchers in the literature.

Here, we contrast our suggestion with the articles listed in the section 2. The
discrepancies between our proposal and the current methodologies are clearly
shown in Table 2, where many of the elements in our framework are either
partially or missing. Indeed, the various evaluation techniques do only consider
one aspect at a time. For instance, Cardenas et al. [10], and Milenkoski [30]
recommend using domain-specific metrics, yet do not recommend studying the
model explicability, or evaluating the dataset itself, two features we include in
our framework.

5 Conclusion

We observed that relatively few evaluation techniques in the literature include
all required elements for a thorough evaluation of ML-based intrusion detection
systems, including in particular: dataset evaluation, explainability, etc. As a
result, we propose a methodological framework to assess ML-based IDS in a
systematic manner. Our framework is constructed as follows: The framework’s
first module outlines the various properties that we wish to assess, and it links to
the metrics and datasets modules. In our framework, we take into account that
the metrics and dataset are defined depending on the property to be evaluated.
Given that both components are crucial to the assessment process, the metrics
module and the dataset module are connected to the last module, the evaluation
module. Some of our modules include loops that can be used for fine-tuning
specific assessment processes in future iterations of the evaluation.
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Our framework paves the way for future research developments, including
1. actually implementing the framework, 2. formalizing the evaluation part of
the framework, and 3. construct a benchmark to evaluate and compare various
ML-based intrusion detection systems.
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