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ABSTRACT

This paper presents a novel unrolled optimization method to reconstruct a dense light field from a focal stack containing only very few images captured with different focus. The proposed unrolled method first reconstructs Fourier Disparity Layers (FDL) from which all the light field viewpoints can then be computed. By recovering details in regions that are out-of-focus in all the captured images, the produced FDL model is also suitable for post-capture scene refocusing from a sparse focal stack. Solving the optimization problem in the FDL domain allows us to derive a closed-form expression of the data-fit term of the inverse problem. We show that the proposed framework outperforms state-of-the-art methods from focal stack measurements for both light field reconstruction and image refocusing.

Index Terms— Unrolled optimization, Fourier Disparity Layers, Light field, Reconstruction, Refocusing.

1. INTRODUCTION

In a conventional camera, each sensor element sums all the light rays emitted by one point over the lens aperture. In contrary, light field cameras aim at capturing the radiance of every ray light, at every position \((x, y, z)\), in every direction \((\theta, \phi)\), for every wavelength \(\lambda\) at any time \(t\), thus enabling functionalities useful for computer vision applications such as post-capture scene refocusing [1], synthetic aperture imaging [2], depth estimation [3]. Camera designs have been proposed to capture light fields on 2D sensors. Plenoptic cameras are based on an array of microlenses placed in front of the photosensor to separate the light rays striking each microlens into a small image on the photosensors pixels [4], however at the cost of sacrificing the spatial resolution for the angular resolution. More recent designs consider coded masks to modulate 4D light fields into 2D projections captured by 2D digital camera sensors [5–7]. An alternative which does not require hardware modifications to conventional cameras consists in capturing a focal stack, i.e. several images of the scene with different focus, in order to reconstruct a light field. However, existing reconstruction methods in [8, 9] typically require focal stacks with dense sampling in the focus dimension, so that the details can be retrieved at every depth in the scene. Hence, many shots are needed in the capture process.

The problem of reconstructing a light field from a focal stack with only a few shots can be seen as a form of compressive sensing, hence posed as an inverse problem. A common strategy to deal with ill-posed image inverse problems consists in introducing image priors as regularization terms in optimization methods. While traditional approaches consider hand-crafted priors such as total variation, significant advances have been achieved thanks to the introduction of learned priors. Unrolled iterative algorithms have emerged as a way to learn an optimized task-specific image prior within an iterative algorithm. Many iterative algorithms have been unrolled and have achieved state-of-the-art results for several image inverse problems [10–12]. Unrolled approaches have been recently introduced in light field reconstruction from coded projections [13]. While iterative algorithms for light field reconstruction from focal stack measurements have been designed [9, 14–18], they mostly use handcrafted priors, such as total variation, to regularize [9].

Fourier Disparity Layers (FDL) [18] have been introduced as compact representations of scenes, which sample the light fields in the depth dimension by decomposing the scene as a discrete sum of layers in the Fourier domain, hence the name Fourier Disparity Layers. Each layer corresponds to a specific disparity value, and is computed, from input views or focal stack images, by solving an optimization problem using a regularized least square regression in the frequency domain. The authors in [18] use a Tikhonov regularization.

In this paper, we address the problem of light field reconstruction and image refocusing from a small set of focal stack images. The problem is solved in the FDL domain, which allows us to derive a closed-form solution for the data-term of the cost function to be minimized. We present an unrolled Alternating Direction Method of Multipliers (ADMM) with a deep prior designed for the optimization of Fourier Disparity Layers. We show that the method outperforms state-of-the-art methods from focal stack measurements for light field reconstruction and image refocusing.

2. BACKGROUND

2.1. Iterative light field reconstruction from focal stacks

Iterative methods for light field reconstruction from focal stacks have been introduced, at first, without any image prior. Takahashi et al. [14] proposed an iterative method to construct a light field representation named “tensor-display” from a focal stack. The scene is decomposed in a few light-attenuating
2.2. Unrolled optimization algorithms with deep priors

Unrolled optimization methods have enabled major progress in the field of inverse problems. Considering an image $x$ to be reconstructed from measurements of the form $b = T(x)$ with a non-invertible measurement operator $T$, the reconstruction can be obtained as:

$$\hat{x} = \arg \min_x \|T(x) - b\|^2_2 + \lambda R(x), \quad (1)$$

where $R$ is a regularization function representing an image prior, and $\lambda$ controls the amount of regularization. Instead of using a hand-crafted prior, unrolled methods learn a prior so that it performs best within a given iterative algorithm and for a given task. For example, the ADMM algorithm solves the problem (1) by decoupling the data-fit term and the regularization term, and each iteration consists of the steps:

$$\hat{x}^{i+1} = \arg \min_x \frac{1}{2} \|T(x) - b\|^2_2 + \frac{\rho}{2} \|x - y^i + u^i\|^2_2, \quad (2)$$

$$y^{i+1} = \arg \min_y \frac{\rho}{2} \|y - (\hat{x}^{i+1} + u^i)\|^2_2 + \lambda \cdot R(y), \quad (3)$$

$$u^{i+1} = u^i + (\hat{x}^{i+1} - y^{i+1}), \quad (4)$$

where $\rho$ is a penalty parameter, $u$ is called the dual variable which is typically zero-initialized, and $y$ is an auxiliary variable with $y^0$ the initial image estimate. One can note that the sub-problem (3) performs Gaussian denoising of $(\hat{x}^{i+1} + u^i)$ assuming a noise variance $\lambda/\rho$ and under the prior defined by $R$. Hence, instead of learning $R$ directly, unrolled methods typically use a deep denoiser $D$ with trainable parameters $\theta$, and replace Eq. (3) with

$$y^{i+1} = D(\hat{x}^i + u^i | \theta).$$

$D$ can thus be trained so that unrolling a given number $N$ of ADMM iterations gives the estimate $\hat{x}^N$ that best reconstructs the ground truth $x$ for a training image dataset.

While we use the ADMM in this paper, unrolled optimization has been applied to several algorithms in the literature, e.g. the Iterative Shrinkage Thresholding Algorithm in [22], the ADMM in [23], the gradient descent in [10]. In the latter case, the learned network acts as the gradient of $R$ instead of a denoiser. Similarly, in the context of light field reconstruction from coded projections, the HQS algorithm has been unrolled in [13], introducing an efficient closed-form solution of the proximal operator of the data-fit term (Eq. (2)). In the next section, we present our unrolled ADMM approach in the FDL domain for light field reconstruction from focal stacks.

3. UNROLLED FOURIER DISPARITY LAYER OPTIMIZATION

3.1. Light field imaging model

Let us consider an input light field, represented by a 4D function $L(x, y, u, v)$ describing the radiance along rays, with the two-plane parameterization proposed in [24, 25]. The parameters $(u, v)$ denote the angular (view) coordinates and $(x, y)$ the spatial (pixel) coordinates. For notation simplicity and without loss of generality, we consider a 2D light field $L(x, u)$ with one angular dimension and one spatial dimension. Focal stack images taken at different focus can be seen as measurements of the light field to be reconstructed. Let a refocused light field $L^s$ be defined as $L^s(x, u) = L(x - us, u)$, with a refocus parameter $s$. A refocused image $I^s_{u_0}$, at position $u_0$ on the camera plane, is obtained by integrating the light rays over the angular dimension using the refocused light field and the aperture $\psi$:

$$I^s_{u_0}(x) = \int_{\mathbb{R}} L(x - us, u_0 + u)\psi(u)du. \quad (6)$$

3.2. Fourier Disparity Layers

The FDL model defined in [18] consists of a set of additive layers $L_k$, each associated to a disparity value $d_k$, where each layer mostly contains details in the regions of disparity $d_k$ in the scene. The FDL model is defined such that a sub-aperture view at angular coordinate $u_0$ is reconstructed by shifting each layer $L_k$ by $d_ku_0$, and by summing the shifted layers. More generally, a refocused view $I^s_{u_0}$ with an aperture $\psi$ and refocus parameter $s$ is obtained by further blurring each layer with the convolution kernel $\psi$ scaled by $(s - d_k)$, resulting in disparity-dependent blur (where regions of disparity $s$ remain in-focus). The Fourier Disparity Layers are thus well-designed for both light field reconstruction and image refocusing.

Since the shifting and convolution operations are equivalently performed in the Fourier domain as frequency-wise multiplications, the layers are more conveniently computed in the Fourier domain. The relationship between the FDL and the Fourier transform $I^s_{u_0}(\omega_x)$ of a refocused image $I^s_{u_0}(x)$ is established in [18] as:

$$\hat{I}^s_{u_0}(\omega_x) = \sum_k e^{2\pi i u_0 d_k \omega_x} \hat{\psi}(\omega_x (s - d_k)) \cdot \hat{L}_k(\omega_x). \quad (7)$$

Any refocused image $I^s_{u_0}(x)$ can thus be obtained by computing the inverse Fourier transform of $\hat{I}^s_{u_0}(\omega_x)$. 
3.3. FDL optimization

Let us consider an input focal stack containing images $I_j$, and $m$ and $n$ being respectively the number of captured focal stack images and the number of FDL layers. For each spatial frequency component $\omega_q$ of index $q$ in the discrete Fourier transform, we note $b_q \in \mathbb{C}^m$ a vector with $|b_q|^2 = I_j(\omega_q)$, $x_q \in \mathbb{C}^n$ a vector with $|x_q|^2 = \hat{L}^k(\omega_q)$, and $A_q \in \mathbb{C}^{m \times n}$ a matrix defined as follows:

$$[A_q]_{j,k} = e^{+2i\pi u_jd_k\omega_q}\psi_j(\omega_q(s_j - d_k)).$$  \hspace{1cm} (8)

Eq. (7) is thus reformulated as $A_q x_q = b_q$. Thus the construction of the FDL spatial frequencies $x_q$ from measurements $b_q$ is posed as a linear least squares optimization problem independently for each frequency component $\omega_q$. The matrices $A_q$ are usually ill-conditioned, making the latter optimization problem ill-posed. To reduce overfitting that may cause severe artifacts in the FDL, the authors in [18] include a Tikhonov regularization term, which results in the per-frequency minimization:

$$x_q = \arg \min_{x_q} \|A_q x_q - b_q\|^2_2 + \lambda \|\Gamma_q x_q\|^2_2,$$  \hspace{1cm} (9)

with $\Gamma$ being the Tikhonov matrix. A calibration method is also proposed in [18] to determine the angular coordinate $u_0$ of each input view and the disparity values $d_k$ of the layers. However, it only applies in the case of sub-aperture images as measurements. In this paper, we consider focal stacks where all the images are taken at the same angular coordinate $u_0 = 0$, and assuming a known focus parameter $s$ and aperture $\psi$. For the disparity values $d_k$ of the FDL model, we use uniformly sampled values over the disparity range of the scene. The calibration from focal stacks is left for future work.

3.4. Unrolled ADMM for FDL optimization

In contrast to the Tikhonov regularization in [18], we propose a deep prior, following the ADMM unrolling framework described in Section 2.2. In order to account for complex image statistics on the FDL model, we consider a regularization of the full layers, rather than a per-frequency regularization as in Eq. (9). Furthermore, since most neural networks on images operate on the pixel domain, we regularize the images obtained by inverse Fourier transform of the FDL layers. Let us define the matrix $X = [x_1 \ldots x_m]$ representing the full FDL as a concatenation of the column vectors $x_q$ for all the frequency components $\omega_q$ with $q \in [1 \ldots m]$. The regularized FDL reconstruction problem is then formulated as:

$$\hat{X} = \arg \min_X \left( \lambda \cdot R(\Phi^{-1} X^\top) + \sum_q \|A_q x_q - b_q\|^2_2 \right),$$  \hspace{1cm} (10)

where $\Phi^{-1}$ is the inverse 2D Fourier transform, applied to each FDL layer (i.e. columns of $X^\top$) to regularize the images in the pixel domain. The steps of the unrolled ADMM iteration in Eqs. (2), (5), (4), can then be written:

$$\hat{x}_q^{i+1} = \arg \min_x \frac{1}{2} \|A_q x - b_q\|^2_2 + \frac{\rho}{2} \|x - y_q^i + u_q^i\|^2_2,$$  \hspace{1cm} (11)

$$\hat{Y}^{i+1} = \Phi D(\Phi^{-1}(\hat{X}^{i+1} + U_i) | \theta)$$  \hspace{1cm} (12)

$$\hat{U}^{i+1} = U_i + (\hat{X}^{i+1} - \hat{Y}^{i+1}),$$  \hspace{1cm} (13)

where we note $\hat{X}^i = [\hat{x}_1^i \ldots \hat{x}_m^i]$ and $\hat{Y}^i = [\hat{y}_1^i \ldots \hat{y}_m^i]$. For the regularization, one can see in Eq. (12) that denoising can be applied in the pixel domain by performing inverse 2D Fourier transform of the denoiser’s input layers ($\hat{X}^{i+1} + U_i$), and reapplying 2D Fourier transform on the denoised output. Instead of using a pre-learned denoiser as in the Plug-and-Play approach [26, 27], the denoiser $D$ is here trained end-to-end within the unrolled algorithm to better train it for the task of FDL denoising. On the other hand, the data-fit subproblem in Eq. (11) can still be solved independently per-frequency component, and has a well-known closed form solution:

$$\hat{x}_q = (A_q^* A_q + \rho I)^{-1} (A_q^* b_q + \rho (y^i_q - u_q^i)),$$  \hspace{1cm} (14)

where $I$ is the identity matrix and $*$ is the Hermitian transpose operator. The proposed unrolled FDL optimization is illustrated in Fig. 1.

4. EXPERIMENTS

We assess our framework for both image refocusing and light field reconstruction tasks from focal stacks with few shots. We compare our performances against two state-of-the-art iterative methods: the Fourier Disparity Layers by Le Pendu et al. [18] and the TV regularized sparse light field reconstruction model based on guided-filtering recently proposed by Gao et al. [9]. We selected the latter method for our comparisons since their experiments [9] show a significant reconstruction quality improvement compared to other recent state-of-the-art iterative methods from focal stacks [16, 17, 19, 29].

We use the Stanford Lytro light field archive [30] and the Kalantarli dataset [28] as training datasets. Reconstruction performances are evaluated with the testing set of the Kalantarli dataset [28]. The input measurements consist of focal stacks with 2 or 3 images (i.e. shots) synthesized from ground truth views with the shift-and-add method [4] and with focus parameters $s$ covering the disparity range of the scene. As
Table 1: Light field views and post-capture refocused images reconstruction PSNR

<table>
<thead>
<tr>
<th>Number of measurements</th>
<th>2</th>
<th>Unrolled FDL</th>
<th>3</th>
<th>Unrolled FDL</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR (views)</td>
<td>33.71 dB</td>
<td>35.03 dB</td>
<td>39.51 dB</td>
<td>36.92 dB</td>
</tr>
<tr>
<td>PSNR (refocused images)</td>
<td>44.51 dB</td>
<td>46.25 dB</td>
<td>52.14 dB</td>
<td>52.80 dB</td>
</tr>
</tbody>
</table>

Fig. 2: Refocused images for the scene *Orchids* from the Kalantari dataset [28] using 2-shots, with the different methods. A portion of the error map, amplified with a factor of 10, is highlighted.

Fig. 3: Reconstructed central views for the light field *Buttercup* from the Kalantari dataset [28] using 2-shots, with the different methods. A portion of the error map, amplified with a factor of 10, is highlighted.

ground truth, we synthesized 11 refocused images for the image refocusing task, while a 5 × 5 angular resolution is considered for light field reconstruction. We used the DRUNet denoising architecture as in [26] for the denoiser $D$ in Eq. (12). A total of 30 FDL and 12 unrolled iterations have been used. The input of the denoiser in Eq. (12) is the concatenation of all the FDL layers in order to denoise them jointly. During training, we used a patch size of $64 \times 64$ with an additional padding of size 8. The network is trained for 600 epochs with a learning rate of $10^{-5}$ and a batch size of 1. The same trained network is used for both the light field reconstruction and the post-capture refocusing tasks, while the network has been retrained specifically for each number of measurements. The loss function $L$ used was the squared $\ell_2$-norm between the ground truth light field sub-aperture views $v_{gt}$ and the corresponding views $\hat{v}_\theta$ rendered from the FDL $\hat{X}_\theta^N$ reconstructed with N=12 iterations of unrolled ADMM:

$$L(\theta) = \| \hat{v}_\theta - v_{gt} \|^2_2$$ (15)

Table 1 gives the average PSNRs over the testing dataset for respectively the light field reconstruction and the image refocusing tasks. It shows that the proposed approach outperforms state-of-the-art methods for both tasks. Fig. 2 and Fig. 3 show respectively a refocused image and a reconstructed central view for each method. As illustrated in both figures, the unrolled FDL optimization method better reconstructs finer details compared to other approaches.

5. CONCLUSION

In this paper, we have presented an unrolled optimization method to optimize the Fourier Disparity Layer (FDL) representation of scenes with deep priors. The Alternating Direction Method of Multipliers (ADMM) optimization method is unrolled using a deep convolutional denoiser of FDL, where a closed-form solution of the proximal operator of the data-fit term is derived. Thanks to the capacity of deep networks to represent complex priors, the proposed approach significantly outperforms state-of-the-art methods for image refocusing and light field reconstruction from focal stacks with a few shots.

6. REFERENCES


