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Non-formality of Voronov’s Swiss-Cheese
operads

Najib Idrissi∗ Renato Vasconcellos Vieira†

September 2023

The Swiss-Cheese operads, which encode actions of algebras over the little n-
cubes operad on algebras over the little (n − 1)-cubes operad, comes in several
variants. We prove that the variant in which open operations must have at least
one open input is not formal in characteristic zero. This is slightly stronger than
earlier results of Livernet and Willwacher. The obstruction to formality that we
find lies in arity (2, 2n), rather than (2, 0) (Livernet) or (4, 0) (Willwacher).
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Introduction
The little cubes operads Cn (for n ≥ 1), introduced by Boardman–Vogt [BV68] and May
[May72], are topological operads that encode strongly homotopy commutative (up to degree
n) algebras. The space Cn(r) is composed of configurations of r rectilinear n-cubes embedded
in the unit n-cube, with pairwise disjoint interiors.

To prove his celebrated formality theorem, Kontsevich [Kon99, Kon03] used the Swiss-
Cheese operads SCn+1 of Voronov [Vor99], which encode central actions of Cn+1-algebras on
Cn-algebras. The space SCn+1(r, s) ⊆ Cn+1(r+s) consists of configurations of rectilinear cubes
of two different kinds: r “open” ones, whose bottom faces must be included in the bottom
face of the ambient cube; and s “closed” ones, which have no requirements. This operad was
e.g. used to define the generalized Hochschild complex of a Cn-algebra for n ≥ 2 [Kon99,
Definition 9].

A fundamental property of Cn is its formality, which is a notion originating from rational
homotopy theory [Sul77]. Briefly, an operad P is called formal over a field K if the dg-operad
C∗(P;K) is quasi-isomorphic to its homology H∗(P;K). It has been shown using several
different methods [Kon03, Tam03, Pet14, FW20, BH21] that Cn is formal over Q for any
n ≥ 2. In constrast, Cn is not formal as a (symmetric) operad over Fp for any prime p and
n ≥ 2 [CH18, Remark 6.9]. It is also not formal over F2 as a non-symmetric operad [Sal19].

The question of formality for the Swiss-Cheese operads is subtler. Voronov [Vor99] originally
defined an operad SCvor

n+1 ⊆ SCn+1 such that SCvor
n+1(0, s) is empty for all s ≥ 0, i.e., open

operations must have open inputs. Today, the Swiss-Cheese operad SCn+1 commonly allows
such operations, with SCn+1(0, s) = Cn+1(s). Roughly speaking, if SCvor

n+1 encodes a central
action A⊗B → B of a Cn+1-algebra A on a Cn−1-algebra B, the larger operad SCn+1 encodes
a central morphism f : A → B [HL12]. Given a central morphism, the action is given by
a · b := f(a)b. In the presence of units, f can be recovered from the action by f(a) := a · 1B.
The two notions are not equivalent in general.

Livernet [Liv15] proved, using the theory of operadic Massey products, that SCn+1 is not
formal over any field of characteristic different from 2. Willwacher [Wil17] proved that the
non-formality of SCn+1 is equivalent to the relative non-formality of the standard inclusion of
operads Cn−1 → Cn [TW18]. However, both proofs use the elements of the space SCn+1(0, s)
in an essential way and they thus cannot be applied to SCvor

n+1. Non-formality of SCn+1 does
not imply non-formality of its suboperad SCvor

n+1. We close this gap:

Theorem A. Voronov’s Swiss-Cheese operad SCvor
n+1 is not formal over any field of character-

istic different from 2 for any n ≥ 1.

Remark. The case n = 1 of Theorem A was proved in an appendix of the second-named
author’s PhD thesis [Vie18].
Remark. If n = 0, then SC1 is formal over any ring. We give a more detailed explanation in
Section 1.5.

The homotopy type of the Swiss-Cheese operad is of interest in deformation quantization
(see Kontsevich [Kon99]). To carry out such applications, it is important to obtain small
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combinatorial models (in the sense of rational homotopy theory) for the operads involved. Our
non-formality result implies that, even in the case of Voronov’s Swiss-Cheese operad, such
models must have a nontrivial differential. Some models are known for the full Swiss-Cheese
operad SCn+1 [Wil15, Idr17] and they can be truncated to give a model of SCvor

n+1. However,
it is conceivable that models of SCvor

n+1 that are simpler than these truncated models exist.
Our result (and the explicit bound on the arity of the obstruction, see below) shows that such
models cannot simpler starting at arity (2, 2n).

Proof strategy Our proof is similar in spirit to that of Livernet [Liv15], which uses the theory
of Massey products. These encode the idea that, when a product of three cohomology classes
xyz is zero in two different ways because xy = yz = 0, one may define some new class ⟨x, y, z⟩,
and it constitutes an obstruction to formality if nonzero. This theory has been extended by
Livernet to operads.

Figure 1: The path used in [Liv15] for n = 2. The hatched square is an open input.

Livernet then applied this criterion to H∗(SCn+1). Figure 1 illustrates that in an H∗(SC2)-
algebra (A,B, f) where A is an H∗(C2)-algebra, B is an H∗(C1)-algebra, and f : A → B is a
morphism, the map A ⊗ B → B, a ⊗ b 7→ f(a) · b is equal to a ⊗ b → b · f(a). It thus follows
that the map a1 ⊗ a2 7→ f(a)f(b) − f(b)f(a) vanishes in two different ways. The homotopies
that witness this vanishing glue to give a nontrivial homology class in H1(SC2(2, 0)), i.e., a
nonzero Massey product. The proof for higher n is similar (see [Liv15, Section 4]). Our goal,
in this paper, is to construct something analogous in the chain complex of SCvor

n+1.
The main hurdle we clear, in this paper, is the combinatorial difficulty of the proof. The

path illustrated in Figure 1 uses four affine paths to construct a half-circle in SC2(2, 0). More
generally, in SCn+1(2, 0), the nontrivial (n− 1)-sphere is constructed out of two hemispheres,
which are in turn constructed by gluing just four (n−1)-cubes. However, in SCvor

n+1, we cannot
use such simple paths: all the operations that we use must have at least one open input,
and as we compose them together, the number of inputs grows quickly. In order to handle the
induced complexity, we work by induction, starting with the proof of the non-formality of SCvor

2
(initially found in [Vie18]) which involves constructing a half-circle out of 2×4 affine paths (see
Figure 5, in which each path of the type β2

± is already a concatenation of two paths). Then, in
a given dimension n, we build an (n− 1)-sphere Sn−1 ⊂ SCvor

n+1(2, 2n) out of the (n− 2)-chains
constructed in SCvor

n−1(2, 2n−1) by composing them with affine paths. This allows us to express
the (n− 1)-sphere Sn−1 as the suspension of Sn−2.

The proof of Livernet [Liv15] shows that there is an obstruction to formality in SCn+1(2, 0) for
all n, while that of Willwacher [Wil17] finds one in SCn+1(4, 0) for all n. With our methods, the
obstruction to formality lives in SCvor

n+1(2, 2n). It would be an interesting question to determine
if an obstruction can be found in a lower-arity component of Voronov’s Swiss-Cheese operad,
or alternatively to question if some arity-truncation of SCvor

n+1 is formal.
In addition to the above combinatorial difficulty of the proof, we found that using cubical

chains (rather than the more commonly used simplicial chains) was beneficial. This leads to a
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couple of interesting questions about the homotopy theory of operads in cubical ω-groupoids,
detailed in Section 1.
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1 Background, conventions, and notation
Let us begin by recalling some background necessary for the statement and the proof of our
theorem. While we claim no originality in this section, we advise the reader that we introduce
several notation that will be used throughout the text.

Given an integer n ≥ 0, let [n] := {0, . . . , n} and n := {1, . . . , n}. We work in Top, the
category of topological spaces and continuous maps, and Ch(K) the category of nonnegatively
graded chain complexes over some fixed field K of characteristic different from 2.

1.1 Cubical homotopy theory
We will be working extensively with little cubes operads (see Section 1.3). The homology
classes that we will construct will thus be easier to describe using cubical chains, rather than
using the more common simplicial chains. We recall certain features (such as connections) that
are lesser known. See [BHS11] for a general reference.
Remark 1.1. Instead of using the standard unit k-cube [0, 1]k, we will use the k-cube I =
[−1, 1]k, as this will make all of our formulas much simpler. This, of course, makes no material
difference in what follows.

Definition 1.2. Given a topological space X, denote KkX = Map
(
[−1, 1]k, X

)
and let C ′

kX
be the K-space spanned by KkX. Given a basis element σ ∈ KkX and integers i ∈ k, j ∈ k + 1,
the faces d+

i σ, d
−
i σ ∈ C ′

k−1X and degeneracies sjσ ∈ C ′
k+1X are given by:

(d+
i σ)(t1, . . . , tk−1) = σ(t1, . . . , ti−1, 1, ti, . . . , tk); (1.3)

(d−
i σ)(t1, . . . , tk−1) = σ(t1, . . . , ti−1,−1, ti, . . . , tk); (1.4)

(sjσ)(t1, . . . , tk+1) = σ(t1, . . . , tj−1, tj+1, . . . , tk+1). (1.5)

Remark 1.6. The above operations satisfy obvious identities that are reminiscent of simplicial
identities. There is a general notion of cubical object, which specializes to cubical sets, cubical
K-spaces (the notion defined above), cubical topological spaces, and so on. The collection
{K•X} forms a cubical set, while C ′

•X form a cubical K-space.
The faces of a cube are often depicted pictorially as follows, for k = 1 or k = 2:

d−
1 σ d+

1 σ
σ∈C1X

d+
1 d

−
1 σ d+

1 d
+
1 σ

d−
1 d

−
1 σ d−

1 d
+
1 σ

d+
2 σ

d−
1 σ

d−
2 σ

σ ∈ C2X d+
1 σ
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Definition 1.7. Let CkX be the quotient of C ′
kX by degenerate cubes. The differential

d : CkX → Ck−1X is given by the signed sum of faces, d =
∑k
i=1(−1)i(d−

i − d
+
i ). We thus

obtain a complex, (C∗X, d), called the cubical singular chain complex of X. The homology of
this complex is denoted by H∗X = {HkX}k≥0, which we can also view as a chain complex
with vanishing differential.

Cubical singular homology coindices with simplicial singular homology [EM53a]. Cubical
homology has a great advantage over simplicial homology: the product of two cubes is a cube.
This implies, for example, that the cubical Eilenberg–Zilber map is an isomorphism, rather
than merely a homotopy equivalence. However, the Dold–Kan equivalence between chain
complexes and cubical abelian groups is missing [BHS11, Remark 14.8.3].

To recover the equivalence, one has to consider instead cubical abelian groups equipped with
connections, which generalize degeneracies (see [BHS11, Section 13.1]). A degenerate k-cube
sjσ can be thought of as a “thin cube” which is constant in the direction of the jth coordinate.
Connections provide other kinds of thin cubes. See Figure 2 for examples of thin squares
obtained from a segment.

σ(1) σ(1)

σ(−1) σ(−1)

σ(1)

σ

σ(−1)

s1σ σ

(a) Vertical thin square.

σ(−1) σ(1)

σ(−1) σ(1)

σ

σ(−1)

σ

s2σ σ(1)

(b) Horizontal thin square.

σ(1) σ(1)

σ(−1) σ(1)

σ(1)

σ

σ

Γ1σ σ(1)

(c) L-shaped thin square.

Figure 2: Examples of thin squares obtained from a one-dimensional segment.

Definition 1.8 ([BHS11, Definition 13.1.3]). A cubical object with connections is a cubical
object K• equipped with morphisms Γj : Kk−1 → Kk satisfying natural identities.

Example 1.9. Given a space X, the cubical set K•X has connections given by (for σ : [−1, 1]k →
X and j ∈ k):

(Γjσ)(t1, . . . , tk+1) := σ(t1, . . . , tj−1,max(tj , tj+1), tj+2, . . . , tk+1). (1.10)

We will not list every identity here, as they all come from the dual ones satisfied by the
prototypical example [−1, 1]•. The most important ones for us are:

d−
j Γjσ = d−

j Γj+1σ = σ; d+
j Γjσ = d+

j Γj+1σ = sjd
+
j σ; Γjsjσ = s2

jσ = sj+1sjσ. (1.11)

The last piece of data we will need is that of compositions.

Definition 1.12 ([BHS11, Definitions 13.1.7, 13.2.1]). A cubical ω-groupoid is a cubical object
with connections K• equipped with partial compositions +i : Kn ×Kn → Kn and inversions
−i : Kn → Kn such that x +i y is defined if d+

i x = d−
i y, which satisfy several compatibility

axioms, and such that each (Kn,+i,−i) defines a groupoid (with source and target maps sid+
i

and sid
−
i ).

5



Example 1.13 (Prototypical example). The cubical set K•X of a space X has compositions
and inversions given by (for d+

i a = d−
i b):

(a+i b)(t1, . . . , tn) :=
{
a(t1, . . . , 2ti + 1, . . . , tn), ti ≤ 0;
b(t1, . . . , 2ti − 1, . . . , tn), ti ≥ 0;

(1.14)

(−ia)(t1, . . . , tn) := a(t1, . . . ,−ti, . . . , tn). (1.15)

However, it does not define a strict groupoid, as a+i (−ia) is not equal to the unit.
Remark 1.16 (Consequence of [BHS11, Lemma 14.8.2]). In an abelian category (e.g. K-spaces),
a cubical object K• with connections is canonically an ω-groupoid, where (for a, b ∈ Kn such
that d+

i a = d−
i b =: x):

a+i b := a− six+ b, −ia := six− a. (1.17)

Theorem 1.18 (Immediate consequence of [BHS11, Theorem 14.8.1]). There is an equivalence
of categories between chain complexes and cubical ω-groupoids in K-spaces. The equivalence
K : Ch(K) ⇆ ωGpdK : N acts on objects by:

(KC)• := HomCh(K)
(
C∗([−1, 1]•), C

)
, (1.19)

(NK)∗ :=
(

(NK)n = Kn/
n∑
i=1

si(Kn−1), d =
n∑
i=1

(−1)i(d−
i − d

+
i )
)
. (1.20)

1.1.1 Some useful maps

Let us now define some maps between cubes that will prove useful in Section 4.

Definition 1.21. Let n ≥ 1 be an integer and S, T ⊆ n be subsets with S ∩T = ∅ and T ̸= ∅.
Let ΦS,T : [−1, 1]n → [−1, 1]n\T such that for t ∈ [−1, 1]n and j ∈ n \ T , we have:

ΦS,T (t)j :=
{

min(tj ,−max{ti | i ∈ T}), if j ∈ S;
max(tj ,−max{ti | i ∈ T}), if j ̸∈ S.

Example 1.22. Let n = 4, S = {1} and T = {2, 4}. Then we have:

Φ{1},{2,4}(t) =
(
min(t1,−max(t2, t4)) · max(t3,−max(t2, t4)) ·

)
.

The maps ΦS,T defined above are composites of cofaces, coconnections, and groupoids co-
operations, and the diagonal map ∆ : [−1, 1] → [−1, 1]2, t 7→ (t, t). The cubical analogue of
the Alexander–Whitney map △ : C∗(A• ×B•)→ C∗(A•)⊗C∗(B•) provides a cubical approx-
imation of the diagonal. We will not need its explicit formula, which can be found using the
technique of acyclic models (see [EM53a, EM53b, EZ53] where this is worked out for simpli-
cial sets). We can thus define operations induced (contravariantly) by ΦS,T on any cubical
ω-groupoid K•, replacing occurrences of the diagonal by △.

Convention 1.23. To ease notation, we will simply denote the above operations on a cubical
ω-groupoid K• by Kn−|T | → Kn, x 7→ xΦS,T , even though they are not literally obtained by
precomposition with ΦS,T in general.

The following maps will also be useful.
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Definition 1.24. Let n ≥ 1 be an integer. Let Ψn : [−1, 1]n+1 → [−1, 1]n such that for
t ∈ [−1, 1]n+1 and j ∈ n we have:

Ψn(t)j :=
{
tj , if j < n;
min(tn, tn+1) if j = n.

Note that if X is a topological space and σ ∈ KnX, then σΨn = −n−n+1Γn(−nσ) can be
expressed in terms of cubical ω-groupoid operations. The operation Kn → Kn+1, x 7→ xΨn

thus makes sense in any cubical ω-groupoid K•, just like in Convention 1.23.

Remark 1.25. We insist that our operations can be defined in arbitrary cubical ω-groupoids as
we will to apply them to arbitrary cofibrant operads in Sections 2.2, 3.2, and 4.2.

1.2 Relative operads
We refer to Loday–Vallette [LV12] and Fresse [Fre17a, Part I(a)] for background on operads.
Usually, a (symmetric) operad P is indexed by integers (P = {P(k)}k≥0) and acted upon
by symmetric groups Σk ↷ P(k). We will mainly use an equivalent point of view where an
operad is indexed by arbitrary finite sets (P = {P(A)}A: finite set) and acted upon by bijection
of finite sets. The two points of view are equivalent: given an operad indexed by finite sets,
we simply define P(k) := P(k), where k = {1, . . . , k}. We will also work with colored operads,
that is, operads where the inputs and the output of an operation are decorated by a color, and
where composition is possible only if the colors match. We will only considers colored operads
of a special kind, called relative operads [Vor99] or Swiss-Cheese type operads [Wil16]. For
such an operad Q, there are two colors, called respectively “open” (denoted by o) and “closed”
(denoted by c). An operation with a closed output may only have closed inputs, while an
operad with an open input may have closed and open inputs. The spaces of operations with
a closed output Qc = {Qc(A)}A thus form an ordinary operad. The spaces of operations with
an open output are denoted Qo = {Qo(A)}A.

Convention 1.26. Given a unicolored operad P, we will call a colored operad Q such that
Qc = P a relative P-operad. Its components will be denoted Q(A) := Qo(A) for a bicolored
set A.

The above convention follows the terminology of Voronov [Vor99]. We will work heavily with
a subset of operations in relative operads for which it will be useful to have coherent notation:

Convention 1.27. Let us denote a set with two open-colored elements and its Cartesian
powers by:

± := {+,−}, (1.28)
±l := {⋆1 · · · ⋆l | ⋆i ∈ ±}. (1.29)

In other words, we view elements of ±l as strings of signs, without parentheses around them
or commas between them. We also write the unique element of ±0 as:

o ∈ ±0. (1.30)

Remark 1.31. If an element ⋆ ∈ ± appears in an arithmetic computation, then we take the
convention that + has the value +1 and − has the value −1. For example, ⋆+1

2 is equal to 1
if ⋆ = + and 0 otherwise.
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Convention 1.32. Let Q be a relative operad. For integers k, l ≥ 0, we will write

Q(k,±l) := Q({c1, . . . , ck},±l), (1.33)

where c1, . . . , ck are closed-colored and the elements of ±l are open-colored. If k = 1, we will
allow ourselves the notational convenience of writing c := c1.

1.2.1 Cubical operads

Both functors N and K of the cubical Dold–Kan equivalence (Theorem 1.18) and the counit
NK(X) → X are (lax) monoidal. The unit K• → KN(K•), however, is not monoidal. The
adjunction thus does not readily induce an equivalence of category between dg-K-operads and
operads in cubical K-linear ω-groupoids. However, we can use a result of Schwede–Shipley
[SS03] to upgrade the cubical Dold–Kan equivalence for operads:

Corollary 1.34 (of [SS03, Theorem 6.5]). There exists a Quillen equivalence between relative
dg-K-operads and relative operads in cubical K-linear ω-groupoids, whose right adjoint is given
by applying the normalized chains functor N : ωGpdK → Ch(K) arity wise.

Proof. Relative operads can be described as monoids in the category of pairs of symmet-
ric/bisymmetric collections (P(A),Q(B))A,B (with A ranging over finite sets and B over finite,
bicolored sets) with respect to the plethysm monoidal product. Just like in [SS03, Section 4.2],
we can apply [SS03, Theorem 3.12, part 3] to immediately obtain that the functor induced by
N from relative dg-K-operads to relative operads in cubical K-linear ω-groupoids fits into a
Quillen equivalence of models categories.

We will require the following construction on certain elements of an operad of cubical chains
over a topological operad:

Definition 1.35. Let P be a topological operad. For chains

x̄ ∈ Cm+1P(A), ȳ ∈
∏
ACna+1P(Ba),

let

k = m+
∑
A n

a, ∆(x̄(ȳa)) ∈ Ck+1P(
∐
AB

a)

such that for t ∈ [−1, 1]m⊔(
∐

A
na)⊔{k+1} we have

∆(x̄(ȳa))(t) = x̄(prm t, tk+1)(ȳa(prna t, tk+1)).

If we further have z̄ ∈
∏∐

A
Ba Cpab+1P(Cab) then let:

∆(x̄(ȳa(z̄ab))) := ∆(∆(x̄(ȳa))(z̄ab)) = ∆(x̄(∆(ȳa(z̄ab)))).

This construction is extended to operads in cubical ω-groupoids using the cubical analogue of
the Alexander–Whitney map.

8



1.3 The little cubes and Swiss-Cheese operads
Let us fix some dimension n ≥ 1 throughout the paper. In what follows, we are going to
consider Voronov’s Swiss-Cheese operad, denoted by SCvor

n+1 [Vor99]. Let us briefly recall its
construction. We first define the little (n+ 1)-cubes operad, denoted Cn+1.
Remark 1.36. Since the first coordinate will be distinguished to define the Swiss-Cheese operad,
we will view elements of [−1, 1]n+1 as being indexed by [n] = {0, . . . , n}, with the convention
that 0 is distinguished.

Definition 1.37. For two points x, x′ ∈ [−1, 1]n+1 satisfying xi < x′
i for all i ∈ [n], denote the

cuboid with lower-left corner x and upper-right corner x′ by:

C(x;x′) := {y ∈ [−1, 1]n+1 | ∀i ∈ [n], xi ≤ yi ≤ x′
i}.

Definition 1.38. Let A be a finite set. The component of the little (n+1)-cubes operad indexed
by A, denoted Cn+1(A), is the collection of A-tuples of pairs of points x = {x(a);x′(a)}a∈A in
([−1, 1]n+1)A⊔A, satisfying the following conditions:

• For all a ∈ A and i ∈ [n], we have x(a)i < x′(a)i;

• For all a ̸= b ∈ A, the cubes C(x(a);x′(a)) and C(x(b);x′(b)) have disjoint interiors.

We can view a pair (x(a), x′(a)) as a rectilinear embedding [−1, 1]n+1 ↪→ [−1, 1]n+1 defined by
the inclusion C(x(a), x′(a)) ⊆ [−1, 1]n+1. Operadic composition is defined by composition of
embeddings (see Figure 3).

◦2 =

Figure 3: Operadic composition in C2.

We consider the version of the Swiss-Cheese operad defined by Voronov [Vor99] as follows.

Definition 1.39. Let n ≥ 2 be an integer and let A be a finite set whose elements are decorated
either by the open or the closed color. The Swiss-Cheese operad SCvor

n+1 is the relative operad
defined by (where A is a bicolored set and Ā is its underlying set):

• The space of operations with a closed output, (SCvor
n+1)c(A), is equal to Cn+1(A) if all the

inputs in A are closed, and it is empty otherwise.

• The space of operations with an open output, (SCvor
n+1)o(A), is empty if A only contains

closed inputs.

• Otherwise, if A contains at least one open input, then (SCvor
n+1)o(A) is given by the

elements {x(a);x′(a)} ∈ Cn(Ā) such that for each a ∈ A the “lower-left corner” x(a)
belongs to the ambient n-cube [0, 1]× [−1, 1]n. If a ∈ A is open then x(a) belongs to the
face {0} × [−1, 1]n.

The composition in SCvor
n+1 is induced by that of Cn+1.
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Following Convention 1.26, given a bicolored set A we will simply write Cn+1(A) instead of
(SCvor

n+1)c(A) and SCvor
n+1(A) instead of (SCvor

n+1)o(A) when no confusion can arise.
Remark 1.40. We are forbidding operations with no open inputs, like in the original paper of
Voronov [Vor99]. There is a different version of the Swiss-Cheese operad, denoted SCn+1, that
includes these operations. This operad has been studied elsewhere (see the next section) and
is now usually called the Swiss-Cheese operad.

Convention 1.41. For notational convenience, we will generally denote an element x ∈
SCn+1({c1, . . . , ck}, {o1, . . . , ol}) under the form:

x =



[x0(c1), x′
0(c1)]× · · · × [xn(c1), x′

n(c1)] (c1)
. . .

[x0(ck), x′
0(ck)]× · · · × [xn(ck), x′

n(ck)] (ck)
[x0(o1), x′

0(o1)]× · · · × [xn(o1), x′
n(o1)] (o1)

. . .

[x0(ol), x′
0(ol)]× · · · × [xn(ol), x′

n(ol)] (ol),

(1.42)

where xi(. . . ), x′
i(. . . ) ∈ [−1, 1] are the endpoints of the intervals that make up the cubes

x(c1), . . . , x(ck), x(o1), . . . , x(ol).

1.4 Turning squares into cubes
There are several possible ways of embeddings the little squares operad C2 inside the little
cubes operad C3. The classical inclusion ι20 : C2 → C3 sends a configuration of squares to a
configuration of cubes of height 2. In other words, given a configuration x =

{
[x0(a), x′

0(a)]×
[x1(a), x′

1(a)]
}
a∈A ∈ C2(A), we apply the following map to each element of x:

ι20
(
[x0(a), x′

0(a)]× [x1(a), x′
1(a)]

)
:= [−1, 1]× [x0(a), x′

0(a)]× [x1(a), x′
1(a)]. (1.43)

(a) x ∈ C2(2) (b) ι20x ∈ C3(2) (c) ι21x ∈ C3(2) (d) ι22x ∈ C3(2)

Figure 4: The three inclusions C2 → C3.

This procedure is illustrated in Figure 4. However, when dealing with (cube-based) Swiss-
Cheese operads, there are two other embeddings that are meaningful to consider. These two
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embeddings are defined similarly to ι20 above, except that their images consist in configuration
of cubes of width (resp. depth) 2, rather than height 2. In order to have coherent notation
with the next section, let us introduce the following definition.

Definition 1.44. Let x = {[x0(a), x′
0(a)] × [x1(a), x′

1(a)]}a∈A ∈ C2(A) be a configuration of
squares for some finite set A. Define two elements ι21x, ι22x ∈ C3(A) by applying these two maps
to each cube in x (see Figure 4):

ι21
(
[x0(a), x′

0(a)]× [x1(a), x′
1(a)]

)
:= [x0(a), x′

0(a)]× [−1, 1]× [x1(a), x′
1(a)]. (1.45)

ι22
(
[x0(a), x′

0(a)]× [x1(a), x′
1(a)]

)
:= [x0(a), x′

0(a)]× [x1(a), x′
1(a)]× [−1, 1], (1.46)

In the previous definition, the superscripts refer to the dimension of the cubes in the target
operad, and the subscripts refer to the positions at which the square is widened. More generally,
let us define the following inclusions. Since we will never need the case 0 ∈ S, we will omit it
to avoid certain complications.

Definition 1.47. Let 1 ≤ k ≤ n be integers and S = {s1 < · · · < sk} ⊆ n. Consider the
complement Sc = n \ S = {u1 < · · · < un−k}. Let x =

{∏
i[xi(a), x′

i(a)]
}
a∈A ∈ Cn−k+1(A) be a

configuration of (n− k + 1)-cubes for some finite set A. Let us define a new element:

ιnSx = ιn{s1,...,sk}x ∈ Cn+1(A) (1.48)

by, for all a ∈ A,

(ιnSx)(a) := [x0(a), x′
0(a)]×

n∏
j=1

[yj(a), y′
j(a)], (1.49)

where:

yj(a) =
{
xi(a), if ∃i s.t. ui = j;
−1, if ∃i s.t. si = j.

y′
j(a) =

{
x′
i(a), if ∃i s.t. ui = j;

1, if ∃i s.t. si = j.
(1.50)

Remark 1.51. Recall the maps ι2i defined at the beginning of the section. We obviously have
ι2i = ι2{i} for i ∈ {1, 2}.

The proof of the following proposition is straightforward.

Proposition 1.52. The map ιnS : Cn−|S|+1 → Cn+1, for S ⊆ n, is an inclusion of operads and
restricts to an inclusion of operads SCvor

n−|S|+1 → SC
vor
n+1.

We will use the following convention about composition of operations that will prove useful in
Sections 3 and 4. Its main interest is that it avoids the search for the appropriate permutation
of inputs that yield the correct operations.

Convention 1.53. Let n ≥ 0 be an integer, S, T ⊆ n be two disjoint sets, with S = {s1 <
· · · < sk} and T = {t1 < · · · < tl}. Suppose that we are given an operation x ∈ SCvor

|S|+1(C,±S)
for some set of closed inputs C, and operations y⋆ ∈ SCvor

|T |+1(C⋆,±T ) for all ⋆ ∈ ±|S|. Then
we will view the operation ιnn\Sx⃝⋆∈±|S| ιnn\T y⋆ as an element of the following space:

ιnn\Sx ⃝
⋆∈±|S|

ιnn\T y⋆ ∈ SC
vor
n+1

(
C ⊔

⊔
⋆∈±S

C⋆, ±S⊔T ), (1.54)

by declaring that the input indexed by ⋆′ = ⋆′
t1 · · · ⋆

′
tl

in y⋆, where ⋆ = ⋆1 · · · ⋆k, becomes
indexed by the concatenation ⋆⋆′ reordered such that the indices si, tj appear in their natural
order in S ⊔ T ⊆ n.
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We may think of the decorations as “bubbling up” and being distributed to the indices of
the open inputs y∗. While this convention may appear opaque at first, it greatly simplifies
formulas. Let us illustrate it with an example. Since closed inputs are not relevant in the
discussion, we will consider operation without any closed inputs.
Example 1.55. Let n = 5, S = {1, 4}, and T = {2}. Let x ∈ SCvor

3 (∅,±{1,4}) and, for all
⋆ ∈ ±{1,4}, let y⋆ ∈ SCvor

2 (∅,±{2}). Then we consider the colors of the composition:

ι5{2,3,5}x ⃝
⋆∈±S

ι5{1,3,4,5}y⋆ ∈ SC
vor
6 (∅,±{1,2,4})

to be defined as in the following illustration. We circle the signs coming from x while we write
those coming from y inside squares to distinguish them.

ι5{2,3,5}x

⊕⊕ ⊕⊖ ⊖⊕ ⊖⊖

◦
(
ι5{1,3,4,5}y++

⊞ ⊟

, ι5{1,3,4,5}y+−

⊞ ⊟

, ι5{1,3,4,5}y−+

⊞ ⊟

, ι5{1,3,4,5}y−−

⊞ ⊟

)

= ι5{2,3,5}x

ι5{1,3,4,5}y++

⊕⊞⊕ ⊕⊟⊕

ι5{1,3,4,5}y+−

⊕⊞⊖ ⊕⊟⊖

ι5{1,3,4,5}y−+

⊖⊞⊕ ⊖⊟⊕

ι5{1,3,4,5}y−−

⊖⊞⊖ ⊖⊟⊖

.

1.5 Formality and non-formality
Our aim in this paper is to establish the non-formality of Voronov’s Swiss-Cheese operad
SCvor

n+1. Let us briefly recall this notion and earlier results about the (non-)formality of the
little cubes and Swiss-Cheese operads.

First, let us note that the functors C∗ and H∗ are lax-monoidal using the Künneth maps.
It thus follows that given a (possibly colored) topological operad P, the collections C∗P =
{C∗(P(A))} and H∗P = {H∗(P(A))} form operads in chain complexes.

Definition 1.56. A topological operad P is (stably) formal (over K) if C∗P and H∗P are
quasi-isomorphic, i.e., if there exists a zigzag of morphisms of dg-operads which are quasi-
isomorphisms in every arity:

C∗P
∼←− Q1

∼−→ . . .
∼←− Qk

∼−→ H∗P.

Remark 1.57. The terminology comes from [LV14, Theorem 1.1]. If K = Q, then there is a
stronger notion of formality that require the Hopf cooperad given by the cohomology of P
to be a rational model of P (see e.g. [Fre17b, Part II(b)] for background). Strong formality
implies stable formality. In the sequel, we are going to drop the adverb “stably” as we are only
ever going to talk about stable formality.
Remark 1.58. Using arguments from model category theory, an operad P is formal if and only
if there exists a span C∗P

∼←− Q ∼−→ H∗P (see e.g. [Hir03]).
Several (non-)formality results are known about the little cubes operads and its cousins:
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• If n = 1, then the question of formality becomes much simpler. The little intervals operad
C1 is formal over any ring. As a topological operad, it is weakly equivalent to the (discrete)
operad of associative algebras Ass = {Σr}r≥0, with a direct map C1 → Ass = π0C1.

• The Swiss-Cheese operad SC1 is thus also formal over any ring. There is again a direct
map SC1 → π0SC1 which is a weak homotopy equivalence.

• The little cubes operad Cn is formal over Q [Kon99, Tam03, LV14] for every n. It is
however not formal over a field of positive characteristic, simply because C∗Cn(p) is not
formal as a Σp-dg-module. For n = 2, it is also known to not be formal even if one forgets
the action of the symmetric group (Salvatore [Sal19]).

• There is an obvious inclusion of operads Cn ↪→ Cn+k for k ≥ 0. Definition 1.56 easily
generalizes to the definition of a formal morphism of operads (see e.g. [LV14, Defini-
tion 1.3]). The inclusion Cn ↪→ Cn+k is only formal over Q if k ̸= 1, see [LV14, Theo-
rem 1.4] and [TW18, FW20]. This is related to the formality of the Swiss-Cheese operad
(see the next point).

• The larger version of the Swiss-Cheese operad SCn+1 that allows operation without open
inputs (see Remark 1.40) is already known not to be formal for n ≥ 2. This was shown
by Livernet [Liv15] in characteristic different from 2, and it was shown by Willwacher
[Wil17] over Q (by proving that it is equivalent to the (non-)formality for Cn−1 → Cn).
However, both proofs make a crucial use of the operations without open inputs, so they
do not settle the formality of SCvor

n+1. Our proof is inspired by Livernet’s proof for n = 2.

2 Non-formality in dimension 2
In this section, we record the proof of the non-formality of Voronov’s Swiss-Cheese operad
SCvor

2 that can be found in the second-named author’s thesis [Vie18].

2.1 Definition of the basic paths
Let us start by defining some basic elements of the chain complex of SCvor

2 . The elements will
all be paths, that can then be viewed as 1-chains. Recall Convention 1.32 about the notation
for relative operads, that we will apply to SCvor

2 .

Definition 2.1. The product µ1 and the action α1 are defined by:

µ1 =
{

[0, 1]× [−1, 0] (−)
[0, 1]× [0, 1] (+)

= ∈ C0(SCvor
2 (0,±)),

α1 =
{

[1/2, 1]× [−1, 1] (c)
[0, 1/2]× [−1, 1] (o)

= ∈ C0(SCvor
2 (1,±0)).

Recall that we use cubical chains (see Section 1) and that 1-chains of a space X are linear
combinations of paths [−1, 1] → X. We will now define two paths in SCvor

2 (1,±) that will be
essential to produce the obstruction to formality.
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Definition 2.2. The paths β1
+ and β1

− in C1(SCvor
2 (1,±)) are defined by (for −1 ≤ t ≤ 1):

β1
+(t) :=


[1/2, 1]× [min(t, 0), 1] (c)[
0,max(1+t

2 , 1/2)
]
× [0, 1] (−)

[0, 1/2]× [−1, 0] (+)

β1
+ = ∈ C1(SCvor

2 (1,±)),

β1
−(t) :=


[1/2, 1]× [−1,max(0,−t)] (c)
[0, 1/2]× [−1, 0] (−)[
0,max(1+t

2 , 1/2)
]
× [0, 1] (+)

β1
− = ∈ C1(SCvor

2 (1,±)).

Remark 2.3. For ⋆ ∈ ± we have that:

d−
1 β

1
⋆ = α1 ◦o µ1 d+

1 β
1
⋆ = µ1 ◦⋆ α1

Remark 2.4. In Remark 3.10, we will give a more condensed definition of β1
+ and β1

− that lends
itself to generalization in higher dimension.

Definition 2.5. The 1-chain η1
+ ∈ C1(SCvor

2 (2,±)) is defined by:

η1
+ := −β1

+ ◦− α1 − α1 ◦o β1
− + α1 ◦o β1

+ + β1
− ◦+ α1.

We further set η1 := η1
+ · (1 + (c1c2)) ∈ C1(SCvor

2 (2,±)).

Note that despite being defined as a chain, η1 is the concatenation of eight paths with
compatible endpoints.

−α1◦oβ1
− α1◦oβ1

+

β1
−◦+α1−β1

+◦−α1

−β1
+◦−α1·(c1c2)β1

−◦+α1·(c1c2)

α1◦oβ1
+·(c1c2) −α1◦oβ1

−·(c1c2)

Graphically, the path η1
+ can be represented by Figure 5.

Lemma 2.6. The path η1 is closed, and thus dη1 = 0 in the chain complex of SCvor
2 (2,±).

Proof. This follows directly from Remark 2.3.

It is not hard to see that the above closed path is related to the “loop” ℓ1 in C2(2):
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Figure 5: The 1-chain η1
+ ∈ C1SCvor

2 (2,±).

Definition 2.7. The path ℓ1+ ∈ C1C2(2) is defined as

ℓ1+(t) :=
{[1− |2t|

4 ,
3− |2t|

4
]
×
[−1− 2t

4 ,
1− 2t

4
]
,

[−3 + |2t|
4 ,

−1 + |2t|
4

]
×
[−1 + 2t

4 ,
1 + 2t

4
]}

We set ℓ1 := ℓ1+ · (1 + (c1c2)).

Remark 2.8. For t = ±1 we have ℓ1+(t) = (ℓ1+ · (c1c2))(−t), so ℓ1 is closed.

Lemma 2.9. The chains η1 and α1(ℓ1, µ1) are homologous, i.e.,

∃γ1 ∈ C2(SCvor
2 (2,±)) such that dγ1 = η1 − α1(ℓ1, µ1)

Proof. We may define, by abuse of notation, the function

η1
+ : [−1, 1]→ SCvor

2 (2,±)

η1
+(t) :=


α1 ◦o β1

sgn(t)(sgn(t)6t− 1), |t| ≤ 1/3;
β1

− sgn(t)(sgn(t)6t− 3) ◦sgn(t) α
1, 1/3 ≤ |t| ≤ 2/3;

µ1
{
◦− sgn(t)α

1

◦sgn(t)α
1 , 2/3 ≤ |t|.

Due to the equations in Remark 2.3 the image of the points where this formula is ambiguous,
i.e. the integer multiples of 1

3 , are uniquely determined when we extend by continuity on the
unambiguous points. This function, as a chain, is homologous to our previous definition.

Let γ1
+ ∈ C2(SCvor

2 (2,±)) be defined as

γ1
+(t)ci

:= min(1, 1− t2)ηn+(t1)ci + max(0, t2)α1(ℓ1+(t1), µ1),

γ1
+(t)⋆ := max(−t2, 0)η1

+(t1)⋆ +
[
0, t2 + 1

4

]
×
[
⋆− 1

2 ,
⋆+ 1

2

]
,

for ⋆ ∈ ± and i ∈ 2. The following conditions guarantee that for all t ∈ [−1, 1]2 the cubes in the
configurations γ1

+(t) have pairwise disjoint interiors, and so are indeed elements of SCvor(2,±):

1. In the first half of the homotopy the closed cubes stay constant and all open cubes are
deformed in the first coordinate so that halfway through the homotopy they are separated
from the closed cubes by the hyperplane {1

4} × [−1, 1];

2. If t ∈
[
−1

2 ,
1
2

]
then η1

+(t)c1 and η1
+(t)c2 are separated by

{
1
2

}
× [−1, 1];
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3. If t ∈
[
−1

2 ,
1
2

]
then α1(ℓ1+, µ1)(t)c1 and α1(ℓ1+, µ1)(t)c2 are separated by

{
3
4

}
× [−1, 1];

4. If |t| ≥ 1
2 then η1

+(t)c1 and α1(ℓ1+, µ1)(t)c1 are in the same side of the line [0, 1]×{0}, and
η1

+(t)c2 and α1(ℓ1+, µ1)(t)c2 are in the other.

Note that
d−

2 γ
1
+ = η1

+, d+
2 γ

1
+ = α1(ℓ1+, µ1).

By construction for all t ∈ {−1, 1} × [−1, 1] we have γ1
+(t) = γ1

+(−t1, t2) · (c1c2), so for γ1 :=
γ1

+ + γ1
+ · (c1c2) we have

dγ1 = −d−
1 γ

1 + d+
1 γ

1 + d−
2 γ

1 − d+
2 γ

1 = η1 − α1(ℓ1, µ1)

2.2 Proof of the non-formality of SCvor
2

The chain η1 defined above gives rise to something similar to a nonzero type-II Massey product
⟨µ2;α2, α2⟩II ·(1+(c1c2)) with the notation of [Liv15]. Note however that, due to the symmetric
group actions appearing outside of the Massey product, it seems that this does not define a
Massey product in the proper sense. Nevertheless, the proofs of Livernet [Liv15] still work
with slight adaptations and we obtain:

Lemma 2.10 ([Vie18, Appendix A]). If

µ̂1 ∈ C0(SCvor
2 (0,±)), α̂1 ∈ C0(SCvor

2 (1, 1)), ℓ̂1 ∈ C1(C2(2)),
µ̄1 ∈ C1(SCvor

2 (0,±)) ᾱ1 ∈ C1(SCvor
2 (1, 1)), ℓ̄1 ∈ C2(C2(2))

are such that

µ̂1 = µ1 + dµ̄1, α̂1 = α1 + dᾱ1, ℓ̂1 = ℓ1 + dℓ̄1,

then there are chains

β̂1
−, β̂

1
+ ∈ C1(SCvor

2 (1,±)), γ̂1 ∈ C2(SCvor
2 (2,±))

such that, for η̂1 ∈ C1(SCvor
2 (2,±)) defined from the β̂1

⋆ and α̂1 as in definition 2.5, we have

dβ̂1
⋆ = µ̂1 ◦⋆ α̂1 − α̂1 ◦o µ̂1;

dγ̂1 = η̂1 − α̂1(ℓ̂1, µ̂1).

Proof. The chains

β̂1
⋆ = β1

⋆ + ∆(−ᾱ1 ◦o µ̄1 + µ̄1 ◦⋆ ᾱ1);
β̄1
⋆ = β1

⋆ pr1 +∆(−ᾱ1 ◦o µ̄1 + µ̄1 ◦⋆ ᾱ1)Ψ1

γ̂1 = γ1 + ∆(−β̄1
+ ◦− ᾱ1 − ᾱ1 ◦o β̄1

− + ᾱ1 ◦o β̄1
+ + β̄1

− ◦+ ᾱ1) · (1 + (c1c2))−∆(ᾱ1(ℓ̄1, µ̄1))

satisfy the desired relations.

Theorem 2.11 ([Vie18, Appendix A]). The operad SCvor
2 is not formal.
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Proof. Assume by contradiction there there is a relative dg operad Q and a span of quasi-
isomorphisms

C•(SCvor
2 ) Q H•(SCvor

2 )∼
ϕ

∼
ψ

.

Since ϕ is a quasi-isomorphism there are cycles

µQ ∈ Q(0,±)0, αQ ∈ Q(1, 1)0, ℓQ ∈ Q(2)1

and
µ̄1 ∈ C1(SCvor

2 (0,±)), ᾱ1 ∈ C1(SCvor
2 (1, 1)), ℓ̄1 ∈ C2(SCvor

2 (2))

such that
ϕµQ = µ1 + dµ̄1, ϕαQ = α1 + dᾱ1, ϕℓQ = ℓ1 + dℓ̄1.

Let β̂1
−, β̂1

+ and γ̂1 be the chains in the conclusion of lemma 2.10. By the relations

dβ1
⋆ = µ1 ◦⋆ α1 − α1 ◦o µ1

for ⋆ ∈ ± we have that
ϕ∗([µQ ◦⋆ αQ]− [αQ ◦o µQ]) = 0,

in H0(SCvor
2 (1,±)), and there are

βQ
− , β

Q
+ ∈ Q(1,±)1

such that
dβQ

⋆ = µQ ◦⋆ αQ − αQ ◦o µQ.

Applying ϕ and lemma 2.10 we obtain

dϕβQ
⋆ = ϕdβQ

⋆ = ϕµQ ◦⋆ ϕαQ − ϕαQ ◦o ϕµQ = dβ̂1
⋆ .

Define ηQ ∈ Q(2,±)1 as in Definition 2.5, so that dηQ = 0. Since the group H1(SCvor
2 (2,±))

is generated by [α1(ℓ1, µ1)] = [ϕαQ(ϕℓQ, ϕµQ)], we have that that H1(Q(2,±)) is generated by
[αQ(ℓQ, µQ)] and that there are

γQ ∈ Q(2,±)2, λ ∈ K

such that
ηQ = λαQ(ℓQ, µQ) + dγQ. (2.12)

Since H1(SCvor
2 (1,±)) = 0 there are β̄1

−, β̄
1
+ ∈ C2(SCvor

2 (1,±)) such that

dβ̄1
− = ϕβQ

− − β̂1
−, dβ̄1

+ = ϕβQ
+ − β̂1

+.

Defining
η̄1 := ∆(−β̄1

+ ◦− ᾱ1 − ᾱ1 ◦o β̄1
− + ᾱ ◦o β̄1

+ + β̄1
− ◦+ ᾱ1) · (1 + (c1c2))

we have
dη̄1 = ϕηQ − η̂1.

Applying ϕ to equation 2.12 we get

η̂1 + dη̄1 = λϕαQ(ϕℓQ, ϕµQ) + dϕγQ,
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which by lemma 2.10 gives us

η̂1 = λϕαQ(ϕℓQ, ϕµQ) + d(ϕγQ − η̄1)
= ϕαQ(ϕℓQ, ϕµQ) + dγ̂1.

Since [ϕαQ(ϕℓQ, ϕµQ)] generates H1(SCvor
2 (2,±)) we conclude that λ = 1.

For degree reasons ψβQ
− = ψβQ

+ = 0, thus ψηQ
+ = 0. Similarly ψγQ = 0. Since ψ is a

quasi-isomorphism there are
λµ, λα, λℓ ∈ K×

such that

ψµQ = λµ[µ1], ψαQ = λα[α1], ψℓQ = λℓ[ℓ1].

Applying ψ to 2.12 we get
λλαλℓλµ[α1(ℓ1, µ1)] = 0

which implies λ = 0, a contradiction.

3 Non-formality in dimension 3
Before moving on to the general case, let us first deal with the special case n = 2 of the proof.
This case allows us to draw actual pictures that illustrate the general procedure, but there is
no difference in the actual proof with Section 4.

3.1 Definition of the basic squares
In order to build the nontrivial 2-chain that proves the non-formality of SCvor

3 , we will need to
define several kinds of basic squares.

The first kind of basic squares is similar to the basic paths defined in Section 2.1. Just like
the path β1

+ (resp. β1
−) were defined to “push” the closed input towards the open input labeled

by + (resp. −), we will define four operations β2
⋆1⋆2 , for ⋆1, ⋆2 ∈ ±, that “push” the closed

input towards corners of the unit square.
Recall from Convention 1.27 that we denote ±2 = {++,+−,−+,−−}. Recall moreover the

inclusions ι2k from Definition 1.47.

Definition 3.1. The four-fold product µ2 ∈ SCvor(0,±2) is defined as:

µ2 := ι2{1}µ
1(ι2{2}µ

1, ι2{2}µ
1) = . (3.2)

18



Remark 3.3. We use Convention 1.53 to find the labels of the inputs of µ2. Given an index
⋆ = ⋆1⋆2 ∈ ±2, the corresponding component of µ2 is given by:

(µ2)⋆1⋆2 = [0, 1]×
[⋆1 − 1

2 ,
⋆1 + 1

2
]
×
[⋆2 − 1

2 ,
⋆2 + 1

2
]
. (3.4)

Definition 3.5. The action α2 ∈ SCvor
3 (1,±0) is defined by:

α2 =
{

[1/2, 1]× [−1, 1]2 (c)
[0, 1/2]× [−1, 1]2 (o).

(3.6)

We can now define the higher-dimensional generalizations of the paths β1
± from Section 2.1.

For notational convenience, we introduce the following helpers (see Figure 6).

Definition 3.7. For ⋆ ∈ ± and t ∈ [−1, 1], let:

σ⋆(t) :=
{

min(0, t), if ⋆ = +;
−1, if ⋆ = −.

(3.8)

Moreover, given k ∈ N, ⋆ = (⋆1, . . . , ⋆k) ∈ ±k and t = (t1, . . . , tk) ∈ [−1, 1]k, let:

τ⋆1,...,⋆k

(
t1, . . . , tk

)
:= max

(
{1/2} ∪

{1 + ti
2 | 1 ≤ i ≤ k, ⋆i = −

})
. (3.9)

(a) Plots of σ± and τ±. (b) Plot of τ−−

Figure 6: Plots of our helper functions.

Remark 3.10. Using this notational shortcut, we have, for ⋆ ∈ ± and 0 ≤ t ≤ 1, that the
components of β1

⋆(t) = {β1
⋆(t)−, β

1
⋆(t)+, β

1
⋆(t)c} ∈ SCvor

2 (1,±) are respectively given by:(
β1
⋆(t)

)
c

= [1/2, 1]× [σ⋆(t),−σ−⋆(t)],(
β1
⋆(t)

)
+ = [0, τ⋆(t)]× [0, 1],

(
β1
⋆(t)

)
− = [0, τ−⋆(t)]× [−1, 0].

The two equations for the open inputs can be condensed further into, where ⋆′ ∈ ±:

(
β1
⋆(t)

)
⋆′ = [0, τ⋆⋆′(t)]×

[⋆′ − 1
2 ,

⋆′ + 1
2

]
.
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Definition 3.11. Let (⋆1, ⋆2) ∈ ±2. The chain β2
⋆1⋆2 : [−1, 1]2 → SCvor

3 (1,±2) is defined, for
−1 ≤ t1, t2 ≤ 1, as follows (see Figure 7):

• The closed component is given by the cube:(
β2
⋆1⋆2(t1, t2)

)
c

:= [1/2, 1]× [σ⋆1(t1),−σ−⋆1(t1)]× [σ⋆2(t2),−σ−⋆2(t2)]. (3.12)

• The open component indexed by a pair (⋆′
1, ⋆

′
2) ∈ ±2 is given by the cube:(

β2
⋆1⋆2(t1, t2)

)
⋆′

1⋆
′
2

:= [0, τ⋆1⋆′
1,⋆2⋆′

2
(t1, t2)],×

[⋆′
1 − 1

2 ,
⋆′

1 + 1
2

]
×
[⋆′

2 − 1
2 ,

⋆′
2 + 1

2
]
. (3.13)

Figure 7: The 2-chain β2
++ ∈ C2(SCvor

3 (1,±2)).

This 2-chain is built such that β2
⋆1⋆2(1, 1) = µ2 ◦⋆1⋆2 α

2 and β2
⋆1⋆2(0, 0) = α2 ◦o µ2. More

precisely, we have the following lemma.

Lemma 3.14. Given ⋆ = (⋆1, ⋆2) ∈ ±2, the boundary of β2
⋆1⋆2 decomposes as:

ι2{2}µ
1

◦−⋆2ι
2
{1}µ

1

◦⋆2α
2(idc, ι

2
{1}µ

1)
µ2 ◦⋆1⋆2 α

2

β2
⋆1⋆2(t1, t2)

α2 ◦o µ2 ι2{1}µ
1

◦−⋆1ι
2
{2}µ

1

◦⋆1α
2(idc, ι

2
{2}µ

1)

ι
2
{2}µ

2
{

◦−⋆2 ι2
{1}µ1

◦⋆2 ι2
{1}β1

⋆1 (t1)

ι
2
{1}β

1
⋆1 (t1)

{
◦−⋆1 ι2

{2}µ1

◦⋆1 ι2
{2}µ1

ι
2
{2}β

1
⋆2 (t2)

{
◦−⋆2 ι2

{1}µ1

◦⋆2 ι2
{1}µ1

ι
2
{1}µ

1
{

◦−⋆1 ι2
{2}µ1

◦⋆1 ι2
{2}β1

⋆2 (t2)
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3.2 Sketch of proof of the non-formality of SCvor
3

Using the above data, we can now define the following cubical 2-chain η2
+ ∈ SCvor

3 (2,±2) by
gluing and composing together several basic chains:

µ2
{

◦+−α2

◦−+α2 µ{2}

{
◦−β

{1}
+ pr1

◦+β
{1}
− Φ∅,{2}

µ{2}
{

◦−α2 ◦o µ{1}

◦+β
{1}
− Φ{1},{2}

µ{2}
{

◦−α2 ◦o µ{1}

◦+β
{1}
+ Φ{1},{2}

µ{2}

{
◦−β

{1}
− pr1

◦+β
{1}
+ Φ∅,{2}

µ2
{

◦−−α2

◦++α2

µ{1}

{
◦+β

{2}
− pr2

◦−β
{2}
+ Φ∅,{1}

β
2
+− ◦−+ α2 β

{2}
− pr2

{
◦−µ{1}

◦+β
{1}
− pr1

β
{2}
− pr2

{
◦−µ{1}

◦+β
{1}
+ pr1

β
2
−− ◦++ α2 µ{1}

{
◦−β

{2}
− pr2

◦+β
{2}
+ Φ∅,{1}

µ{1}
{

◦+α2 ◦o µ{2}

◦−β
{2}
+ Φ{2},{1}

β
{1}
+ pr1

{
◦+µ{2}

◦−β
{2}
+ pr2

α2 ◦o β
2
−+ α2 ◦o β

2
++ β

{1}
− pr1

{
◦−µ{2}

◦+β
{2}
+ pr2

µ{1}
{

◦−α2 ◦o µ{2}

◦+β
{2}
+ Φ{2},{1}

µ{1}
{

◦+α2 ◦o µ{2}

◦−β
{2}
− Φ{2},{1}

β
{1}
+ pr1

{
◦+µ{2}

◦−β
{2}
− pr2

α2 ◦o β
2
−− α2 ◦o β

2
+− β

{1}
− pr1

{
◦−µ{2}

◦+β
{2}
− pr2

µ{1}
{

◦−α2 ◦o µ{2}

◦+β
{2}
− Φ{2},{1}

µ{1}

{
◦+β

{2}
+ pr2

◦−β
{2}
− Φ∅,{1}

β
2
++ ◦−− α2 β

{2}
+ pr2

{
◦+µ{1}

◦−β
{1}
− pr1

β
{2}
+ pr2

{
◦+µ{1}

◦−β
{1}
+ pr1

β
2
−+ ◦+− α2 µ{1}

{
◦−β

{2}
+ pr2

◦+β
{2}
− Φ∅,{1}

µ2
{

◦++α2

◦−−α2 µ{2}

{
◦+β

{1}
+ pr1

◦−β
{1}
− Φ∅,{2}

µ{2}
{

◦+α2 ◦o µ{1}

◦−β
{1}
− Φ{1},{2}

µ{2}
{

◦+α2 ◦o µ{1}

◦−β
{1}
+ Φ{1},{2}

µ{2}

{
◦+β

{1}
− pr1

◦−β
{1}
+ Φ∅,{2}

µ2
{

◦−+α2

◦+−α2

(3.15)

Lemma 3.16. Let η2
+ be the above 2-chain. Then η2

+ · (1 − (c1 c2)) is closed and homologous
to α2(ℓ2, µ2).

Theorem 3.17. The operad SCvor
3 is not formal.

The proofs of the above lemma and corollary are simply special cases of the proofs of Sec-
tion 4. As explained in the introduction of this section, we only included this case to give
visual pictures for the chains that we will build there.

4 Non-formality in all dimensions
4.1 Definition of the basic n-chains
We are now ready to give the definitions of the basic n-chains (analogous to β1

⋆ and η1
⋆ above)

in SCvor
n+1. First, let us define the multi-fold product inductively (recalling that µ1 is found in

Definition 2.1):

Definition 4.1. Given n ≥ 2, we (inductively) define µn ∈ C0SCvor
n+1(0,±n) by:

µn := ιnn−1µ
1(ιn{n}µ

n−1, ιn{n}µ
n−1). (4.2)

Concretely, given ⋆ ∈ ±n, the corresponding component of µn is given by:

(µn)⋆ = [0, 1]×
n∏
j=1

[⋆j − 1
2 ,

⋆j + 1
2

]
= [0, 1]×

n∏
j=1

{
[−1, 0], ⋆j = −
[0, 1], ⋆j = +

(4.3)

Moreover, we define the “action” as follows:

Definition 4.4. Given n ≥ 2, let αn ∈ C0SCvor
n+1(1,±0) be defined by:

αn =
{

[1/2, 1]× [−1, 1]n (c);
[0, 1/2]× [−1, 1]n (o).
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We are now ready to give a definition for the analogue of β2
⋆1⋆2 from Definition 3.11 in every

dimension.

Definition 4.5. Let ⋆ ∈ ±n be a string of n pluses and minuses. Let the n-chain βn⋆ ∈
CnSCvor

n+1(1,±n) as follows, where t = (t1, . . . , tn) ∈ [−1, 1]n:

• The closed component (βn⋆ )c is given by:

(βn⋆ )c(t) =
[
1/2, 1

]
×

n∏
i=1

[
σ⋆i(ti),−σ−⋆i(ti)

]
.

• Given ⋆′ ∈ ±n, the corresponding open component is given by:

(βn⋆ )⋆′(t) = [0, τ⋆⋆′(t)]×
n∏
i=1

[⋆′
i − 1
2 ,

⋆′
i + 1
2

]
.

Convention 4.6. For the sake of consistency, let µ0 := id ∈ C0(SCvor
1 (0,±0)) to be the “one-

fold product” and β0 = α0 ∈ C0(SCvor
1 (1,±0)) to be the action. They are respectively given

by:

µ0 = [0, 1], α0 =
{

[1/2, 1] (c)
[0, 1/2] (o).

Definition 4.7. Let ℓn+ ∈ Cn(2) be defined as

ℓn+(t) :=
{[1−max{|2tj | | j ∈ n}

4 ,
3−max{|2tj | | j ∈ n}

4
]
×

n∏
i=1

[−1− 2ti
4 ,

1− 2ti
4

]
,

[−3 + max{|2tj | | j ∈ n}
4 ,

−1 + max{|2tj | | j ∈ n}
4

]
×

n∏
i=1

[−1 + 2ti
4 ,

1 + 2ti
4

]}
.

For t ∈ ∂[−1, 1]n we have ℓn+(t) = (ℓn+ · (12))(−t), so we get the closed element

ℓn := ℓn+ − (−1)nℓn+ · (12) ∈ Cn(Cn+1(2)) (4.8)

whose homology class generates Hn(Cn+1(2)).

Notation 4.9. Given n ≥ 1, S ⊆ n, and ⋆ ∈ ±S , we use the notation:

βS⋆ := ιnn\Sβ
|S|
⋆ ∈ C|S|SCvor

n+1(1,±S), µS := ιnn\Sµ
|S| ∈ SCvor

n+1(0,±S).

Remark 4.10. The parameter n is implicit in the above notation, since S is not just a set but
a subset of n. However, it is important to note that βS⋆ and µS depend on n.

Notation 4.11. For ⋆ ∈ ±n, let −⋆ ∈ ±n be such that if i ∈ n then (−⋆)i = −(⋆i). Moreover,
for S ⊆ n and ⋆ ∈ ±n, let ⋆S ∈ ±|S| as the projection onto the coordinates in S.

Note that if ⋆ ∈ ±n, then ⋆n = ⋆ and ⋆∅ = o is the empty sequence (Convention 1.32). For
the next definition, recall the maps ΦS,T from Definition 1.21.
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Definition 4.12. Let n ≥ 1 and S, T ⊆ n be such that S∩T = ∅. We then define the following
cubical n-chains in SCvor

n+1(2,±n):

ηn⋆,S,∅ :=
(
β
n\S
−⋆n\S

prn\S ⃝
⋆′∈±n\S

⋆′ ̸=⋆n\S

µS
)
◦⋆n\S

βS⋆S
prS ; (4.13)

ηn⋆,S,T :=
T ̸=∅

(
µT ⃝

⋆′∈±T

⋆′ ̸=⋆T ,−⋆T

µn\T
)
◦−⋆T

(
β
n\(S⊔T )
−⋆n\(S⊔T )

prn\(S⊔T ) ⃝
⋆′′∈±n\(S⊔T )

µS
)

◦⋆T β
n\T
⋆n\T

ΦS,T

; (4.14)

ηn+ :=
∑
⋆∈±n

sgn ⋆
∑
S,T⊂n
S∩T=∅

ηn⋆,S,T ; (4.15)

ηn := ηn+ − (−1)nηn+ · (c1c2). (4.16)

Remark 4.17. Recall that β0 = α0 (Convention 4.6), so that β∅ = ιnnα
0 = αn. It follows that

when S = T = ∅, then ηn⋆,∅,∅ = βn−⋆ ◦⋆ β∅, whereas if S = n, then ηn⋆,n,∅ = β∅ ◦o βn⋆ . For
n = 2, these are precisely the chains that appear in the center of the diagram (3.15), as well
the corners of the inner 4× 4 square of that diagram.
Example 4.18. Let n = 1, so that the only possibilities for the couple (S, T ) are (∅, ∅), ({1}, ∅)
and (∅, {1}). As remarked above, we have, for ⋆ ∈ ±:

η1
⋆,∅,∅ = β1

−⋆ ◦⋆ α1, η1
⋆,1,∅ = α1 ◦o β1

⋆ .

Moreover, we have that, for t = (t1, t2) ∈ [−1, 1]2:

η1
⋆,∅,1(t1, t2) =

(
µ1
{
◦−⋆α1

◦⋆α1

)
(Φ∅,1(t1, t2)) = µ1

{
◦−⋆α1

◦⋆α1 .

In other words, the chain is constant (its value does not depend on t). While these constant
chains are irrelevant in SCvor

2 , we still write them down in the general formula for SCvor
n+1. The

signed sum of the η1
⋆,S,T recovers the 1-chain η1

+ defined in Section 2, up to these two constant
chains. In higher dimension, the ηn⋆,S,T are chains where cubes go “back and forth” but remain
constant in some of the coordinates.

4.2 Proof of the non-formality of SCvor
n+1

Lemma 4.19. The chain ηn is closed and homologous to αn(ℓn, µn).

Proof. Let us recall that the boundary of βn⋆ is given by the signed sum of its facets:

dβn⋆ =
∑
i∈n

(−1)i(d−
i β

n
⋆ − d+

i β
n
⋆ ),

where the facets are given by (for i ∈ n):

d−
i β

n
⋆ = β

n\{i}
⋆n\{i} prn\{i} ⃝

⋆′∈±n\{i}
µ{i}, d+

i β
n
⋆ = µ{i}

◦−⋆iµ
n\{i}

◦⋆iβ
n\{i}
⋆n\{i} prn\{i}

.
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For each i ∈ n and ⋆ ∈ ±n let ⋆i ∈ ±n be such that ⋆ij = ⋆j if i ̸= j and ⋆ii = −⋆i. If S ⊂ n
and i ∈ S then

d−
i

(
ηn⋆,S,∅

)
=

βn\S
−⋆n\S

prn\S ⃝
⋆′∈±n\S

⋆′ ̸=⋆n\S

µS

 ◦⋆n\S

(
β
S\{i}
⋆S\{i} prS\{i} ⃝

⋆′′∈±S\{i}
µ{i}

)

= d−
i

(
ηn⋆i,S,∅

)
;

d+
i

(
ηn⋆,S,∅

)
=

βn\S
−⋆n\S

prn\S ⃝
⋆′ ̸=⋆n\S

µS

 ◦⋆n\S

(
µ{i}

{
◦−⋆iµ

S\{i}

◦⋆iβ
S\{i}
⋆S\{i} prS\{i}

)

= d−
i

(
ηn⋆,S\{i},∅

)
.

If S, T ⊂ n are disjoint, T ̸= ∅ and i ∈ S then

d−
i

(
ηn⋆,S,T

)
=

µT ⃝
⋆′∈±T

⋆′ ̸=⋆T ,−⋆T

µn\T



◦−⋆T β

n\(S⊔T )
−⋆n\(S⊔T )

prn\(S⊔T ) ⃝
⋆′′∈±n\(S⊔T )

µS

◦⋆T

(
β
n\({i}∪T )
⋆n\({i}∪T )ΦS,T ⃝

⋆′′′∈±n\({i}∪T )
µ{i}

)
= d−

i

(
ηn⋆i,S,T

)
;

d+
i

(
ηn⋆,S,T

)
=

µT ⃝
⋆′∈±T

⋆′ ̸=⋆T ,−⋆T

µn\T



◦−⋆T

(
β
n\(S⊔T )
−⋆n\(S⊔T )

prn\(S⊔T ) ⃝
⋆′′∈±n\(S⊔T )

µS
)

◦⋆T

(
β
n\({i}∪T )
⋆n\({i}∪T )ΦS\{i},T ⃝

⋆′′′∈±n\({i}∪T )
µ{i}

)
= d−

i

(
ηn⋆,S\{i},T

)
.

If S, T ⊂ n are disjoint and i ∈ T then

d−
i

(
ηn⋆,S,T

)
=

µT ⃝
⋆′∈±T

⋆′ ̸=⋆T ,−⋆T

µn\T



◦−⋆T

(
β
n\(S⊔T )
−⋆n\(S⊔T )

prn\(S⊔T ) ⃝
⋆′′∈±n\(S⊔T )

µS
)

◦⋆T β
n\T
⋆n\T

ΦS,T\{i}

= d+
i

(
ηn⋆,S,T\{i}

)
;

d+
i

(
ηn⋆,S,T

)
=

µT ⃝
⋆′∈±T

⋆′ ̸=⋆T ,−⋆T

µn\T



◦−⋆T

(
β
n\(S⊔T )
−⋆n\(S⊔T )

prn\(S⊔T ) ⃝
⋆′′∈±n\(S⊔T )

µS
)

◦⋆T

(
β
n\(S⊔T )
⋆n\(S⊔T ) prn\(S⊔T ) ⃝

⋆′′′∈±n\(S⊔T )
µS
)

= d+
i

(
ηn−⋆,S,T · (c1c2)

)
.

We may thus define, by abuse of notation,

ηn+ : [−1, 1]n → SCvor(2,±n)

ηn+(t) = ηnsgn(t),{i∈n||ti|≤1/3},{i∈n||ti|≥2/3}




sgn(ti)6ti − 1, |ti| ≤ 1/3
sgn(ti)6ti − 3, 1/3 ≤ |ti| ≤ 2/3
sgn(ti)6ti − 5, 2/3 ≤ |ti|


i∈n

.
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The equations we verified above guarantee that the points where this formula is ambiguous, ie
points with some coordinate an integer multiple of 1

3 , are uniquely determined when we extend
by continuity on the unambiguous points. For all t ∈ ∂[−1, 1]n we have ηn+(t) = (ηn+·(c1c2))(−t).
Thus we have that ηn is closed.

Let γn+ ∈ Cn+1(SCvor
n+1(2,±n)) be defined as

γn+(t)ci
:= min(1, 1− tn+1)ηn+(tn)ci + max(0, tn+1)αn(ℓn+(tn), µn),

γn+(t)⋆ := max(−tn+1, 0)ηn+(tn)⋆ +
[
0, tn+1 + 1

4

]
×

n∏
i=1

[
⋆i − 1

2 ,
⋆i + 1

2

]
.

The following conditions guarantee that for all t ∈ [−1, 1]n+1 the cubes in the configurations
γn+(t) have pairwise disjoint interiors, and so are indeed elements of SCvor(2,±n):

1. In the first half of the homotopy the closed cubes stay constant and all open cubes are
deformed in the 0th coordinate so that halfway through the homotopy they are separated
from the closed cubes by the hyperplane {1

4} × [−1, 1]n;

2. If t ∈
[
−1

2 ,
1
2

]n
then ηn+(t)c1 and ηn+(t)c2 are separated by

{
1
2

}
× [−1, 1]n;

3. If t ∈
[
−1

2 ,
1
2

]n
then αn(ℓn+(t), µn)c1 and αn(ℓn+(t), µn)c2 are separated by

{
3
4

}
× [−1, 1]n;

4. If i ∈ n and |ti| ≥ 1
2 then ηn+(t)c1 and αn(ℓn+(t), µn)c1 are in the same side of the hyperplane

[0, 1]× [−1, 1]i−1 × {0} × [−1, 1]n−i, and ηn+(t)c2 and αn(ℓn+(t), µn)c2 are in the other.

Thus we have that
d−
n+1γ

n
+ = ηn+, d+

n+1γ
n
+ = αn(ℓn+, µn).

By construction for all t ∈ ∂[−1, 1]n× [−1, 1] we have γn+(t) = γn+(−tn, tm+1) · (c1c2). It follows
that for

γn := γn+ − (−1)nγn+ · (c1c2), (4.20)

we have

dγn =
n+1∑
i=1

(−1)i−1(d+
i γ

n − d−
i γ

n) = (−1)n(αn(ℓn, µn)− ηn)

Lemma 4.21. If we are given cubical chains:

µ̂S ∈ C0(SCvor
n+1(0,±S)), α̂n ∈ C0(SCvor

n+1(1, 1)), ℓ̂n ∈ Cn(Cn+1(2)),
µ̄S ∈ C1(SCvor

n+1(0,±S)), ᾱn ∈ C1(SCvor
n+1(1, 1)), ℓ̄n ∈ Cn+1(Cn+1(2))

for S ⊂ n, such that:

µ̂S = µS + dµ̄S , α̂n = αn + dᾱS , ℓ̂n = ℓn + dℓ̄n,

then there are chains

β̂S⋆ ∈ C|S|(SCvor
n+1(1,±S)), β̄S⋆ ∈ C|S|+1(SCvor

n+1(1,±S)), γ̂n ∈ Cn+1(SCvor
n+1(2,±n))
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for each S ⊂ n and ⋆ ∈ ±S such that β̂∅ = α̂n, β̄∅ = ᾱn and, for η̂n ∈ Cn(SCvor
n+1(2,±n))

defined as in definition 4.12, we have

dβ̂S⋆ =
∑
i∈S

(−1)i
(
β̂
S\{i}
⋆S\{i} prS\{i} ⃝

⋆′∈±S\{i}
µ̂{i} − µ̂{i}

{
◦−⋆i µ̂

S\{i}

◦⋆i β̂
S\{i}
⋆S\{i} prS\{i}

+
∑

j∈S\{i}
(−1)j∆

((
β̄
S\{i,j}
⋆S\{i,j} prS\{i,j} ⃝

⋆′∈±S\{i,j}
µ̄{j}

)
⃝

⋆′′∈±S\{i}
µ̄{i}

−
(
µ̄{j}

{
◦−⋆j µ̄

S\{i,j}

◦⋆j β̄
S\{i,j}
⋆S\{i,j} prS\{i,j}

)
⃝

⋆′∈±S\{i}
µ̄{i}

− µ̄{i}


◦−⋆i µ̄

S\{i}

◦⋆i

(
β̄
S\{i,j}
⋆S\{i,j} prS\{i,j} ⃝

⋆′∈±S\{i,j}
µ̄{j}

)

+µ̄{i}


◦−⋆i µ̄

S\{i}

◦⋆i

(
µ̄{j}

{
◦−⋆j µ̄

S\{i,j}

◦⋆j β̄
S\{i,j}
⋆S\{i,j} prS\{i,j}

) 
 (4.22)

dγ̂n = η̂n − α̂n(ℓ̂n, µ̂n). (4.23)

Proof. We will define recursively (by induction on the cardinality of S) chains

β̂S⋆ ∈ C|S|(SCvor
n+1(1,±S)), β̄S⋆ ∈ C|S|+1(SCvor

n+1(1,±S)).

For S = ∅ we simply set β̂∅ := α̂n and β̄∅ := ᾱn. If S ⊂ n is non-empty and ⋆ ∈ ±S then we
set

β̂S⋆ := βS⋆ +
∑
i∈S

(−1)i∆
(
β̄
S\{i}
⋆S\{i} prS\{i} ⃝

⋆′∈±S\{i}
µ̄{i} − µ̄{i}

{
◦−⋆i µ̄

S\{i}

◦⋆i β̄
S\{i}
⋆S\{i} prS\{i}

)

β̄S⋆ := βS⋆ prS +
∑
i∈S

(−1)i∆
(
β̄
S\{i}
⋆S\{i} prS\{i} ⃝

⋆′∈±S\{i}
µ̄{i} − µ̄{i}

{
◦−⋆i µ̄

S\{i}

◦⋆i β̄
S\{i}
⋆S\{i} prS\{i}

)
Ψ|S|

such that equation 4.22 holds. Setting

η̄n⋆,S,∅ :=
(
β̄
n\S
−⋆n\S

prn\S ⃝
⋆′∈±n\S

⋆′ ̸=⋆n\S

µ̄S
)
◦⋆n\S

β̄S⋆S
prS ;

η̄n⋆,S,T :=
T ̸=∅

(
µ̄T ⃝

⋆′∈±T

⋆′ ̸=⋆T ,−⋆T

µ̄n\T
)
◦−⋆T β̄

n\(S⊔T )
−⋆n\(S⊔T )

prn\(S⊔T ) ⃝
⋆′′∈±n\(S⊔T )

µ̄S

◦⋆T β̄
n\T
⋆n\T

ΦS,T

;

η̄n :=

 ∑
⋆∈±n

sgn ⋆
∑
S,T⊂n
S∩T=∅

η̄n⋆,S,T

 · (1− (−1)n(c1c2));

γ̂n := γn + ∆(η̄n)−∆(ᾱn(ℓ̄n, µ̄n))

the equation (4.23) holds.
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From the previous lemmas and the same argument as in the proof of Theorem 2.11 the general
non-formality result follows. Note that to mimic the proof of Theorem 2.11, we need to make
sense of elements of the form xΦS,T in the intermediate operad Q. Thanks to Corollary 1.34, we
may assume that Q is given by normalized chains of a relative operad in cubical ω-groupoids.

Theorem 4.24. Voronov’s Swiss-Cheese operad SCvor
n+1 is not formal over any field of char-

acteristic different from 2 for any n ≥ 1.

Proof. Assume by contradiction there there is a relative dg operad Q and a span of quasi-
isomorphisms

C•(SCvor
n+1) Q H•(SCvor

n+1)∼
ϕ

∼
ψ

.

Since ϕ is a quasi-isomorphism there are cycles

µQ,S ∈ Q(0,±S)0, αQ ∈ Q(1, 1)0, ℓQ ∈ Q(2)n

for S ⊂ n, and

µ̄S ∈ C1(SCvor
2 (0,±S)), ᾱn ∈ C1(SCvor

2 (1, 1)), ℓ̄n ∈ Cn+1(SCvor
n+1(2))

such that
ϕµQ,S = µS + dµ̄S , ϕαQ = αn + dᾱn, ϕℓQ = ℓn + dℓ̄n.

Let β̂S⋆ , β̄S⋆ and γ̂n be the chains in the conclusion of lemma 4.21.
Using Lemma 4.21 and the fact that ϕ is a quasi-isomorphism we can show there are chains

βQ
⋆
,S ∈ Q(1,±S)|S| such that

dϕ(βQ
⋆
,S) = dβ̂S⋆ .

Define ηQ ∈ Q(2,±n)n as in definition 4.12, which we can due to Corollary 1.34. Due to
equation 4.22 we have, by an analogous argument as the one for Lemma 4.19, that

dηQ = 0.

The group Hn(SCvor
n+1(2,±n)) is generated by [αn(ℓn, µn)] = [ϕαQ(ϕℓQ, ϕµQ)], which implies

that Hn(Q(2,±n)) is generated by [αQ(ℓQ, µQ)] and that there are

γQ ∈ Q(2,±n)n+1, λ ∈ K

such that
ηQ = λαQ(ℓQ, µQ) + dγQ. (4.25)

By an argument analogous to the one in the proof of theorem 2.11 we have

η̂n = ϕαQ(ϕℓQ, ϕµQ) + dγ̂n,

and since [ϕαQ(ϕℓQ, ϕµQ)] generates Hn(SCvor
n+1(2,±n)) we conclude that λ = 1.

As in the proof of theorem 2.11, for degree reasons and the fact that ψ is a quasi-isomorphism
we can derive λ = 0, a contradiction.

27



Table of notation

Notation Element of Definitions
n = 1 n = 2 all n

µn SCvor
n+1(0,±n) 2.1 3.1 4.1

ιnS hom(SCvor
|S| ,SC

vor
n+1) n/a 1.44 1.47

αn SCvor
n+1(1, 1) 2.1 3.5 4.4

βn⋆ Cn(SCvor
n+1(1,±n)) 2.2 3.11 4.5

ℓn Cn(Cn+1(2)) 2.7 n/a (4.8)
ηn⋆ Cn(SCvor

n+1(2,±n)) 2.5 n/a (4.16)
γn Cn+1(SCvor

n+1(2,±n)) 2.9 n/a (4.20)
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