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1 Introduction
The use of complex computer models for the simulation and analysis of natural systems
from physics, engineering and other fields is by now routine. These models usually depend
on many input variables.Thus, it is crucial to understand which input parameter or which
set of input parameters have an influence on the output. This is the aim of sensitivity
analysis which has become an essential tool for system modeling and policy support (see,
e.g., [39]). Global sensitivity analysis methods considers the input vector as random and
propose a measure of the influence of each subset of its components on the output of
interest. We refer to the seminal book by Saltelli [40] for an overview on global sensitivity
analysis or to [10] for a synthesis of recent trends in the field. Among the different measures
of global sensitivity analysis, variance-based measures are probably the most commonly
used. The definition of the so-called Sobol’ indices, introduced in [34] and later revisited
in the framework of sensitivity analysis in [41] (see also [42]), is based on the Hoeffding
decomposition of the variance [26]. More precisely, for Y = f(X1, . . . , Xp) where the
inputs Xi are assumed to be mutually independent, the Sobol’ index with respect to X
is defined by

SX = Var(E[Y |X])
Var(Y ) = E[E[Y |X]2]− E[Y ]2

Var(Y )
where X is a subvector of (X1, . . . , Xp), for instance X = (X1, . . . , Xd) with 1 6 d 6 p or
X = Xi (first-order index) with 1 6 i 6 p. For i = 1, . . . , p, it is also possible to measure
the total influence of Xi, by itself or in interaction with other inputs, with the total Sobol’
index defined by 1− SX−i with X−i = (X1, . . . , Xi−1, Xi+1, . . . , Xp) for i = 1, . . . , p.
In general, computing explicitly the theoretical value of SX is hopeless; therefore one of
the main tasks is to provide estimators of SX that have some nice convergence proper-
ties (consistency, explicit rate of convergence, asymptotic efficiency. . . ). Many different
estimation procedures were developped in the last decades to estimate SX or E[E[Y |X]2]
only (since one easily estimates E[Y ] and Var(Y ) by the empirical mean and the empiri-
cal variance respectively). Some are based on Monte Carlo, quasi Monte Carlo or nested
Monte Carlo designs of experiments (see, e.g., [28, 33, 23]). Others are based on spectral
approaches. Among this last class of procedures, let us cite without exhaustivity Fourier
Amplitude Sensitivity Test (FAST) [8], Random Balance Design (RBD) [46], Effective
Algorithm for computing global Sensitivity Indices (EASI) [36] and polynomial chaos ex-
pansions [45] (see also [10, Chapter 4] for a more complete review). In the sequel, we
focus on two classes of methods that have emerged since they provide nice theoretical
convergence guarantees.
The first class is based on the so-called Pick Freeze (PF) design of experiments, the theo-
retical properties of which (consistency, central limit theorem, concentration inequalities
and Berry-Esseen bounds) have been studied in [18, 27]. Besides having very nice conver-
gence properties, this method is very general since the only assumption needed to prove
a central limit theorem is that E[Y 4] < ∞. However, it requires the evaluation of the
model on a PF design thus it cannot be computed by recycling former evaluations of
the model. Also, the required sample size increases linearly with the number of indices
that one wants to estimate. For instance, to estimate at rate

√
n a single Sobol’ index,

one needs a design of experiment of size 2n. Additionally, this size grows to (p + 1)n to
estimate the full set of first-order Sobol’ indices (still at the rate

√
n). By evaluating PF
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estimates on replicated designs, this cost has been reduced to 2n to estimate the full set of
first-order and second-order indices [47, 20]. However the cost for estimating total Sobol’
indices with this approach remains linear in the input space dimension.
The second class of methods is based on nearest neighbors and has been studied by
several authors. See e.g. [16, 29, 30, 14, 24, 15]. For instance, in [15], the authors built
an estimator of E[E[Y |X]2] based on two independent n-samples. The first one allows
to estimate the regression function E[Y |X = x] using the first nearest neighbor of x
among the first sample and the second one is used as a plug-in estimator. They proved
a central limit theorem for their estimator. Nevertheless the recentering factor is not the
unknown quantity of interest E[E[Y |X]2] but the expected value of their estimator. In
addition, the bias is negligible if and only if the dimension d 6 3. In [6], the author
introduced a new coefficient of correlation based on ranks for d = 1. It was proven that
this coefficient converges to a limit that appears to be the Cramér-von Mises index with
respect to Xi (for i = 1, . . . , p) introduced in [19] as the size n of the sample goes to
infinity. Note that the coefficient introduced in [6] admits a representation in terms of
nearest neighbor (on the right) (see [17, Section3]). A central limit theorem was proved in
[6] under the assumption that Y and Xi are independent. This theorem can be exploited
for statistical tests of independence. The central limit theorem was extended in [31] (see
also references therein) to the framework where Y is not a measurable function of Xi.
The definition of the Chatterjee’s coefficient was then extended in [2] including the case
d > 2 with nearly optimal bounds on the rate of convergence. Chatterjee’s approach was
then adapted for building estimators of first-order Sobol’ indices in [17], with a central
limit theorem in the framework d = 1 and Xi not necessarily independent from Y . Broto
et al. [4] also considered a nearest neighbor approach to estimate Sobol’ indices of any
order. The estimators they introduced are consistent but no rate of convergence was
provided. Although very powerfull it is clear thanks to the bias study in [15] that it is
not possible to obtain a central limit theorem for estimating Sobol’ indices of order larger
than d = 3 using this approach. In particular, if d > 5, one can not estimate total order
Sobol’ indices with this kind of approaches at rate

√
n. It is important to note that all

the procedures based on nearest neighbors require additional regularity assumptions on
the model to control the bias. Close to nearest neighbor approaches are kernel methods.
A natural estimator is the Nadaraya-Watson plug-in estimator or its generalization with
local polynomial kernel smoothing. Based on works on the estimation of conditional
covariance matrix [49, 32], kernel estimates of first-order Sobol’ indices have been studied
in [11, 9, 37, 43, 25]. In particular, the authors in [9] proved the asymptotic efficiency of
their estimator of first-order Sobol’ indices for d = 1. The analysis of such estimators also
require regularity assumptions on the model.
Hence, in the one hand, the Pick Freeze procedure allows to estimate any Sobol’ index at
rate

√
n with a minimal assumption on the model but requires a very specific design of

experiment, the size of which growing linearly with the number of indices that one wants
to estimate (except the procedure based on replicated designs to estimate first-order and
second-order indices, as already mentioned). In the other hand, the nearest neighbor
approach requires a single n-sample but needs some regularity assumptions on the model
and for which the

√
n parametric rate of convergence is possible only for indices up to

order 3.
In the present paper, we develop a new approach mentioned in [9, Remark 1]. It consists
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in extending the very interesting point of view introduced in [22, 21] to estimate general
nonlinear integral functionals of a density on the real line, by using empirically a kernel
estimator erasing the diagonal terms. Relaxing the positiveness assumption on the kernel
and choosing a kernel of order large enough, we are able to prove a central limit theorem
for estimating Sobol’ indices of any order (the bias is killed thanks to this signed kernel).
The paper is organized as follows. In Section 2, we introduce the setting and fix notation.
Section 3 is devoted to the statement of our main results. First we introduce our kernel
estimatorin terms of a degenerate U-statistics. Then we state a central limit theorem. A
comparison study on the efficiency is provided in Section 4. Section 5 proposes an heuristic
inspired from [12] for bandwidth selection. Our methodology is extended in Section 6
to the case where the distribution of the input is unknown. Section 7 presents several
numerical illustrations of our estimation procedure. Most of the proofs are postponed to
Appendices A.1 and A.2. Furthermore, Appendix A.3 presents the practical construction
of a kernel of fixed order.

2 Setting

2.1 Model and purpose
The quantity of interest (QoI) Y is obtained from the numerical code and is regarded as
a function g of the vector of the random inputs (Vi)i=1,...,p

Y = g(V1, . . . , Vp),

where the function g is defined on a compact subset of Rp and is real-valued. Classically,
the Vi’s are assumed to be independent random variables and a sensitivity analysis is
performed using the Hoeffding decomposition [1, 48] leading to the standard Sobol’ indices
[41].
Let u ⊂ {1, . . . , p}. In the sequel, X stands for a group of inputs: X = (Vi)i∈u and
W = (Vi)i/∈u so that

Y = g(X,W ) (1)

(with a little abuse of notation). When u is reduced to a singleton, X is simply one of the
inputs Vi, i = 1, . . . , p and SX is the first order Sobol’ index with respect to this input.
In the sequel, the cardinality of u is denoted by d: |u| = d with 1 6 d 6 p and for the
sake of simplicity, we assume that u = {1, . . . , d} without loss of generality.
Assume that Y ∈ L2(R). We aim at estimating the Sobol’ index of the output Y with
respect to the d-dimensional vector X; namely

SX = Var(E[Y |X])
Var(Y ) = E[E[Y |X]2]− E[Y ]2

Var(Y ) . (2)

Here, d is the order of the Sobol’ index while p is the total number of inputs. When u is
reduced to a singleton, X is simply one of the inputs Vi, i = 1, . . . , p: X = Vi0 and SX is
the first order Sobol’ index with respect to this input Vi0 .
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To estimate E[Y ] and Var(Y ) from the n-sample (Xj, Yj)j=1,...,n of the pair (X, Y ), we
will naturally use the classical empirical mean and variance respectively. Thus we focus
on the estimation of E[E[Y |X]2] in (2). In the sequel, we build a modified kernel-based
procedure for the estimation of SX on a n-sample (Xj, Yj)j=1,...,n of the pair (X, Y ). A
natural estimator inspired from the nearest neighbor estimator as considered in [4] and
the kernel-based plug-in estimator in [22] would be(

n

2

)−1 ∑
16j<j′6n

YjYj′

2

(
Khn(Xj′ −Xj)

fX(Xj)
+ Khn(Xj −Xj′)

fX(Xj′)

)

for a bandwidth hn > 0 and a kernel Khn . Nevertheless, as pointed in [3], boundary issues
appear when the input domain is compact. To bypass this issue, we consider the following
kernel-based estimator

Tn,hn :=
(
n

2

)−1 ∑
16j<j′6n

YjYj′

2

(
Khn ◦ AXj(Xj′ −Xj)

fX(Xj)
+
Khn ◦ AXj′ (Xj −Xj′)

fX(Xj′)

)
. (3)

for a bandwidth hn > 0, a mirror-type transformation Ax, and a kernel Khn as defined in
the next section.

2.2 Notation and assumptions
In this section, we give the general assumptions made in the paper.

(A1) The support of (V1, . . . , Vp) is of the form [B1, C1] × · · · × [Bp, Cp] where Bi < Ci
for all 1 6 i 6 p. We denote by D the support of X.

(A2) The distribution of the random vector (V, Y ) ∈ Rp × R is absolutely continuous
with respect to the Lebesgue measure. The marginal probability density function
of (X, Y ), V , X, and W are denoted by fX,Y , fV , fX , and fW respectively.

The next definition is borrowed from [3, Section 2.2] and allows to circumvent the bound-
ary issues.

(D1) For x ∈ D, we define

Ax :
{ Rd → R
u = (u1, . . . , ud) 7→ (σ1(x1)u1, . . . , σd(xd)ud)

(4)

with σi(s) := 1 − 21(
Bi+Ci

2 ,Ci

)(s) ∈ {−1, 1}. Observe that A = {Ax, x ∈ D} is

a finite subset of GLd(R), A = {A1, . . . , Aκ}, with cardinal κ = 2d. Moreover, it
satisfies

(i) for any ` = 1, . . . , κ, |det(A`)| = 1;
(ii) Mirror condition: for any x ∈ D, there exists A` ∈ A such that Ax = A`

and x+ A−1
x ([0, 1/2]d) ⊂ D.
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For any integer d, let us introduce the multi-index notation. For any β = (β1, . . . , βd) ∈
Rd

+, we define the integer part of β by
bβc = (bβ1c, . . . , bβdc) =: γ ∈ Nd.

In addition, we introduce
|γ| = γ1 + · · ·+ γd, γ! = γ1! . . . γd!, and vβ = vβ1

1 . . . vβdd

for any v ∈ Rd.
Let α > 0. We define Cα(D) as the set of functions φ : D → R that have derivatives up
to order bαc and which partial derivative of order bαc is α − bαc-Hölder. Namely, there
exists Cφ > 0 such that, for any x and x′ ∈ D, one has∣∣∣∣∣∂βφ∂xβ

(x)− ∂βφ

∂xβ
(x′)

∣∣∣∣∣ 6 Cφ ‖x− x′‖α−bαc∞ (5)

for any β ∈ Nd such that |β| = bαc and where (∂β · /∂xβ) stands for the partial derivative
of order β. Here, ‖·‖∞ stands for the supremum norm.
(A3) Let K : Rd → R be a kernel with support included in D such that ‖K‖∞ < +∞ and∫

DK(u)du = 1. We assume that K is of order bαc which means that
∫
D u

βK(u)du =
0 for any β ∈ Nd such that 0 < |β| 6 bαc. Finally, we define Kh(x) = K(x/h)/hd
for any x ∈ D.

(A4) The sequence (hn)n∈N of bandwidths is positive and such that hn → 0 as n goes to
∞.

In this article, we write C for a deterministic and finite constant which value is allowed
to change between occurrences.

3 Central limit theorem
Recall the definition of our estimator given in (3):

Tn,hn =
(
n

2

)−1 ∑
16j<j′6n

YjYj′

2

(
Khn ◦ AXj(Xj′ −Xj)

fX(Xj)
+
Khn ◦ AXj′ (Xj −Xj′)

fX(Xj′)

)
.

The goal is to derive a central limit theorem for Tn,hn . Since Tn,hn is a U-statistics, our
analysis is based on the Hoeffding decomposition of U-statistics [26]. More precisely, for
all j, j′ = 1, . . . , n, we introduce the symmetric function given by

R
((
xj
yj

)
,

(
xj′
yj′

))
= yjyj′

2

(
Khn ◦ Axj(xj′ − xj)

fX(xj)
+
Khn ◦ Axj′ (xj − xj′)

fX(xj′)

)
.

Then the Hoeffding projections of R are given by

π1R

(
x
y

)
=E

[
R
((
x
y

)
,

(
X2
Y2

))]
− E

[
R
((

X1
Y1

)
,

(
X2
Y2

))]

π2R
((

x1
y1

)
,

(
x2
y2

))
=R

((
x1
y1

)
,

(
x2
y2

))
− E

[
R
((

x1
y1

)
,

(
X2
Y2

))]
− E

[
R
((

x2
y2

)
,

(
X2
Y2

))]

+ E
[
R
((
X1
Y1

)
,

(
X2
Y2

))]
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(see [35, page 137]) leading to the Hoeffding decomposition

Tn,hn − E[Tn,hn ] = 2U (1)
n (π1R) + U (2)

n (π2R)

with

U (1)
n (π1R) = 1

n

n∑
j=1

(π1R)
(
Xj

Yj

)

U (2)
n (π2R) = 2

n(n− 1)

n∑
16j<j′6n

(π2R)
((

Xj

Yj

)
,

(
Xj′

Yj′

))
.

Then following [22] we write

Tn,hn − E[Tn,hn ] = 1
n

n∑
j=1

2(Yjg1(Xj)− E[E[Y |X]2])

+ 2U (1)
n (π1R)− 2

n

n∑
j=1

(Yjg1(Xj)− E[E[Y |X]2])
︸ ︷︷ ︸

S1

+U (2)
n (π2R)︸ ︷︷ ︸

S2

, (6)

where g1(x) = E[Y |X = x]. Finally, we define g2(x) = E[Y 2|X = x].

Theorem 3.1. Suppose that Assumptions A1 to A4 hold and E[Y 2] <∞. Let α > 0.
I.1. Assume that g1 ∈ L1(D), g1fX ∈ Cα(D), and∫

D

∣∣∣∣∣g1(x)∂
β(g1fX)
∂xβ

(x)
∣∣∣∣∣ dx <∞

for any β such that 1 6 |β| < bαc. Then we have∣∣∣∣E[Tn,hn ]− E[E[Y |X]2]
∣∣∣∣ 6Chαn. (7)

I.2. Assume in addition that g1 ∈ Cα(D), g2/fX ∈ L1(D)∩L2(D) and g2fX ∈ L2(D), and∫
D
g2(x)

∣∣∣∣∣∂β(g1fX)
∂xβ

(x)∂
β′(g1fX)
∂xβ′

(x)
∣∣∣∣∣ dx <∞

for any β and β′ such that 1 6 |β| , |β′| < bαc. Then we have

E
[(
Tn,hn − E[Tn,hn ]− 1

n

n∑
j=1

Zj
)2
]
6 Ch2α

n + C

hdnn
2 . (8)

where, for j = 1, . . . , n,

Zj = 2(Yjg1(Xj)− E[E[Y |X]2]). (9)

II. Assuming in addition that E[Y 4] <∞, α > d/2, hn →
n→∞

0, nhdn →n→∞∞, and nh2α
n →

n→∞
0, we get

√
n
(
Tn,hn − E[E[Y |X]2]

)
D−−−→

n→∞
N (0, 4τ 2) (10)

with τ 2 = Var (Y g1(X)).
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The proof of Theorem 3.1 is postponed to Appendix A.1.
Remark 3.2.

1. The assumptions of Theorem 3.1 are fulfilled as soon as g and fX ∈ Cα(D) and fX
is bounded from below by a strictly positive constant.

2. The Cα(D) regularity assumption can be relaxed to piecewise regularity, as soon as
the number of piecesm is finite. The cardinality of A is then increased to κ = (2m)d.

3. We still assume that g and fX ∈ Cα(D) but one may relax the condition of bound-
edness from below on fX . Since the inputs Vi’s are independent, fX = ∏p

i=1 fVi , it
amounts to control the local behavior of each marginal fVi at any point v0 ∈ D such
that fVi(v0) = 0. We indeed assume that for any such v0, fVi(v) = (v − v0)rhVi(v)
with hVi(v0) 6= 0 and 0 < r < 1/2. For instance, one may take all the Vi’s Beta-
distributed:

fVi(v) = vai−1(1− v)bi−1

B(ai, bi)
1[0,1](v) (11)

with parameters ai and bi ∈ (1, 3/2) for 1 6 i 6 p and B(ai, bi) the normalizing
constant equal to the beta function.

4. An example of convenient bandwidths (hn)n>0 is given by hn = n−γ with 1/(2α) <
γ < 1/d.

Using the delta method in [48, Theorem 3.1], we are now able to get the asymptotic
behavior of the estimation of SX .

Corollary 3.3. Under all the assumptions of Theorem 3.1 (II included), one has

√
n


Tn,hn −

(
1
n

∑n
j=1 Yj

)2

1
n

∑n
j=1 Y

2
j −

(
1
n

∑n
j=1 Yj

)2 − S
X

 D−−−→
n→∞

N (0, σ2), (12)

where the limit variance σ2 has an explicit expression given in (34).

Using one more time the delta method in [48, Theorem 3.1], we deduce the asymptotic
behavior of the vector containing the p first-order Sobol’ indices. Let us denote Si the
first-order Sobol index associated to X = Vi and its estimator Ŝi given by:

Ŝi :=
Tn,hn −

(
1
n

∑n
j=1 Yj

)2

1
n

∑n
j=1 Y

2
j −

(
1
n

∑n
j=1 Yj

)2 .

Corollary 3.4. Under all the assumptions of Theorem 3.1 (II included), one has

√
n
(

(Ŝ1, . . . , Ŝp)T − (S1, . . . , Sp)T
)

D−−−→
n→∞

N (0,Σ), (13)

where the limit variance Σ has an explicit expression given in (35).
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Remark 3.5. The proof a Corollary 3.4 does not rely on the fact that we are dealing with
order one indices, hence if u1, . . . , ur are distinct subsets of {1, . . . , p} we also have under
the same assumptions that

√
n
(

(Ŝu1 , . . . , Ŝur)T − (Su1 , . . . , Sur)T
)

D−−−→
n→∞

N (0,Σr), (14)

where the limit variance Σr has an explicit expression similar to (35).

4 Efficiency
In this section, we compare several estimators proposed in the literature to estimate
E[E[Y |X]2] (or even SX) in terms of limiting variances obtained in the central limit
theorem.

Estimating E[E[Y |X]2]
Using a unique n-sample, one may compare the kernel estimator introduced in this paper
and the procedure involving the estimators T̂n defined in [9, page 11]. Such estimators
are particularly tricky to compute and not easily tractable in practice. More precisely,
the initial n-sample is split into two samples of sizes n1 = bn/ log nc and n2 = n−n1 ≈ n.
The first sample is dedicated to the estimation of the joint density of (X, Y ) while the
second one is used to compute a Monte-Carlo estimation of the integral involved in the
quantity of interest.
In the following, we give the limiting variance σ2

T associated to the sequence (T̂n)n. By [9,
Theorems 3.4 and 3.5], this sequence is asymptotically efficient to estimate E[E[Y |X]2];
so that the variance σ2

T is the minimal variance expected for an estimator of E[E[Y |X]2]
based on the previous design of experiment (a unique n-sample (Xi, Yi)i=1,...,n of the input-
output pair (X, Y )). We refer the reader to [9, 17].

Proposition 4.1 (Theorems 3.4 and 3.5 in [9]). The minimal variance σ2
T is given by

σ2
T = Var(g1(X)(2Y − g1(X))) = 4τ 2 − 3Var(g2

1(X))

with τ 2 = Var(Y g1(X)).

One may also compare our results to the estimation procedure proposed in [15]. Here
again the initial 2n-sample is split into two samples of sizes n. The first sample allows to
estimate the regression function E[Y |X = x] using the first nearest neighbor of x among
the points of the first sample while the second sample is used as a plug-in estimator.
They proved a central limit theorem. Nevertheless, in their result the recentering factor
is not the unknown quantity of interest E[E[Y |X]2] as required but the expectation of the
estimator. In addition, the bias is negligible if and only if the dimension d 6 3 so that
one can not expect a central limit theorem for the difference between the estimator and
the quantity of interest E[E[Y |X]2] as soon as d > 4. In the following proposition, we
give the limiting variance obtained with this estimation procedure. The factor 2 takes
into account that we have considered two samples of size n.
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Proposition 4.2 (Theorem 2.1 in [15]). Under the assumptions of Theorem 2.1 in [15]
and for d 6 3, the limiting variance σ2

D is given by

σ2
D = 2

(
E
[
g2(X)2

]
− E

[
g1(X)2

]2
+ 1

2
(
E
[
g2(X)g1(X)2

]
− E

[
g1(X)4

]))
.

When d = 1, one may use the estimation procedure based on ranks introduced in [6] and
studied in [17].

Proposition 4.3 (Proof of Theorem 4.1 in [17]). Under the assumptions of Theorem 4.1
in [17], the limiting variance σ2

D is given by

σ2
R = E

[
Var

(
Y Y ′|X

)]
+ E

[
Cov

(
Y Y ′, Y Y ′′|X

)]
− E[(Y + Y ′)gx(X,W )X]2

+ E[(Y + Y ′)(Ỹ + Ỹ ′)gx(X,W )gx(X̃, W̃ )(X ∧ X̃)],

where Y = g(V1, V2, . . . , Vp) = g(X,W ) (see (1)), Y ′ = g(X,W ′), Y ′′ = g(X,W ′′),
Ỹ = g(X̃, W̃ ), and Ỹ ′ = g(X̃, W̃ ′) with X and X̃ i.i.d., W , W̃ , W ′, and W ′′ i.i.d.
also independent of X and X̃. Note that Y Y ′ and Y ′′ (respectively Ỹ ′) are Pick-Freeze
versions of Y (resp. Ỹ ). Here gx stands for the first derivative of g with respect to the
first coordinate.

Estimating SX

The sequence of estimators T̂n being efficient to estimate E[E[Y |X]2], we get naturally
an asymptotically efficient sequence of estimators of SX . The proof of the following
proposition relies on a result on efficiency in product space [48, Theorem 25.50] and
another result on efficiency and delta method [48, Theorem 25.47]. The details can be
found in [17].

Proposition 4.4. Consider the sequence of estimators T̂n introduced in [9, page 11].
Assume that the joint distribution P of (X, Y ) is absolutely continuous with respect to
the product probability PX ⊗ PY , namely P (dx, dy) = fX,Y (x, y)PX(dx)PY (dy). Then the
sequence (R̂n)n

R̂n =
T̂n −

(
1
n

∑n
i=1 Yj

)2

1
n

∑n
j=1 Y

2
j −

(
1
n

∑n
j=1 Yi

)2

is asymptotically efficient in estimating SX . In addition, its (minimal) variance σ2
min is

σ2
min = 1

Var(Y )2Var
(

2E[Y ](1− SX)Y + SXY 2 + E[Y |X](E[Y |X]− 2Y )
)
.

The delta method can also be applied to compute the asymptotic variance for the esti-
mation of SX with the other estimation procedures, namely the procedure in [15] and the
one in [17], with the empirical mean and empirical variance to estimate respectively E[Y ]
and Var(Y ).
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5 Bandwidth selection
Recall that X = (Vi)16i6d, W = (Vi)d+16i6p as done in Section 2 so that Y = g(X,W ) as
in (1). In the following, we propose a bandwidth selection procedure inspired from [12]
to estimate E[E[Y |X]2] = E[g1(X)2] with g1(x) = E[Y |X = x] by

Tn,hn = 2
n(n− 1)

∑
16j<j′6n

YjYj′

2

(
Khn ◦ AXj(Xj′ −Xj)

fX(Xj)
+
Khn ◦ AXj′ (Xj −Xj′)

fX(Xj′)

)

using the sample
(

(V1,j, . . . , Vp,j), Yj
)

16j6n
where Xj = (Vi,j)16i6d.

Based on the whole sample
(

(V1,j, . . . , Vp,j), Yj
)

16j6n
, we first build a kernel estimator of

the function g defined as:

g̃(v1, . . . , vp) = 1
n

1
fV (v1, . . . , vp)

n∑
j=1

Yj

p∏
i=1

K̃h0,i

(
Vi,j − vi

)
, (15)

where as usual, K̃h(·) = K̃(·)/h, where K̃ is a kernel defined on R and where the band-
widths h0,i for i = 1, . . . , d are chosen using a classical rule of thumb. The kernel K̃
is different from K and can be chosen arbitrarily. In the following, we will consider a
Gaussian kernel. This kernel estimator g̃ will serve as a test function which is expected to
be close to g, on which the bandwidths of our estimator will be calibrated with a simple
procedure. First, we can get an analytical expression of the Sobol’ index of g̃, which will
be our target. Then, g̃ will be used to generate virtual samples that can be plugged in
our estimator. Finally, we will optimize the bandwidths in order to reach the target.
In the sequel the variables (v1, . . . , vp) will be replaced by random variables (Ṽ1, . . . , Ṽp)
and we define X̃ := (Ṽ1, . . . , Ṽd), hence we will have to deal with two sources of randomness
one coming from our original sample ((V1,j, . . . , Vp,j), Yj)16j6n and the other one from
(Ṽ1, . . . , Ṽp). We denote by Ẽ for the conditionnal expectation knowing the first source of
randomness ( the sequence ((V1,j, . . . , Vp,j), Yj)16j6n is considered as fixed and we integrate
with respect to the distribution of (Ṽ1, . . . , Ṽp)).
Then we define an approximation g̃1 of g1 based on g̃ as:

g̃1(x) = Ẽ[g̃(Ṽ1, . . . , Ṽp)|X̃ = x].

Finally, the virtual sample from g̃ is given by ((V1,j, . . . , Vp,j), Ỹj = g̃(V1,j, . . . , Vp,j))16j6n
and is used to build our estimator

T̃n,h = 2
n(n− 1)

∑
16j<j′6n

ỸjỸ
′
j

2

(
Khn ◦ AXj(Xj′ −Xj)

fX(Xj)
+
Khn ◦ AXj′ (Xj −Xj′)

fX(Xj′)

)
.

The optimal bandwidth h? is then given by :

h? = argminh|T̃n,h − Ẽ[g̃1(X̃)2]|. (16)
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Computation of Ẽ[g̃1(X̃)2] First, one has

Ẽ[g̃1(X̃)2] = 1
n2

∑
16j6j′6n

YjYj′
( d∏
i=1

β̃i,j,j′
)( p∏

i=d+1
β̃i,jβ̃i,j′

)
(17)

where, for 1 6 j, j′ 6 n,

β̃i,j,j′ :=
∫ Ci

Bi
K̃h0,i(Vi,j − v)K̃h0,i(Vi,j′ − v) 1

fVi(v)dv for 1 6 i 6 d,

β̃i,j :=
∫ Ci

Bi
K̃h0,i(Vi,j − v)dv for d+ 1 6 i 6 p.

The details of the calculus leading to (17) are postponed to Appendix A.2.
Second, the point is to choose a kernel K̃ so that Ẽ[g̃1(X̃)2] has an explicit expression.
Note that if we assume that the kernel K̃ is Gaussian and that the inputs are uniformly
distributed on [0, 1], this is the case: for 1 6 j, j′ 6 n, β̃i,j and β̃i,j,j′ writes

β̃i,j,j′ = 1√
2h0,i

ϕ
(
Vi,j − Vi,j′√

2h0,i

)[
ΦVi,j+Vi,j′

2 ,
h0,i√

2

(1)− ΦVi,j+Vi,j′
2 ,

h0,i√
2

(0)
]

for 1 6 i 6 d,

β̃i,j = ΦVi,j ,h0,i(1)− ΦVi,j ,h0,i(0) for d+ 1 6 i 6 p.

with ϕ the probability density function of the standard normal distribution and Φµ,σ

the cumulative distribution function of a normal distribution with mean µ and standard
deviation σ.

Algorithm 1 Bandwidth selection

Enter the total number n of calls to the computer code
Choose the kernel K̃
Choose the bandwidths (h0,i)16i6p using a classical rule of thumb
Simulate a n-sample ((V1,j, . . . , Vp,j), Yj)16j6n of input/output
Compute the values of (β̃i,j,j′)16i6d,16j,j′6n and (β̃i,j)d+16i6p,16j6n

Compute the value of Ẽ[g̃1(X̃)2] given in (17)
Compute the n sample (Ỹj = g̃(V1,j, . . . , Vp,j))16j6n where g̃ is defined in (15)
Solve the optimization problem given in (16)
return the optimal value h∗

6 Extension to an unknown density fX

In this section, we assume that the probability density function fX is unknown and our
aim is to propose a generalization of Tn,hn with a plug-in estimator f̂X :

T̂n,h := 2
n(n− 1)

∑
16j<j′6n

YjYj′

2

(
Kh ◦ AXj(Xj′ −Xj)

f̂X(Xj)
+
Kh ◦ AXj′ (Xj −Xj′)

f̂X(Xj′)

)
.

12



Corollary 6.1. Assume that the assumptions of Theorem 3.1 are satisfied. Furthermore,
assume that

E
[(
fX(X1)− f̂X(X1)

f̂X(X1)

)2]
= o

(
hdn
n

)
. (18)

Then we get

√
n
(
T̂n,hn − E[E[Y |X]2]

)
D−−−→

n→∞
N (0, 4τ 2) (19)

where τ 2 has been defined in Theorem 3.1.

The proof of Corollary 6.1 has been postponed in Appendix A.2.

Parametric estimation of fX Here we assume that the unknown probability density
function fX belongs to a parametric family F :

F := {fθ, θ ∈ Θ ⊂ Rm}

where fθ is a probability density function supported by D for any θ ∈ Θ. We denote by
θ0 the true parameter: fX = fθ0 . Let θ̂ be a consistent estimator of θ0 and estimate fX
by f

θ̂
.

This setting is natural. Indeed, in several industrial applications, the input variables are
assumed to follow a certain distribution, the parameters of which are given by expert
judgment. For instance, in [38], the authors model the fuel mass Mfuel needed to link two
fixed countries with a commercial aircraft by the Bréguet formula:

Mfuel =
(
Mempty +Mpload

)(
e
SFC·g·Ra

V ·F 10−3 − 1
)

(20)

where the cruise speed V and the lift-to-drag ratio F are assumed to be uniformly dis-
tributed and beta-distributed respectively with unknown parameters. See [38] for the
description of the model with more details. Another example is given by the Gaussian
Plume Model (GPM) that concerns a point source emitting contaminant into a uni-
directional wind in an infinite domain. Such a model is also applied, for instance, to
volcanic eruptions, pollen and insect dispersals (see, e.g., [5, 44]). More precisely, the
contaminant concentration at location (x, y, 0) (ground floor) involves several parameters
and writes as:

C(x, y, 0) = Q

2πKxe
−u(y2+H2)

4Kx . (21)

Based on reality constraints and guided by the expert knowledge, the stochastic parame-
ters Q, K, and u of the model are assumed to be independent with uniform distribution
on [0,MQ], [0,MK ], and [0,Mu] respectively.

Examples 6.2.
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1. Uniform distribution. For sake of clarity, we only detail the framework of first-
order Sobol’ indices, that is X = Vi for i ∈ {1, . . . , p}, and we assume that X is
uniformly distributed on [0, θ] where θ is unknown. We estimate θ by

θ̂ = max(X1, . . . , Xn).

It is a well known fact that n(θ− θ̂) converges in distribution towards an exponential
distribution of parameter 1/θ. Then one has

E
[(
fX(Xj)− f̂X(Xj)

f̂X(Xj)

)2]
= E

[(
θ−1 − θ̂−1

θ̂−1

)2]
= 1
θ2E[(θ̂ − θ)2] = 2

(n+ 1)(n+ 2) ·

So that Condition (18) is fulfilled since nhn → ∞ (d = 1). Note that these com-
putations can be easily generalized to the estimation of Sobol’ indices of any order
with uniformly distributed inputs.

2. Beta distribution with parameters a and b in (1, 3/2) unknown. Once again,
we only detail the framework of first-order Sobol’ index estimation. Assume thus
that X = Vi, for some i ∈ {1, . . . , p} and assume that X is beta- distribution
with a first unknown parameter a and a second known parameter b both in (1, 3/2).
Let â = bXm/(1 − Xm) be the moment estimator of a, built from a m-sample
(X̃1, . . . , X̃m) of X, independent from the original n-sample. Here, Xm stands for
the empirical mean of the m-sample. Since the model is not evaluated on this new
sample, even for costly numerical models, the estimation cost is still the one of n
model evaluations.
Now let

f̂a,b(x) =

fâ,b(x) if â ∈ [1, 3/2]
η otherwise,

where η = (2
∫ 1

0

√
x(1− x)dx)−1.

Firstly, on the event {â /∈ [1, 3/2]}, one may check that ‖fa,b‖∞ 6 2η so that∣∣∣∣∣fa,b(Xj)− fâ,b(Xj)
fâ,b(Xj)

∣∣∣∣∣ =
∣∣∣∣∣fa,b(Xj)− η

η

∣∣∣∣∣ 6 1.

Furthermore, let us denote by Λ the log Laplace transform of X and Λ∗ its Fenchel-
Legendre transform:

Λ(λ) = logE[eλX ] and Λ∗(s) = sup
s
{λs− Λ(λ)}.

See e.g. [13] for details on these functions and their properties. Now, for all δ > 0,
it yields, for m large enough,

P(â /∈ [1, 3/2]) = P(Xm 6
1

1 + b
) + P(Xm >

3/2
3/2 + b

)

= P
(
Xm − E[X] 6 1

1 + b
− a

a+ b

)
+ P

(
Xm − E[X] > 3/2

3/2 + b
− a

a+ b

)

6 2 exp
{
−mmin

{
Λ∗
( 1

1 + b
− a

a+ b

)
,Λ∗

( 3/2
3/2 + b

− a

a+ b

)}
− δ

}
(22)
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since E[X] = a/(a+ b) and using Cramér’s theorem [13, Theorem 2.2.3] as Λ <∞.
Secondly, on the event {â ∈ [1, 3/2]}, we have â > 0, 2a − â > 0, and 3a − â > 0
and we get

E
[(
fa,b(Xj)− fâ,b(Xj)

fâ,b(Xj)

)2∣∣∣∣â] = B(â, b)2

B(a, b)3B(3a− 2â, b)− 2 B(â, b)
B(a, b)2B(2a− â, b) + 1.

Observe that the previous expression is a function of Xm that vanishes at E[X]).
Moreover {â ∈ [1, 3/2]} = {Xm ∈ [1/(1 + b), 3/(3 + 2b)]} as â = bXm/(1 − Xm).
Thus, the function being infinitely differentiable, by applying the mean value, in-
equality we obtain

E
[(
fa,b(Xj)− fâ,b(Xj)

fâ,b(Xj)

)2
1â∈[1/2,3/2]

]
= E

[
E
[(
fa,b(Xj)− fâ,b(Xj)

fâ,b(Xj)

)2∣∣∣∣â]1â∈[1/2,3/2]

]
= E

[(
ϕ(Xm)− ϕ(E[X])

)
1Xm∈[1/(1+2b),3/(3+2b)]

]
6 CE[

∣∣∣Xm − E[X]
∣∣∣]

6 CE[(Xm − E[X])2]1/2

= C

m1/2Var(X)1/2. (23)

Finally, in view of (22) and (23), Condition (18) is then fulfilled as soon as m−1/2 =
o(hnn−1).

Nonparametric estimation of fX Here the unkonwn density function fX satisfies the
assumptions of Theorem 3.1 and is moreover bounded from below by a constant η > 0.
Then we estimate fX(x) by f̂X(x)∨ η

2 with f̂X(x) = 1
m

∑m
j=1Kĥ

◦Ax(X̃j−m) the adaptive
mirror-type estimator introduced in [3] built from a m-sample (X̃1, . . . , X̃m) independent
from the initial n-sample (X1, . . . , Xn). Then

(
f(Xj)− f̂X(Xj) ∨ η

2

f̂X(Xj) ∨ η
2

)2
6

(f(Xj)− f̂X(Xj) ∨ η
2)2

η2

4

6
4
η2

{(
f(Xj)−

η

2

)2
1
f̂X(Xj)6 η

2
+ (f(Xj)− f̂X(Xj))2

1
f̂X(Xj)> η

2

}
6

4
η2

{(
‖fX‖∞ −

η

2

)2
1
f̂X(Xj)6 η

2
+ (f(Xj)− f̂X(Xj))2

1
f̂X(Xj)> η

2

}
where the last inequality holds true as fX is continuous and thus bounded on its bounded
support. Thus

E
[(
f(Xj)− f̂X(Xj) ∨ η

2

f̂X(Xj) ∨ η
2

)2]
6

4
η2

{(
‖fX‖∞ −

η

2

)2
E[1

f̂X(Xj)6 η
2
] + E[(f(Xj)− f̂X(Xj))2]

}
.

In addition, we have

1
f̂X(Xj)6 η

2
= 1

fX(Xj)+f̂X(Xj)−fX(Xj)6 η
2

= 1
fX(Xj)− η26fX(Xj)−f̂X(Xj)

6 1 η
26fX(Xj)−f̂X(Xj)
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yielding, using Markov’s inequality,

E[1
f̂X(Xj)6 η

2
] 6 E

[
P
(
fX(Xj)− f̂X(Xj) >

η

2 |X̃1, . . . X̃m

)]
6

4
η2E

[
E
[(
fX(Xj)− f̂X(Xj)

)2
|X̃1, . . . X̃m

]
6

4
η2E

[∫
D

(fX(x)− f̂X(x))2fX(x)dx
]

6
4
η2‖fX‖∞ · E

[∫
D

(fX(x)− f̂X(x))2dx
]
·

In the same, way we get

E[(f(Xj)− f̂X(Xj))2] 6 ‖fX‖∞E
[∫
D

(fX(x)− f̂X(x))2dx
]
.

From [3, Theorem 4] and as fX ∈ Cα
(
D
)
, it comes

E
[∫
D

(fX(x)− f̂X(x))2dx
]
6 Cm

−2α
2α+d .

Thus, choosing the sample size m such that

m
−2α

2α+d = o
(
hdn
n

)
,

the central limit theorem stated in Corollary 6.1 holds true.

7 Numerical applications

A Proof of the results
In the following, hn and Ln are simply denoted by h and L respectively. In addition,
recall that, we write C for a deterministic and finite constant which value is allowed to
change between occurrences.

A.1 Proof of Theorem 3.1
Proof of (7). First, since Y ∈ L2(R), one has

E[Tn,h] = 1
2

∫∫
D2

(
Kh ◦ Ax1(x2 − x1)

fX(x1) + Kh ◦ Ax2(x1 − x2)
fX(x2)

)
fX(x1)fX(x2)g1(x1)g1(x2)dx1dx2

=
∫∫
D2

Kh ◦ Ax1(x2 − x1)
fX(x1) fX(x1)fX(x2)g1(x1)g1(x2)dx1dx2

=
∫
D

∫
Dx
K(u)g1(x)g1(x+ hA−1

x (u))fX(x+ hA−1
x (u))dudx

where the last display is obtained after the variable change (x, u) =
(
x1, Ax1(x2−x1)/h

)
,

using the fact that |det(Ax)| = 1 and where D × Dx is the integration domain after the
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variable change. Now observe that, for h small enough, D ⊂ Dx by assumption and since
K(u) = 0 for all u /∈ D, the integration domain of the last integral is reduced to D2. In
addition, since

∫
DK(u)du = 1 and g1(x) = E[Y |X = x],

E[E[Y |X]2] = E[g2
1(X)] =

∫
D
g1(x)2fX(x)dx =

∫∫
D2
g1(x)2fX(x)K(u)dxdu

leading to

E[Tn,h]− E[E[Y |X]2]

=
∫∫
D2
K(u)g1(x)

(
g1(x+ hA−1

x (u))fX(x+ hA−1
x (u))− g1(x)fX(x)

)
dxdu. (24)

The term in (24) can be handled with a Taylor expansion of g1fX (see, e.g., [7, Theorem
5.4]). The assumptions we use are (mainly) g1fX ∈ Cα(D) and, for any 1 6 β 6 bαc,

∫
D

∣∣∣∣∣g1(x)∂
β(g1fX)
∂xβ

∣∣∣∣∣ dx <∞.
Then we get a bound in O(hα). More precisely, by a multivariate Taylor expansion, since
g1fX is Cα(D), we get:

g1(x+ uh)fX(x+ uh)− g1(x)fX(x)

=
∑

16|β|<bαc

h|β|

β ! u
β ∂

β(g1fX)
∂xβ

(x) + hbαc
∑
|β|=bαc

Rβ(x+ uh)uβ (25)

with

Rβ(x+ uh) = bαc
β!

∫ 1

0
(1− t)bαc−1∂

β(g1fX)
∂xβ

(x+ tuh) dt.

Then, one has

E[Tn,h]− E[E[Y |X]2]

=
∑

16|β|<bαc

h|β|

β !

(∫
D

(A−1
x (u))βK(u)du

)(∫
D
g1(x)∂

β(g1fX)
∂xβ

(x)dx
)

+ hbαc
∑
|β|=bαc

∫
D
g1(x)

∫
D
uβK(u)Rβ(x+ hA−1

x (u))dudx

= bαchbαc
∑
|β|=bαc

1
β!

∫
D
g1(x)

∫
D

(A−1
x (u))βK(u)

∫ 1

0
(1− t)bαc−1∂

β(g1fX)
∂xβ

(x+ thA−1
x (u)) dtdudx

using the fact that (A−1
x (u))β is polynomial in (u1, . . . , ud) of degree β and K is of order

bαc and that ∫
D

∣∣∣∣∣g1(x)∂
β(g1fX)
∂xβ

∣∣∣∣∣ dx <∞
for any β such that 1 6 |β| < bαc. Now, since K is of order bαc and

∫
D
uβK(u)∂

β(g1fX)
∂xβ

(x)du = ∂β(g1fX)
∂xβ

(x)
∫
D
uβK(u)du = 0
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for any β such that |β| = bαc, we get

E[Tn,h]− E[E[Y |X]2] = bαchbαc
∑
|β|=bαc

1
β!

∫
D
g1(x)

∫
D

(A−1
x (u))βK(u)

∫ 1

0
(1− t)bαc−1

(
∂β(g1fX)
∂xβ

(x+ thA−1
x (u)− ∂β(g1fX)

∂xβ
(x)
)
dtdudx.

Then using the fact that g1fX ∈ Cα(D) and (5), one gets
∣∣∣∣∂β(g1fX)

∂xβ
(x+ thA−1

x (u))− ∂β(g1fX)
∂xβ

(x)
∣∣∣∣ 6 Cg1fX (ht|A−1

x (u)|)α−bαc (26)

for all u and x ∈ D, for all t ∈ [0, 1], for all h ∈ (0,∞), and for any β ∈ Nd such that
|β| = bαc. Then,

|E[Tn,h]− E[E[Y |X]2]| 6 Cg1fXbαchα
∫
D
|g1(x)| dx

∑
|β|=bαc

1
β!

∫
D
|A−1

x (u)|β|A−1
x (u)|α−bαc|K(u)|du

∫ 1

0
(1− t)bαc−1tα−bαcdt

= Chα
∫
D
|g1(x)| dx×

( ∑
|β|=bαc

1
β!

)
×
(∫
D
‖u‖α∞ |K(u)|du

)
6 Chα

since
∫
D |g1(x)| dx <∞ and

|A−1
x (u)|β = |u|β = |u1|β1 . . . |ud|βd 6 ‖u‖β1+···+βd

∞ = ‖u‖|β|∞ = ‖u‖bαc∞ .

Proof of (8). Recall that, by (6), one has

Tn,h − E[Tn,h] = 1
n

n∑
j=1

Zj + S1 + S2

where Zj = Yjg1(Xj)− E[E[Y |X]2] has been introduced in Theorem 3.1.
(1) We consider the second moment of S1. Since the pairs (Xj, Yj) are i.i.d. distributed
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as (X, Y ) and the variables Zj = 2(Yjg1(Xj)− E[E[Y |X]2]) are centered, one has

nE[S2
1 ] = 4nE

[(
U (1)
n (π1R)− 1

n

n∑
j=1

(Yjg1(Xj)− E[E[Y |X]2])
)2]

= 4nVar
(
U (1)
n (π1R)− 1

n

n∑
j=1

(Yjg1(Xj)− E[E[Y |X]2])
)

= 4nVar
( 1
n

n∑
j=1

[
(π1R)

(
Xj

Yj

)
− (Yjg1(Xj)− E[E[Y |X]2])

])

= 4Var
(
π1R

(
X
Y

)
− Y g1(X)

)
by orthogonality of Hoeffding’s decomposition

= 4Var
( Y

2fX(X)

∫
D

(Kh ◦ AX)(u−X)(g1fX)(u)du+ Y

2

∫
D

(Kh ◦ Au)(X − u)g1(u)du− Y g1(X)
)

6 E
[
Y 2
( 1
fX(X)

∫
D

(Kh ◦ AX)(u−X)(g1fX)(u)du+
∫
D

(Kh ◦ Au)(X − u)g1(u)du− 2 g1(X)
)2]

6 2
∫
D

(∫
D

(Kh ◦ Ax)(u− x)(g1fX)(u)du− g1(x)fX(x)
)2 g2(x)
fX(x)dx

+ 2
∫
D

(∫
D

(Kh ◦ Au)(x− u)g1(u)du− g1(x)
)2
g2(x)fX(x)dx

=: 2(T1 + T2) (27)

using (a+ b)2 6 2(a2 + b2).
• We proceed following the same lines as in the proof of (7): using the variable change
(x, u) = (x1, Ax1(x2 − x1)/h), the fact that

∫
DK(u)du = 1, and the Taylor expansion of

g1fX in (25). Then the fist term can be rewritten as

T1 =
∫
D

(∫
D
K(u)g1(x+ hA−1

x (u))fX(x+ hA−1
x (u))du− g1(x)fX(x)

)2 g2(x)
fX(x)dx

=
∫
D

(∫
D
K(u)[g1(x+ hA−1

x (u))fX(x+ hA−1
x (u))− g1(x)fX(x)]du

)2 g2(x)
fX(x)dx

=
∫
D

( ∑
16|β|<bαc

h|β|

β !

(∫
D

(A−1
x (u))βK(u)du

)
∂β(g1fX)
∂xβ

(x)

+ hbαc
∑
|β|=bαc

∫
D

(A−1
x (u))βK(u)Rβ(x+ hA−1

x (u))du
)2 g2(x)
fX(x)dx

6 2
∫
D

( ∑
16|β|<bαc

h|β|

β !

(∫
D

(A−1
x (u))βK(u)du

)
∂β(g1fX)
∂xβ

(x)
)2 g2(x)
fX(x)dx

+ 2h2bαc
∫
D

( ∑
|β|=bαc

∫
D

(A−1
x (u))βK(u)Rβ(x+ hA−1

x (u))du
)2 g2(x)
fX(x)dx. (28)

Since K is a kernel of order α and (A−1
x (u))β is a polynomial in (u1, . . . , ud) of degree β,∫

D(A−1
x (u))βK(u)du = 0 for any β such that |β| < α and the first term of the previous
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inequality equals to

∑
16|β|,|β′|<bαc

h|β|

β !
h|β
′|

β′ !

(∫
D

(A−1
x (u))βK(u)du

)(∫
D

(A−1
x (u′))β′K(u′)du′

)

×
∫
D

∂β(g1fX)
∂xβ

(x)∂
β′(g1fX)
∂xβ′

(x) g2(x)
fX(x)dx (29)

vanishes as soon as ∫
D

g2(x)
fX(x)

∣∣∣∣∣∂β(g1fX)
∂xβ

∂β
′(g1fX)
∂xβ′

∣∣∣∣∣ dx <∞
for any β and β′ such that 1 6 |β| , |β′| < bαc. Let us turn to the remaining term in (28).
Using the definition of Rβ(x+ hA−1

x (u)), we upper bound T1/(2h2bαc) by
∫
D

( ∑
|β|=bαc

1
β!

∫
D

(A−1
x (u))βK(u)

∫ 1

0
(1− t)bαc−1∂

β(g1fX)
∂xβ

(x+ thA−1
x (u))dtdu

)2 g2(x)
fX(x)dx

=
∫
D

( ∑
|β|=bαc

1
β!

∫
D

(A−1
x (u))βK(u)

∫ 1

0
(1− t)bαc−1

×
(
∂β(g1fX)
∂xβ

(x− tuh)− ∂β(g1fX)
∂xβ

(x)
)
dtdu

)2 g2(x)
fX(x)dx.

It suffices to proceed as previously in (29) rewriting (∑β zβ)2 as ∑β,β′ zβzβ′ . As for the
first term on the right hand side of the previous inequality, we apply (26) to get

|T1| 6 Ch2α
(∫
D

g2(x)
fX(x)dx

)
×
( ∑
|β|=bαc

1
β!

)2
×
(∫
D
|A−1

x (u)|β|A−1
x (u)|α−bαc|K(u)|du

)2

×
(∫ 1

0
(1− t)bαc−1tα−bαcdt

)2

= Ch2α
(∫
D

g2(x)
fX(x)dx

)
×
( ∑
|β|=bαc

1
β!

)2
×
(∫
D
‖u‖α∞ |K(u)|du

)2

6 Ch2α (30)

since g2/fX ∈ L1(D) .
• Let us turn to T2. We proceed as for T1 but performing a Taylor expansion of g1 rather
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than g1fX .

T2 =
∫
D

(∫
D

(Kh ◦ Au)(x− u)g1(u)du− g1(x)
)2
g2(x)fX(x)dx

=
∫
D

(∫
D
K(u)[g1(x+ hA−1

x (u))− g1(x)]du
)2
g2(x)fXX(x)dx

=
∫
D

( ∑
16|β|<bαc

h|β|

β !

(∫
D

(A−1
x (u))βK(u)du

)
∂βg1

∂xβ
(x)

+ hbαc
∑
|β|=bαc

∫
D

(A−1
x (u))βK(u)Rβ(x+ hA−1

x (u))du
)2
g2(x)fX(x)dx

6 2
∫
D

( ∑
16|β|<bαc

h|β|

β !

(∫
D

(A−1
x (u))βK(u)du

)
∂βg1

∂xβ
(x)
)2
g2(x)fX(x)dx

+ 2h2bαc
∫
D

( ∑
|β|=bαc

∫
D

(A−1
x (u))βK(u)Rβ(x+ hA−1

x (u))du
)2
g2(x)fX(x)dx.

The first integral vanishes as soon as
∫
D
g2(x)fX(x)

∣∣∣∣∣∂βg1

∂xβ
∂β
′
g1

∂xβ′

∣∣∣∣∣ dx <∞
for any β and β′ such that 1 6 |β| , |β′| < bαc. As for the second, one has

T2 6 2h2bαc
∫
D

( ∑
|β|=bαc

1
β!

∫
D

(A−1
x (u))βK(u)

∫ 1

0
(1− t)bαc−1∂

βg1

∂xβ
(x+ thA−1

x (u))dtdu
)2
g2(x)fX(x)dx

= 2h2bαc
∫
D

( ∑
|β|=bαc

1
β!

∫
D

(A−1
x (u))βK(u)

∫ 1

0
(1− t)bαc−1

×
(
∂β(g1fX)
∂xβ

(x− tuh)− ∂βg1

∂xβ
(x)
)
dtdu

)2
g2(x)fX(x)dx.

It suffices to proceed as previously in (30) to get

T2 6 Ch2α. (31)

since
∫
D g2(x)fX(x)dx = E[g2(X)] = E[Y 2] <∞ by assumption on Y .

Finally,

nE[S2
1 ] 6 Ch2α. (32)
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(2) As for the second moment of S2, since π2 is a projection, we have

E[S2
2 ] 6 1

n(n− 1)

∫∫
D2

(
K2
h ◦ Ax1(x2 − x1)

fX(x1)2 + K2
h ◦ Ax2(x1 − x2)

fX(x2)2

)
fX(x1)fX(x2)g2(x1)g2(x2)dx1dx2

= 2
n(n− 1)

∫∫
D2
K2
h ◦ Ax1(x2 − x1)fX(x2)

fX(x1)g2(x1)g2(x2)dx1dx2

6
2κ

n(n− 1) sup
`=1,...,κ

∫
D

∫
D`
K2
h ◦ A`(x2 − x1)fX(x2)

fX(x1)g2(x1)g2(x2)dx1dx2

6
2κ

n(n− 1) sup
`=1,...,κ

∫∫
D
K2
h ◦ A`(x2 − x1)fX(x2)

fX(x1)g2(x1)g2(x2)dx1dx2

= 2κ
n(n− 1) sup

`=1,...,κ

∫
D

(K2
h ◦ A`) ∗

g2

fX
(y)g2(y)fX(y)dy

6
2κ

n(n− 1) ‖g2fX‖2

∥∥∥∥∥ g2

fX

∥∥∥∥∥
2

sup
`=1,...,κ

∥∥∥K2
h ◦ A`

∥∥∥
1

= 2κ
n(n− 1)hd ‖g2fX‖2

∥∥∥∥∥ g2

fX

∥∥∥∥∥
2
‖K‖2

1

using Young’s convolution inequality again with r = q = 2 and p = 1. Since g2/fX and
g2fX ∈ L2(D), it yields

E[S2
2 ] 6 C

n(n− 1)hd . (33)

We conclude to (8) using (32) and (33).

Proof of (10). It is straightforward using (7), (8), and the standard central limit theorem
for the random variables Zi.

A.2 Proof of the remaining results
Proof of Corollary 3.3. To prove the global CLT, we first prove a CLT for the following
linear combination

Sn,h := aTn,h + bY n + cY 2
n = aTn,h + b

n

n∑
j=1

Yj + c

n

n∑
j=1

Y 2
j

for any a, b, and c ∈ R from which we deduce that
(
Tn,h, Y n, Y 2

n

)
is asymptotically

Gaussian. Second, it suffices to conclude applying the delta method to the later vector(
Tn,h, Y n, Y 2

n

)
=
(
Tn,h,

1
n

n∑
j=1

Yj,
1
n

n∑
j=1

Y 2
j

)

with

Φ(x, y, z) = x− y2

z − y2 .
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• We proceed as in the proof of Theorem 3.1: we control the bias and the variance terms
as in (7) and (8) respectively. Then we conclude to the central limit theorem as in the
proof of (10).
Let us first study the bias term. Let m := aE[E[Y |X]2] + bE[Y ] + cE[Y 2]. Then,

E[Sn,h]−m = E[Sn,h]−
(
cE[E[Y |X]2] + bE[Y ] + cE[Y 2]

)
= a(E[Tn,h]− E[E[Y |X]2]) + b(E[Y n]− E[Y ]) + c(E[Y 2

n]− E[Y 2])
= a(E[Tn,h]− E[E[Y |X]2])

and, by (7) in Theorem 3.1, we conclude that∣∣∣∣E[Sn,h]−m
∣∣∣∣ 6 aChα.

As for the variance, the Hoeffding decomposition given in (6) becomes

Sn,h − E[Sn,h] = 1
n

n∑
j=1

(
aZj + b(Yj − E[Y ]) + c(Y 2

j − E[Y 2])
)

+ a(S1 + S2)

=: 1
n

n∑
j=1

Z̃j + a(S1 + S2),

where Zj has been defined in (9), S1 and S2 in (6). Then we deduce from (32) and (33)
of Appendix A.1:

E
[(
Sn,h − E[Sn,h]−

1
n

n∑
j=1

Z̃j

)2]
= a2E

[(
S1 + S2

)2]
6 a2C

(
h2α + 1

n2hd

)
·

Thus it remains to use a CLT for 1
n

∑n
j=1 Z̃j. By Theorem 3.1 II(b), one gets merely

directly
√
n
(
Sn,h −m

)
D−−−→

n→∞
N
(

0,Var (2aY g1(X) + bY + cY 2)
)

from which we conclude that
(
Tn,h, Y n, Y 2

n

)
is asymptotically Gaussian; namely

√
n
(Tn,hY n

Y 2
n

−M)
D−−−→

n→∞
N3

(
0,Γ

)
,

where M :=
(
E[E[Y |X]2],E[Y ],E[Y 2]

)>
and

Γ :=

 4τ 2 2Cov(Y g1(X), Y ) 2Cov(Y g1(X), Y 2)
2Cov(Y g1(X), Y ) Var(Y ) Cov(Y, Y 2)
2Cov(Y g1(X), Y 2) Cov(Y, Y 2) Var(Y 2)

 .
• Now, as announced previously, we apply the delta method to

(
Tn,h, Y n, Y 2

n

)
and

Φ(x, y, z) = x− y2

z − y2
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to get

√
n
( Tn,h −

(
1
n

∑n
j=1 Yj

)2

1
n

∑n
j=1 Y

2
j −

(
1
n

∑n
j=1 Yj

)2 − S
X
)

D−−−→
n→∞

N (0, σ2)

where σ2 = `TΓ` with ` = ∇Φ(M). By assumption Var(Y ) 6= 0, Φ is differentiable at M
and we will see in the sequel that `TΓ` 6= 0, so that the application of the delta method
is justified. By differentiation, we get that, for any x, y, and z so that z 6= y2:

∇Φ(x, y, z) =
(

y2

z − y2 ,−2y z − x
(z − y2)2 ,−

x− y2

(z − y2)2

)T
so that

` = ∇Φ(M) =
( 1
Var(Y ) ,−2E[Y ]E[Y 2]− E[E[Y |X]2]

Var(Y )2 ,− SX

Var(Y )

)T
= 1

Var(Y )

(
1, 2E[Y ](SX − 1),−SX

)T
.

Hence the asymptotic variance σ2 can be computed

σ2 =`TΓ`

= 1
Var(Y )2

(
4
(
Var(Y g1(X))− 2Cov(Y g1(X), Y )E[Y ] + E[Y ]2Var(Y )

)
+ 4SX

(
2Cov(Y g1(X), Y )E[Y ]− Cov(Y g1(X), Y 2)− 2E[Y ]2Var(Y ) + E[Y ]Cov(Y, Y 2)

)
+ (SX)2

(
4E[Y ]2Var(Y )− 4E[Y ]Cov(Y, Y 2) + Var(Y 2)

))
. (34)

The proof of Corollary 3.3 is now complete.

Proof of Corollary 3.4. For any i = 1, . . . , p, define Tn,h,i as the estimator of E[E[Y |Vi]2].
We proceed as for the proof of Corollary 3.3 to get a vectorial central limit theorem for(
Tn,h,1, . . . , Tn,h,p, Y n, Y 2

n

)T
. LetM =

(
S1, . . . , Sp,E[Y ],E[Y 2]

)T
. Then, using the delta

method with
Φ(x1, . . . , xp, y, z) =

(
x1 − y2

z − y2 , . . . ,
xp − y2

z − y2

)T
we get the result with

Σ = JΦ(M)TΓJΦ(M) (35)

with JΦ(M) the Jacobian of Φ at point M and Γ the covariance matrix of
(
Y E[Y |V1], . . . , Y E[Y |Vp], Y, Y 2

)T
.
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Proof of (17). Let X̃ = (Ṽ1, . . . Ṽd) and x = (x1, . . . xd). First of all, we compute

g̃1(x) = Ẽ[g̃(Ṽ1, . . . , Ṽp)|X̃ = x]

= 1
n

n∑
j=1

Ẽ
[

Yj

f
Ṽ

(Ṽ1, . . . , Ṽp)

p∏
i=1

K̃h0,i(Vi,j − Ṽi)
∣∣∣∣X̃ = x

]

= 1
n

n∑
j=1

Yj
d∏
i=1

K̃h0,i(Vi,j − vi)
f
Ṽi

(vi)

p∏
i=d+1

Ẽ
[
K̃h0,i(Vi,j − Ṽi)

f
Ṽi

(Ṽi)

]

= 1
n

1
f
X̃

(x)

n∑
j=1

Yj
d∏
i=1

K̃h0,i(Vi,j − vi)
p∏

i=d+1

∫ Ci

Bi
K̃h0,i(Vi,j − v)dv

= 1
n

1
f
X̃

(x)

n∑
j=1

Yj
d∏
i=1

K̃h0,i(Vi,j − vi)
p∏

i=d+1
β̃i,j

recalling that the support of Vi is [Bi, Ci], and since the inputs are independent. Then

Ẽ[g̃1(X̃)2] = Ẽ
[( 1
n

1
f
X̃

(X̃)

n∑
j=1

Yj
d∏
i=1

K̃h0,i(Vi,j − Ṽi)
p∏

i=d+1
β̃i,j

)2]

= 1
n2E

[ 1
f
X̃

(X̃)2

∑
16j6j′6n

YjYj′
d∏
i=1

K̃h0,i(Vi,j − Ṽi)K̃h0,i(Vi,j′ − Ṽi)
p∏

i=d+1
β̃i,jβ̃i,j′

]

= 1
n2

∑
16j6j′6n

YjYj′
( p∏
i=d+1

β̃i,jβ̃i,j′
) ∫
D

1
f
X̃

(x)2

d∏
i=1

K̃h0,i(Vi,j − vi)K̃h0,i(Vi,j′ − vi)fVi(vi)dvi

= 1
n2

∑
16j6j′6n

YjYj′
( p∏
i=d+1

β̃i,jβ̃i,j′
) ∫
D

1
f
X̃

(x)

d∏
i=1

K̃h0,i(Vi,j − vi)K̃h0,i(Vi,j′ − vi)dvi

recalling that D = [B1, C1]× · · · × [Bd, Cd].

Proof of Corollary 6.1. First, note that

√
n(T̂n,h − E[E[Y |X]2]) =

√
n(Tn,h − E[E[Y |X]2]) + 2

√
n

n(n− 1)
∑

16j<j′6n

YjYj′

2

×
(
Kh ◦ AXj(Xj′ −Xj)

fX(Xj)− f̂X(Xj)
f̂X(Xj)fX(Xj)

+Kh ◦ AXj′ (Xj −Xj′)
fX(X ′j)− f̂X(X ′j)
f̂X(X ′j)fX(X ′j)

)
.

The first term in the right-hand side of the previous display is handled using Theorem
3.1.Thus it remains to prove that

√
nE[|T̂n,h − Tn,h|] →

n→∞
0. To do so, let us study the

following expectation:

E
[∣∣∣∣YjYj′Kh ◦ AXj′ (Xj −Xj′)

fX(Xj)
fX(Xj)− f̂X(Xj)

f̂X(Xj)

∣∣∣∣]2

6 E
[(
YjYj′

Kh ◦ AXj′ (Xj −Xj′)
fX(Xj)

)2]
E
[(
fX(Xj)− f̂X(Xj)

f̂X(Xj)

)2]
.

One deduces from (33) that the first in the right-hand side of the previous display is
O(1/hd) and the proof is concluded using (18).
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A.3 Construction of a kernel of order k in dimension d

In view of the assumptions in Section 2 on the kernel K that is required to be of order
bαc, we give in this section a procedure to construct kernels of a given order.
Let f0 be a probability density function on R and let ψ0, . . . , ψk be the associated
orthonormal polynomials: for any m = 0, . . . , k, ψm is a polynomial of order m and∫

ψm(x)ψm′(x)f0(x)dx = δmm′

for any m and m′ = 0, . . . , k. For any monomial xm, we define λm = (λm0 , . . . , λmk )
as the coefficients of its decomposition in the f0-orthonormal basis (ψ0, . . . , ψk) that is
xm = ∑k

i=0 λ
m
i ψi(x). Now let c ∈ Rk+1 solving the following linear system:

k∑
i=0

λmi ci = δm0 for m = 0, . . . , k.

We define K1(x) =
(∑k

i=0 ψi(x)ci
)
f0(x). Then, for any m = 0, . . . , k, one has

∫
R
xmK1(x)dx =

∫
R

k∑
i=0

λmi ψi(x)
k∑

i′=0
ci′ψi′(x)f0(x)dx

=
k∑

i,i′=0
λmi ci′

∫
R
ψi(x)ψi′(x)f0(x)dx

=
k∑
i=0

λmi ci

∫
R
ψi(x)2f0(x)dx =

k∑
i=0

λmi ci = δm0.

Thus K1 is of order k as required and
∫
RK1(u)du = 1 (case m = 0). To obtain a kernel

of order k in dimension d, we proceed by tensorization defining:

K(x1, . . . , xd) = K1(x1) . . . K1(xd).

The tensorization allows to transfer the properties of K1 to K.
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