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Abstract—Harnessing the network slicing feature of the 5G
architecture and the mobile cloud computing capabilities offered
by Mobile Edge Computing (MEC), mobile edge communication
systems are emerging that contribute to the convergence of
telecom and cloud services. In this scenario, mobile edge slices can
be created and deployed by leveraging multi-cloud infrastructure.
However, it becomes difficult for potential users, such as mobile
edge slice tenants, to evaluate and select the Cloud Infrastructure
Provider (CIP) which best meets their heterogeneous require-
ments. Therefore, mobile edge systems require slice brokering
to mediate with resource and infrastructure providers, so that
mobile edge slice tenants can specify a single set of network and
cloud service Key Performance Indicator (KPI) requirements. In
this paper we present a new type of broker, the Mobile Edge Slice
Broker, that allows designing, provisioning, and orchestrating the
deployment and operation of end-to-end mobile edge slices over
edge and multi-cloud environments, while maintaining dynamic
monitoring, reconfiguration and optimization capabilities.

Index Terms—5G Mobile Communications, Network Slicing,
Mobile Edge Computing, Mobile Edge Slice Broker, Multi-
Tenancy, Multi-Cloud.

I. INTRODUCTION

W ith the softwarization and programmability of mo-
bile networks, the infrastructure of telecommunication

systems evolves into a set of interconnected radio resources,
cloud-based networking and computing resources [1]. This
profound transformation is being fostered by new network
design patterns that allow the deployment of a set of logically
independent networks running over a same and shared physical
infrastructure [2]. The instantiated logical network, commonly
called a network slice, consists of a set of Virtual Network
Functions (VNFs) which are purpose-built and tailored to ful-
fill dedicated needs for particular services, for instance, in the
healthcare, automotive, augmented/virtual reality domains [3].

Network slicing enables customized network operations
by supporting a wide range of tenants with a diverse set
of performance and Quality of Service (QoS) requirements.
With network slicing, mobile systems are evolving towards
multi-tenant environments [4], where multiple actors such as
network operators, infrastructure and service providers, as

well as ordinary users have to manage resource allocation,
provisioning, and exploitation tasks. However, network slicing
brings new technical challenges regarding the orchestration
and management of these diverse operations. These challenges
must be addressed to enable flexible orchestration of resource
allocation and to meet the requirements of tenants [5].

A fundamental component of orchestration, namely the 5G
Network Slice Broker (NSB), has been proposed by Samdanis
et al. [6] to facilitate resource allocation and perform control
and management tasks over the network slices. Furthermore,
it is responsible for satisfying the heterogeneous slice require-
ments of tenants in terms of network performance. However,
the NSB does not orchestrate or manage cloud services and
edge applications, which creates a barrier to deploying end-to-
end mobile edge slices: network slices thus do not cover and
operate on cloud services. In addition, NSBs rely on a single
cloud data center to support virtualized infrastructure, despite
the increase in the number of Cloud Infrastructure Providers
(CIPs) as well as the enormous growth in cloud services
and resources. Consequently, mobile edge slice tenants have
problems operating in multi-cloud environments, notably the
critical task of selecting appropriate cloud offerings and cloud
resources that fulfill their service requirements. In fact, a
separate component, the Cloud Broker (CB), performs these
types of tasks over multi-cloud infrastructures.

A service that provides access to data gathered through the
Internet of Things (IoT), for instance, can be deployed by
creating a network slice using the NSB (based on network
KPIs, e.g., latency and data throughput); an edge application
that uses this data to modify user resources in the cloud has
to rely on the CB (based on service KPIs, e.g., scalability and
availability). An application that encompasses data gathering,
access management and the cloud-side service as part of a full
mobile edge slice is desirable in order to be able to optimize
end-to-end design, including overall use of resources, global
configuration by administrators and users, etc. Since such an
application covers both the IoT-Edge network side and the
cloud service side, it cannot be managed using either the NSB



or the CB alone. If a problem arises, such as an increase in
the traffic load that imposes severe constraints on the overall
slice, an appropriate solution cannot be found. It may be
more cost-efficient, for example, to automatically scale up a
cloud application across multiple near edge sites in order to
gain simultaneous distributed management than to reconfigure
router settings to increase bandwidth at the network level.

The main objective of this paper is to propose a solution
to this kind of problem through mediation of conciliating and
orchestrating actions over both the network and cloud parts
of complex applications operating the Edge-Cloud continuum.
Concretely, we introduce a new type of broker to manage
resource provisioning and optimize deployment of end-to-end
mobile edge slices spanning heterogenous infrastructures at
the Edge and (multiple) Clouds. Our broker is responsible for
deploying mobile edge slices, including network functions,
services, and supporting edge applications, as well as the
configuration of QoS settings. These operations are facilitated
through interaction with both the NSB and the CB. Moreover,
the Mobile Edge Slice Broker (MESB) allows monitoring
performance and other QoS properties over time in order
to dynamically reconfigure and adjust the mobile edge slice
and application according to the tenants’ requirements and
evolving system requirements.

The main contributions of this paper are:
• A review of the existing work on (3GPP-based) network

slicing and multi-cloud environments, aiming at potential
improvements for mobile edge slice deployment.

• A design of an extension to the NSB and CB to cover
and reconcile both network and cloud service KPIs in the
context of mobile edge slices.

• A new notion of MESB that enables the orchestration of
provisioning, scaling and configuration of network and
edge applications as well as the operation of end-to-end
mobile edge slices.

The remainder of this paper is organized as follows. Section II
introduces the background covering network slicing, multi-
cloud environments, and multi-tenancy environments as well
as the advantages and limitations of both NSBs and CBs.
Subsequently, the MESB, its architecture and properties, are
introduced in Sec. III. Finally, Sec. IV provides a conclusion.

II. BACKGROUND

A. Network slicing

Network slicing is a key feature of 5G and beyond network
architectures. As introduced by 3GPP [7], it involves trans-
forming the network from a static one-size-fits-all paradigm, to
a new paradigm where logical partitions called network slices
are created over the same network infrastructure. Particularly,
a network slice has been defined by the next-generation
mobile networks alliance [2] as a complete instantiated logical
network comprising a set of Network Functions (NFs) and
all the resources required to serve a particular purpose or
a network service. It includes both Radio Access Network

(RAN) functions as well as Core Network (CN) control plane
and user plane NFs [8] with all the required resources in
terms of compute, storage, and networking. Moreover, network
slicing provides end-to-end network slices with dedicated
core functions, e.g., the access and mobility management
function and even policy control functions. Interestingly, when
supported features and service requirements are the same,
some core functions can be shared among multiple slices [9].

Network slices deployment is facilitated by the Network
Exposure Function (NEF) through listing the available network
slice templates, as well as specifying virtual resources and
functions to be instantiated for particular service requirements.
Moreover, it acts as an interface between Mobile Network
Operators (MNOs) and network slice tenants for handling
slice requests. A MNO can be seen as a communication
service provider that leverages resources, e.g., bandwidth on a
network link, forwarding tables in a network element (switch,
router), that are exposed by infrastructure providers [10]. A
tenant refers -in this paper- to a specific end-to-end slice
owner that has specific requirements in order to serve its
end users. At this point, an orchestration and management
layer is required to address the challenges of heterogeneous
tenant requests in terms of resources, requirements, policy
conflicts, security, and trust, etc. In this context, Dang et
Sivrikaya [10] reviewed the state-of-the-art of network slicing
facilities enabling multi-domain slice management. Two main
different models according to the level of trust between the
stakeholders have been reviewed: federation and brokerage.

In contrast to federated multi-domain models, in this pa-
per, we focus on brokerage approaches that have been first
introduced in [6] as a new feature in 5G systems. The main
contribution has been the proposal of a multi-tenant network
architecture where the new entity referred to as 5GNSB is
directly plugged into the 3GPP-compliant architecture. The
role of this NSB is to provide admission control for requests
received from MNOs, service providers and tenants as well as
to manage resource allocation from a host RAN provider, i.e.
the CIP. Recently, Sciancalepore et al. [9] discussed related
work on network slicing solutions available in the literature to
fit the functionalities required by a NSB.

Unlike the reviewed solutions, the brokerage approach that
will be presented in this article is, as far as we are aware, the
first of its kind to enable a better reconciliation between the
KPIs at the network level, which is managed by the MNOs,
and at the application level, which is managed by the CIPs.

B. Multi-cloud environments

As the mobile edge slice covers both network and edge
services provisioning and contains a set of NFs and Mobile
Edge Computing (MEC) applications with different require-
ments, deploying it on a single cloud infrastructure has inher-
ent limitations in terms of service performance, availability,
reliability and security [11]. Moreover, a slice manager would
be limited by the edge locations provided by one CIP, which
may lead to network performance-related issues such as low
coverage and high latency. Therefore, relying on a single cloud



infrastructure to deploy an end-to-end mobile edge slice may
not be practical in the face of these diverse limitations. To
overcome these challenges, multi-cloud environments [12] or
cloud of clouds offerings like Google Anthos and startups
like Vawlt or Multcloud are emerging for end users and
enterprises to host their various distributed systems [13]. The
idea behind using multiple clouds is to provide a high Quality
of Service (QoS), improve user experience as well as security
aspects, and mask the failures of some cloud infrastructure.
The multi-cloud environments, with their various services,
including virtualization and allocation of compute, storage and
networking resources, enable both elasticity and flexibility in
terms of applications deployment, resources efficiency, and
managing client requests. Moreover, they allow moving and
distributing workloads to resources deployed over multiple
clouds in a seamless manner [14], [15].

However, with the growth in the number of CIPs in
the multi-cloud marketplace, application providers are facing
many challenges in selecting the most appropriate data centers
for deploying their applications. As described by Ramalingam
and Mohan [16], in order to satisfy the diverse needs of cloud
customers, the multi-cloud environment is attracting new cloud
service providers to offer new enablers such as Application
Programming Interfaces (APIs) and CBs. The primary role
of a CB is to recommend a list of potential cloud services
from different CIPs that best meet the resource requirements
of application providers [17]. Additionally, a CB enables easy
collaboration and migration of applications across multiple
CIPs. Furthermore, security-wise, a CB is also important for
avoiding security issues that can lead to serious problems for
hosted applications and multi-cloud clients [18].

At this stage, mobile edge slice managers can leverage a
CB to select the most appropriate CIP in terms of resources
and services required to deploy their virtualized applications.
Unfortunately, the current network slice specification does not
support either CIP or cloud services, which further limits the
possibilities of integrating a CB into the network architecture.

In this paper, we propose to add an overlay with the scope of
covering both network and cloud services dimensions. This in
turn would facilitate the resource provisioning and deployment
processes of mobile edge slices while taking advantage of the
NSB and the CB.

C. Multi-tenancy environments

The 3GPP standards [19] defined the concept of a tenant as a
group of users in a software and virtualization context. Hence,
third party consumers that use communication services (e.g.,
enterprises that use V2X service) and consume management
capabilities can represent tenants. The 3GPP management
system provides multi-tenancy support, by associating differ-
ent tenants with different sets of management capabilities.
Every tenant may be authorized to access and consume those
management services that the operator makes available to them
based on a Service Level Agreement (SLA) [20].

III. MOBILE EDGE SLICE BROKER

In this section, we provide a complete description of our
MESB, by presenting properties and the proposed architecture
with its main modules, as well as the overall system workflow.

A. Properties

Our brokerage approach presents an overlay between NSB
and CB. Particularly, it covers not only the network partition-
ing, but also the creation of virtual instances in order to provide
end-to-end services to clients based on the features and use-
cases supported. Furthermore, it addresses the limitations that
have not yet been covered by the NSB and the CB. The key
properties of this MESB can be summarized as follows:

• It allows for instantiation and orchestration of end-to-end
mobile edge slices, starting with resources provisioning
to service deployment (a service refers to an end user
capability provided through composition or interfacing of
multiple network functions and MEC applications).

• It enables reconfiguration of full slices over time by
collecting network and cloud service monitoring mea-
surement and then taking actions accordingly.

• It enables full slices redesign and scaling up or down, in
a dynamic way, in order to maintain an optimized system
within a tenant-set tolerance.

• It manages dependencies and reconciles network and
cloud service levels.

B. Architecture

Fig. 1 outlines the MESB architecture proposed in this work
and also illustrates the roles in the herein presented approach:
the tenants, the MESB, the NSB, and the CB. The tenant re-
quests a virtual end-to-end slice from the MESB that interacts
with both NSB and CB. These latter present mediation entities
with different resources/infrastructure providers (MNOs and
CIPs). A detailed description for this scenario workflow is
provided in III-C. Below, we describe the main entities that
constitute the MESB.

• Business slice orchestrator: This component is respon-
sible for receiving and validating the tenant requests
as well as storing and orchestrating their specifications
and requirements. It presents a one-stop-shop for tenants
to interact with the MESB. Furthermore, it offers an
optimizer feature that considers all potential possibilities
provided by the design module, with regard to the de-
sign, reconfiguration and scaling of the slice, and then
arbitrates. The optimizer function allows, on the one
side, to dynamically select and validate the appropriate
choice, e.g, the choice of the more suitable slice design
in terms of QoS, performance or cost (as requested by the
tenant). On the other side, it keeps a flexibility option by
giving the tenants the ability to make a decision regarding
the different operations within their slices. Moreover, the
business slice orchestrator should also provide a detailed
description of the expected reliability, availability, and
other performance indicators of the service as well as
actions to be taken in the event of a breach of the



Fig. 1. MESB proposed architecture.

agreement by one party. This description defines a pre-
negotiated SLA between the tenant and the MESB and
will be forwarded to the slice design module.

• Slice design module: This module formulates a full slice
blueprint as requested by the tenant based on the network
and the cloud offers, i.e. bandwidths, flow throughput,
number of possible connections, edge sites, compute and
storage capabilities of different edge points, etc. These
offer characteristics are provided upon request to the
design module by the NSB and the CB via the mediator
entity. Indeed, the design module matches the tenant’s
requirements with the descriptions of the available net-
work resources and cloud services. Meanwhile, it invokes
the pricing module to provide an estimated cost for each
design. This yields a list of several full mobile edge slice
designs with various combinations of suitable network
and cloud capabilities in terms of performance and cost.
After that, it forwards the ranked list to the orchestrator
where the appropriate slice design will be selected.

• Pricing module: It gathers the prices of using and allo-
cating the different resources and services selected for the
composition of each end-to-end mobile edge slice design
in the corresponding description provided by the design
module. Indeed, it gets an estimated cost for deploying
and using each slice model proposed by the slice design
module. This relies on the pay-per-use payment model of

cloud infrastructure that charges based on resource usage.
• Scheduling module: It schedules the actions needed to

deploy the full slice conceived by the design module.
• Monitoring module: This module retrieves business

metrics forwarded by the slice design module and extracts
related low-level metrics, e.g. CPU load, memory usage,
number of requests, to be triggered via the mediator at
the NSB and CB level. As well, it allows to set up com-
posed metrics based on the received QoS specifications.
In particular, based on the elementary metrics reported
by third-party monitoring modules over time from both
network and service sides, the monitoring module enables
monitoring the properties of the end-to-end slice and
detecting any eventual changes. In this case, if a problem
is detected, the monitoring module launches an event to
be processed by the event stream module.

• Event stream: This component is responsible for receiv-
ing and filtering the events reported by the monitoring
module as well as the mobile edge slice through third-
party monitoring services. If the reported event is identi-
fied, the event stream forwards it to the event handler to
process it and act accordingly. Otherwise, it can operate
on the monitoring module to request further information.

• Event handler: This component is in charge of handling
the events reported by the event stream. Thus, to handle
simpler events, it interacts with the scheduling module to
handle it at a smaller scale, for example a function that
submits a very high traffic load, the event handler acts
on the scheduling module for load balancing. Otherwise,
for complex events, it interacts with the design module to
review or modify, either partly or totally, the slice design.

• Mediator: It presents an interface that executes the
actions of the different components of the MESB and
enables them to interact with both NSB and CB.

C. System description

To further validate our architecture, in this sub-section we
provide a system description with a scenario workflow wherein
the MESB is demonstrated in action. A service for massive IoT
communications can be designed, for instance, to collect data
from 80,000 different devices such as traffic sensors, speeding
sensors and crowd control sensors in a 50 km2 area. To deploy
such a service, the slice owner requests the creation of a mobile
edge slice while indicating a set of network and service KPIs,
such as latency, network capacity, and an edge application
for processing the data broadcast by sensors in real-time with
specific CPU, memory and storage capabilities.

The tenant’s request will be handled by the business slice
orchestrator and then will be forwarded to the slice design
module. The latter interacts with both NSB and CB via the
mediator functional block to retrieve the different network and
cloud offerings, exposed as templates, that best match the end
service specifications required by the tenant. An example of a
network slice exposed by the NSB might be a slice consisting
of 80 gNB with a network capacity of 220 Mbps and a large
choice of the number of VNFs and bandwidths within a wide



range of prices etc. Likewise, the CB can provide a list of
storage and computing capabilities of a CIP that owns several
edge sites near the area specified by the tenant.

The NSB receives and handles the requests from the MESB
for allocating network slices based on specific SLAs, through
the NEF. Regarding the CB, it allows interaction with the
MESB through the broker service user interface. After interact-
ing with both sides, the slice design module composes end-to-
end slice blueprints with different combinations of resources
and services taking into account the deployment and utilization
cost of each model estimated by the pricing module.

Next, the design module forwards a list of the composed
blueprints to the business slice orchestrator to select the most
appropriate design. In order to retain flexibility, the decision-
making process can be automated through a set of policy
rules (e.g., based on cost, sustainability, provider preferences).
Alternatively, the decision can be transferred to the tenant.

Upon validating the end-to-end slice blueprint and perform-
ing the corresponding admission control decisions, the slice
design module sends the selected design to the scheduling
module for scheduling all the deployment actions. At this
stage, the MESB can take advantage of the APIs towards the
NEF (e.g., the open mobile alliance API focusing on sensor
and machine type applications) to gain access to configure and
control the allocated network slice.

Once the slice is instantiated, the slice design module inter-
acts with the monitoring module to configure the metrics that
have to be controlled over time such as latency, throughput,
memory load, etc. This is done by enabling reporting low-
level monitoring metrics by third-party monitoring services of
NSB and CB via the mediator. For example, reporting the
network round-robin metric, which measures the round-trip
time of a network packet, and the service latency metric, which
measures the processing time of a request, and then combining
them into a single latency metric. In this way, overloading
the network traffic while transmitting a huge amount of
performance management data that is not necessarily needed
can be avoided. Thus, the MESB can gain insights into the
capacity of the network and cloud infrastructure and control
monitoring measurements.

In the case that the monitoring module detects a failure
or any change such as an overflow in the system capacity,
it launches an event to the event stream which serves as a
buffer. Additionally, it forwards any event triggered by the
third-party monitoring services. At this stage, the event stream
can interact with the monitoring module, if needed, for further
performance measures or other elementary monitoring metrics.
Upon validating the triggered event, the event stream forwards
it to the event handler for processing.

The event handler will manage the fluctuating resource
needs due to the traffic variability. One option can be on the
network side by increasing the network data rates. Another
option can be at the service layer by load balancing or
distributing computation through auto-scaling the edge ap-
plication to enable processing of large number of requests
simultaneously. In these cases, the event handler interacts

directly with the scheduling module to orchestrate actions for
re-configuring the slice by decreasing the latency for large
packets or programming load balancing.

The event handler can also interact with the design module
for more complex events that needs to take actions over the two
layers (through the NSB and the CB) and to again optimize
the deployment cost and the business profit. An example of
this case might be an event that reports a security vulnerability
in an edge cloud platform on which most of IoT applications
are hosted. In this scenario, the event handler sends a high-
level request to the slice design module to research alternative
offers of other cloud providers and redesign the full slice.
This operation requires the initiation of a new slice blueprint
creation and deployment process.

Another scenario requiring redesign of the full slice is that
the current slice has been changed many times and at some
point, it is no longer optimal, nor suitable for the initial
business constraints. For example, the IoT slice that is initially
designed to sustain services for 80,000 devices may no longer
be optimized if the number of connected devices increases
over time to 450,000 devices. To maintain efficient transmis-
sion and management of the generated data, the MESB can
dynamically adjust system properties and resources as needed
through continuous monitoring and auto-scaling capabilities.
Therefore, the MESB allows the tenant to define a set of
constraints for the business slice orchestrator with a tolerance
range within which the slice can evolve, as it is difficult for
the tenant to anticipate all possible system changes that could
impact the price ahead of time (i.e. it could be more or less
expensive). For example, a tolerance range for the number of
possible devices connected or registered simultaneously. Once
the monitoring module detects that the tolerance range is no
longer in effect, the event handler forwards a request to rescale
the end-to-end slice to the slice design module to ensure that
the design remains appropriate and optimal over time.

IV. CONCLUSION

In this paper, we have proposed a new entity that is
responsible for orchestrating resource provisioning and service
deployment as well as efficiently adjusting the reconfiguration
and composition of mobile edge slices in a multi-cloud en-
vironment. The intention behind the paper is to reconcile the
existing generic models of NSB and CB using the proposed
MESB. This resulted in a new system architecture in which
network and cloud service KPIs are indirectly coupled. Ac-
cordingly, the network slicing and multi-cloud concepts have
been highlighted with various research challenges. A proposed
intuitive model with the inclusion of MESB and its constitutive
modules are described and a detailed use-case scenario is
presented which uses the MESB.
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