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Coalescence in small generations for the diffusive

randomly biased walk on Galton-Watson trees

Alexis Kagan

Institut Denis Poisson, UMR CNRS 7013, Université d’Orléans, Orléans, France. e-mail:
Alexis.Kagan@univ-orleans.fr

Abstract: We investigate the range RT of the diffusive biased walk X on a Galton-Watson tree
T in random environment, that is to say the sub-tree of T of all distinct vertices visited by this
walk up to the time T . We study the volume of the range with constraints and more precisely
the number of k-tuples (k ≥ 2) of distinct vertices in this sub-tree, in small generations and
satisfying an hereditary condition. A special attention is paid to the vertices visited during
distinct excursions of X above the root of the Galton-Watson tree as we observe they give the
major contribution to this range. As an application, we study the genealogy of k ≥ 2 distinct
vertices of the tree RT picked uniformly from those in small generations. It turns out that
two or more vertices among them share a common ancestor for the last time in the remote
past. We also point out an hereditary character in their genealogical tree due to the random
environment.

MSC2020 : 60K37, 60J80.
Keywords and phrases: branching random walks, coalescence, randomly biased random walks.

1. Introduction

1.1. Randomly biased random walk on trees

Let (N,A) be a random variable under a probability measure P taking values in N × R and
consider the following Galton-Waston marked tree (T, (Ax;x ∈ T)) rooted at e: the generation
0 contains one marked individual (e,Ae) = (e, 0). For any n ∈ N∗, assume the generation n − 1
has been built. If it is empty, then the generation n is also empty. Otherwise, any vertex x in the
generation n − 1 gives progeny to Nx marked children (x1, Ax1), . . . , (xNx , AxNx ) independently
of other vertices in generation n − 1 according to the law of (N,A), thus forming the generation
n, denoted by Tn. We assume E[N ] > 1 so that T is a super-critical Galton-Watson tree, that is
P(non-extinction of T) > 0 and we define P∗(·) := P(·|non-extinction of T).
For any vertex x ∈ T, we denote by |x| the generation of x, by xi its ancestor in generation
i ∈ {0, . . . , |x|} and x∗ := x|x|−1 stands for the parent of x. In particular, x0 = e and x|x| = x. For
any x, y ∈ T, we write x ≤ y if x is an ancestor of y (y is said to be a descendent of x) and x < y
if x ≤ y and x 6= y. We then write Jxi, xK := {xj ; j ∈ {i, . . . , |x|}}. Finally, for any x, y ∈ T, we
denote by x ∧ y the most recent common ancestor of x and y, that is the ancestor u of x and y
such that max{|z|; z ∈ Je, xK ∩ Je, yK} = |u|.
Let us introduce the branching potential V : let V (e) = Ae = 0 and for any x ∈ T \ {e}

V (x) :=
∑
e<z≤x

Az =

|x|∑
i=1

Axi .

Under P, E := (T, (V (x);x ∈ T)) is a real valued branching random walk such that (V (x) −
V (x∗))x∈T\{e} is distributed as A. We will then refer to E as the random environment.
For convenience, we add a parent e∗ to the root e and we introduce the T ∪ {e∗}-valued random
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walk X := (Xj)j∈N reflected in e∗ such that under the quenched probabilities {PE
z ; z ∈ T ∪ {e∗}},

the transition probabilities are given by: for any x ∈ T

pE (x, x∗) =
e−V (x)

e−V (x) +
∑Nx
i=1 e

V (xi)
and for all 1 ≤ i ≤ Nx, pE (x, xi) =

e−V (xi)

e−V (x) +
∑Nx
i=1 e

−V (xi)
.

Otherwise, pE (x, u) = 0 and pE (e∗, e) = 1. Let PE := PE
e and we finally define the following

annealed probabilities
P(·) := E[PE (·)] and P∗(·) := E∗[PE (·)].

R. Lyons and R. Pemantle [LP92] initiated the study of the randomly biased random walk X.
When, for all x ∈ T, V (x) = log λ for a some constant λ > 0, the walk X is known as the λ-biased
random walk on T ∪ {e∗} and was first introduced by R. Lyons (see [Lyo90] and [Lyo92]). The
λ-biased random walk is transient unless the bias is strong enough: if λ ≥ E[N ] then, P∗-almost
surely, X is recurrent (positive recurrent if λ > E[N ]). It is known since Y. Peres and O. Zeitouni

[PZ06] that when λ = E[N ], X is diffusive: there exists σ2 ∈ (0,∞) such that (|Xbntc|/
√
σ2n)t≥0

converges in law to a standard reflected brownian motion. R. Lyons, R. Pemantle and Y. Peres (see
[LPP96b] and [LPP96a]), later joined by E. Aı̈dékon [Aı̈d14] studied the transient case and showed
that X has a deterministic and positive speed vλ := limn→∞ |Xn|/n. Moreover, the expression of
vλ is explicit.
When the bias is random, the behavior of X depends on the fluctuations of the following log-
Laplace transform ψ(t) := log E[

∑
|x|=1 e

−tV (x)] which we assume to be well defined on [0, 1] : if

inft∈[0,1] ψ(t) > 0, then P∗-almost surely, X is transient and we refer to the work of E. Aı̈dékon
[Aı̈d08] for this case. Otherwise, it is recurrent. More specifically, G. Faraud [Far11] proved that the
random walk X is P∗-almost surely positive recurrent either if inft∈[0,1] ψ(t) < 0 or if inft∈[0,1] ψ(t) =
0 and ψ′(1) > 0. It is null recurrent if inft∈[0,1] ψ(t) = 0 and ψ′(1) ≤ 0. When ψ′(1) = 0, the largest
generation reached by the walk X is of order (log n)3 and the walk is in the slow regime (see [HS07a]
and [FHS11])
In the present paper, we focus on the null recurrent randomly biased walk X and assume

Assumption 1.

inf
t∈[0,1]

ψ(t) = ψ(1) = 0 and ψ′(1) < 0. (1)

Let us introduce

κ := inf{t > 1; ψ(t) = 0}, (2)

and assume κ ∈ (1,∞). Under (1) and some integrability conditions, it has been proven that |Xn|
and max1≤j≤n |Xj | is of order n1−1/min(κ,2)(see [HS07b], [Far11], [AdR17] and [dR22]). In other
words, the random walk X is sub-diffusive for κ ∈ (1, 2] and diffusive for κ > 2. In this paper, we
put ourselves in the latter case.
We now define the range of the random walk X. Let T ∈ N∗. The range RT of the random walk X
is the set of distinct vertices of T visited by X up to the time T : if L T

u :=
∑T
j=1 1{Xj=u} denotes

the local time of a vertex u ∈ T at time T then

RT = {u ∈ T; L T
u ≥ 1}, (3)

its cardinal is denoted by RT and we also called it range. It has been proved by E. Aı̈dékon and
L. de Raphélis that Rn is of order n (see [AdR17]). Moreover, Rn is a finite sub-tree of T and
properly renormalized, it converges in law to a random real tree when n goes to infinity.
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Introduce T j , the j-th return time to e∗: T 0 = 0 and for any j ≥ 1, T j = inf{i > T j−1; Xi = e∗}.
Thanks to (31), we know that Tn

1/2

is of order n. We will be focusing our attention on the range
R
Tn

1/2 and we shall finally present an extension of the range Rn.

Let us now define an extension of the volume R
Tn

1/2 : for any integer k ≥ 2 and any subset D

of T with cardinal |D| ≥ k, let D×k := D × · · · × D, introduce ∆k := {x = (x(1), . . . , x(k)) ∈
T×k; ∀i1 6= i2, x

(i1) 6= x(i2)} which is the set of k-tuples of distinct vertices of T. Also introduce
the set (assumed to be nonempty) ∆k(D) := ∆k ∩D×k of k-tuples of distinct vertices of D. For
any n ∈ N∗, any subset Dn of R

Tn
1/2 with cardinal Dn and for any function f : ∆k −→ R+, if

Dn ≥ k, we define the range A k(Dn, f) by

A k(Dn, f) :=
∑

x∈∆k(Dn)

f(x). (4)

Otherwise, A k(Dn, f) is equal to 0. The aim of studying the range A k(Dn, f) is to understand
the interactions between the vertices in the tree R

Tn
1/2 and most of all to give a description of the

genealogy of the vertices in R
Tn

1/2 . Note that the range we investigate here differs from the range
studied in [AK23], where authors focus on the interactions between the trajectories of the random
walk X and on the trajectories of the underlying branching potential V .

1.2. Genealogy of uniformly chosen vertices in the range

For a nonempty subset Dn of R
Tn

1/2 , introduce the random variable X n = (X (1,n), . . . ,X (k,n))

taking values in ∆k with law defined by: for any x = (x(1), . . . , x(k)) ∈ ∆k, if P∗(Dn ≥ k) > 0,
then

P∗
(
X n = x

)
=

1

P∗(Dn ≥ k)
E∗
[1{x∈∆k(Dn)}

|∆k(Dn)|
1{Dn≥k}

]
, (5)

and P∗(X n = x) = 0 otherwise. Note that |∆k(Dn)| = Dn(Dn − 1) × · · · × (Dn − k + 1) so the
vertices X (1,n), . . . ,X (k,n) are nothing but k vertices picked uniformly and without replacement
in the set Dn. For any bounded function f : ∆k −→ R+, we actually have

E∗[f(X n)] =
1

P∗(Dn ≥ k)
E∗
[A k(Dn, f)

A k(Dn, 1)
1{Dn≥k}

]
, (6)

thus making a link between the generalized range A k(Dn, ·) and the law of X n. Recall that our
main interest is the genealogy of the k vertices X (1,n), . . . ,X (k,n) so let us define the genealogical
tree of these k vertices. First, introduce the largest generation Mn := maxx∈Dn |x| of the set Dn.
Recall that in the diffusive regime (see (1) and (2) with κ > 2), maxx∈R

Tn
1/2
|x|, the largest

generation of the tree R
Tn

1/2 , is of order n1/2 when n→∞.
If Dn ≥ k, we then define for any m ∈ {0, . . . ,Mn} the equivalence relation ∼m on {1, . . . , k}
by: i1 ∼m i2 if and only if X (i1,n) and X (i2,n) share a common ancestor in generation m.
We denote by πk,nm the partition of {1, . . . , k} whose blocks are given by equivalent classes of the
relation ∼m. The process (πk,nm )0≤m≤Mn is called the genealogical tree of X (1,n), . . . ,X (k,n). Let
G (i,n) = |X (i,n)| be the generation of X (i,n). By definition,

πk,n0 = {{1, . . . , k}} and πk,nm = {{1}, . . . , {k}} for any m ∈ { max
1≤i≤k

G (i,n), . . . ,Mn}.

Replacing R
Tn

1/2 by a regular Galton-Watson tree T and Dn by {x ∈ T; |x| = T} (the T -th

generation of T), the genealogy of k vertices X
(1)
T , . . . ,X

(k)
T uniformly chosen in {x ∈ T; |x| = T}
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has been deeply studied for fixed T as well as for T →∞. First, when k = 2, K.B. Athreya [Ath12b]

proved that when T is super-critical (the mean of the reproduction law in larger than 1) X
(1)
T and

X
(2)
T share a common ancestor for the last time in the remote past: if MT := |X (1)

T ∧X
(2)
T | denotes

the generation of the most recent common ancestor of X
(1)
T and X

(2)
T then (MT ) converges in

law to a non-negative random variable depending on the reproduction law N when T goes to ∞.

However, when T is critical (the mean of the reproduction law is equal to 1), X
(1)
T and X

(2)
T share

a common ancestor for the last time in the recent past: (MT /T ) converges in law to a [0, 1]-valued
random variable which doesn’t depend on the reproduction law N when T goes to∞, see [Ath12a].
K.B. Athreya also dealt with the sub-critical case (the mean of the reproduction law is smaller than
1) in the latter paper and it is quite similar to the critical case. More recently S. Harris, S. Johnston

and M. Roberts gave a full description of the genealogy of the vertices X
(1)
T , . . . ,X

(k)
T for a given

integer k ≥ 2 for both fixed T and T → ∞, when the underlying process is a continuous-time
Galton-Watson process (see [HJR17] and [Joh19]). See also [AD21] for a study of the genealogy of
randomly chosen individuals when the underlying process is a continuous-state branching process.

Let us return to the case of the random walk in random environment. The generations at which
the vertices X (1,n), . . . ,X (k,n) are chosen have a major influence on their genealogical structure.
The next four subsections are dedicated to the three regimes we observe: the tiny generations,
the small generations, on which we spend most of our time and the critical generations. For the
second regime, we are able to give a quite full description of the genealogy of X (1,n), . . . ,X (k,n),
displaying five examples we believe to be relevant, see subsection 1.4, and a general result is proven
in 1.5. Finally, we show that we can easily extend our results on R

Tn
1/2 to the range up to the

time n.

1.3. The tiny generations

Recall that ψ(t) = log E[
∑
|x|=1 e

−tV (x)] and introduce γ̃ := sup{a ∈ R; inft≥0(ψ(−t) − at) > 0}.
By tiny generations, we mean those of order `n where `n →∞ when n→∞ and `n ≤ G log n with
G ∈ (0, (2γ̃)−1). The fact is that for these generations, the random environment has a uniform
impact. Indeed, P. Andreoletti and P. Debs proved in [AD14] that with high probability, Rn =
{x ∈ T; |x| ≤ G log n} for all G ∈ (0, (2γ̃)−1). Moreover, the value (2γ̃)−1 is optimal: if Gn denotes
the largest generation entirely visited by the random walk X up to the time n, then P∗-almost
surely

Gn
log n

−→
n→∞

1

2γ̃
.

For this case, we are therefore capable of giving a description of the genealogy of k ≥ 2 vertices
uniformly chosen by adapting the works of S. Harris, S. Johnston and M. Roberts to discrete
super-critical Galton-Watson trees.

1.4. The small generations: examples

In this subsection, we focus on the small generations of the tree Rn1/2 where we recall that T j is
the j-th return time to e∗: T 0 = 0 and for any j ≥ 1, T j = inf{i > T j−1; Xi = e∗}. Let (Ln) be a
sequence of positive integers such that Ln ≥ δ−1

0 log n (see Lemma 3.4 for the definition of δ0) but
smaller than the typical generations of the diffusive random walk X:
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Assumption 2 (The small generations). Let (Λi)i∈N be the sequence of functions defined recursively
by: for all t > 0, Λ0(t) = t and for any i ∈ N∗, Λi−1(t) = eΛi(t). There exists l0 ∈ N such that

lim
n→∞

Ln
n1/2

Λl0(Ln) = 0. (7)

Assumption 2 ensures that Ln/n
1/2, renormalized by a sequence that grows very slowly, goes to 0

when n goes to ∞. Note that when k = 2, it is enough to assume that Ln = o(n1/2).
Let (`n) be a sequence of positive integers such that δ−1

0 log n ≤ `n ≤ Ln and introduce the set

Dn := {x ∈ R
Tn

1/2 ; `n ≤ |x| ≤ Ln},

with high Ln − 1 where Ln := Ln − `n + 1. Recall that Dn is the cardinal of Dn. Note that
limn→∞ P∗(Dn ≥ k) = 1 so we will refer to the set {Dn ≥ k} only if necessary.
For any m ∈ N, recall that Tm = {x ∈ T; |x| = m} be the m-th generation of the tree T and let
∆j
m := ∆j(Tm). In addition, we also require the following technical assumption.

Assumption 3. There exists δ1 > 0 such that ψ(t) < ∞ for all t ∈ [1 − δ1, dκ + δ1e] and for all

1 ≤ j ≤ dκ+ δ1e, for all β = (β1, . . . , βj) ∈ (N∗)×j such that
∑j
i=1 βi ≤ dκ+ δ1e

cj(β) := E
[ ∑
x∈∆j

1

e−〈β,V (x)〉j
]
<∞, (8)

where 〈β, V (x)〉j :=
∑j
i=1 βiV (x(i)).

The next assumption is an ellipticity condition.

Assumption 4. There exists h > 0 such that

P
(

inf
x∈T

(V (x)− V (x∗)) ≥ −h
)

= 1. (9)

Remark 1. Although we assumed k ≥ 2, the case k = 1, that is to the say the volume Dn =∑
`n≤|z|≤Ln 1{z∈R

Tn
1/2 } of the regular range Dn is interesting. The convergence of (Dn/(n

1/2Ln))n

does not requires all the previous assumptions and holds for κ > 2. However, since it is an easy
consequence of Theorem 1.6 with k = 2 and f = 1, we state the following result:

Theorem 1.1. Let κ > 4. Under the assumptions 1, 2, 3 and 4, in P∗-probability

1

n1/2Ln
Dn −→

n→∞
c∞W∞,

where c∞ is defined in (26), W∞ is the limit of the Fn := σ((T;V (x), |x| ≤ n)) additive martingale
Wn =

∑
|x|=n e

−V (x) and according to [Big77], P∗(W∞ > 0) = 0. Moreover, limt→∞ tκP(W∞ > t)

exists (see [Liu00]).
In particular, if Rn(`) =

∑
|z|=` 1{z∈R

Tn
1/2 } denotes the volume of the `-th generation of the range

R
Tn

1/2 and log n = o(Ln), then both (Rn(Ln)/n1/2) and (
∑Ln
`=δ−1

0 logn
Rn(`)/(n1/2Ln)) converge

in P∗-probability to c∞W∞.

In view of Theorem 1.1, we deduce that whenever Ln is large enough but not to close to the largest
generation of the tree R

Tn
1/2 , the range Rn(Ln) is of order n1/2. Moreover, Ln − 1 denotes the

height of the set Dn in the tree R
Tn

1/2 and the volume of Dn behaves like Ln ×Rn(Ln).
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The following theorems are composed of two parts: the first part will be a convergence of the range
A k
n (f) for a given function f and the second part will be an application of this convergence to the

genealogy of the vertices X (1,n), . . . ,X (k,n).

In the second example, we present a range such that for a k-tuple x ∈ ∆k, some of the vertices
are free while others are obliged to interact with each other. Let λ = (λ1, . . . , λk) ∈ (N∗)×k and
introduce

fλ(x(1), . . . , x(k)) :=

k∏
i=2

1{|x(i−1)∧x(i)|<λi}.

Note that there is no constraint between x(i1) and x(i2) if i1 6∈ {i1 − 1, i1 + 1}.

Theorem 1.2. Let k ≥ 2 and assume κ > 2k. Under the assumptions 1, 2, 3 and 4, in P∗-probability

1

(n1/2Ln)k
A k(Dn, fλ) −→

n→∞
(c∞)kA k

∞(fλ),

where A k
∞(fλ) = liml→∞

∑
x∈∆k

l
e−V (x(1))

∏k
i=2 e

−V (x(i))1{|x((i−1))∧x(i)|<λi} and this limit holds in

L2(P∗).

In the next example, we are interested in the number of vertices of Dn sharing a common an-
cestor for the last time at the bottom of the tree R

Tn
1/2 . Let k ≥ 2 be an integer. For any

x = (x(1), . . . , x(k)) ∈ ∆k, let S k(x) be the first generation at which none of x(1), . . . , x(k) share a
common ancestor:

S k(x) := min{m ≥ 1; ∀ i1 6= i2, |x(i1) ∧ x(i2)| < m}, (10)

where we recall that |x(i1) ∧ x(i2)| is the most recent common ancestor of x(i1) and x(i2). For any
m ∈ N∗, introduce C k

m := {x ∈ ∆k; S k(x) ≤ m} (see Figure 1).
Let us also introduce the coalescent times (or split times) of the vertices X (1,n), . . . ,X (k,n),
uniformly chosen in the set Dn. For a given partition π of {1, . . . , k}, we denote by |π| the total

number of blocks of π. Define the coalescent times by: S k,n
0 := 0 and for all j ∈ N∗, k ≥ 2

S k,n
j := min

{
m ≥ S k,n

j−1; |πk,nm | > |π
k,n

S k,n
j−1

| ∧ (k − 1)
}
. (11)

Note that there exists J k,n ∈ N such that for any j ≥ J k,n, S k,n
j = S k(X (n)) and by defi-

nition, 2 ≤ |{S n
j ; j ∈ N}| ≤ k. One can notice that seen backwards in time, each random time

S k,n
j − 1 with 0 < j ≤ J k,n corresponds to a generation at which two or more vertices among

X (1,n), . . . ,X (k,n) share a common ancestor for the first time. J k,n
j is usually referred to as the

j-th split time while J k,n
J k,n−j+1

is the j-th coalescent time.

It appears that the number of vertices visited by the random walk X belonging to C k
m is

large and as a consequence, the sequence of random times (S k(X (n)) = inf{m ≥ 1; πk,nm =
{{1}, . . . , {k}}})n converges in law.
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e

generation

0

S 4,n
1 − 1

S 4,n
2 − 1

S 4,n
3 − 1 = S 4,n(X (n)) − 1

m

X (3,n)

X (1,n)

X (4,n)

X (2,n)

Figure 1: An example of four vertices belonging to C 4
m together with their three coalescent times.

Theorem 1.3. Let k ≥ 2. Assume that κ > 2k and for any m ∈ N∗, x ∈ ∆k, fm(x) = 1Ck
m

(x).

Recall that A k(Dn, fm) is the number of k-tuples x of distinct vertices of Dn such that S k(x) ≤ m.
Under the assumptions 1, 2, 3 and 4

1. in P∗-probability

1

(n1/2Ln)k
A k(Dn, fm) −→

n→∞
(c∞)kA k

∞(fm),

where A k
∞(fm) is defined in (23). Note that limm→∞A k

∞(fm) = (W∞)k in L2(P∗).
2. Moreover, the sequence of random times (S k(X (n))) converges in law, under P∗: for any

m ∈ N∗

P∗
(
S k(X (n)) ≤ m

)
−→
n→∞

E∗
[A k
∞(fm)

(W∞)k

]
. (12)

The convergence in (12) is somewhat reminiscent of the result of K.B Athreya ([Ath12b], Theorem
2) for a super-critical Galton-Watson tree stated earlier: each coalescence occurs in a generation
close to the root.
In the following result, we compute the law of πk,n. Before that, we add, for convenience, a collection
{e(i); i ∈ N∗} of distinct leafs in the generation 0. Let q ≥ 2 be an integer and π be a partition
of {1, . . . , q}. For any m ∈ N∗, define the set Υm,π by: x = (x(1), . . . , x(q)) ∈ Υm,π if and only if
x ∈ ∆q and

∀B ∈ π,∀i1, i2 ∈ B : (x(i1))m = (x(i2))m,

and if |π| ≥ 2

∀B 6= B̃ ∈ π,∀i1 ∈ B, i2 ∈ B̃ : (x(i1))m 6= (x(i2))m,
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where we recall that, when |x(i)| ≥ m, (x(i))m denotes the ancestor of x(i) in generation m.
Otherwise, if |x(i)| < m, we set (x(i))m := e(i) so Υm,π is well defined.

ee(1)e(2)e(3)
(x(4))m′ = e(4)

0

m

m′

generation

x(3)

x(1)

x(4)

x(2)

z(1) z(2)

Figure 2: In the present illustration, the 4-tuple of vertices (x(1), x(2), x(3)x(4)) belongs to Υm,π

with π = {{1, 3}, {2, 4}}, since z(1) = (x(1))m = (x(3))m, z
(2) = (x(2))m = (x(4))m and z(1) 6= z(2).

However, it doesn’t belong to Υm′,π.

Now, let 1 ≤ d < q be two integers. A collection (Ξi)0≤i≤d of partitions of {1, . . . , q} is said
to be increasing if it satisfies Ξ0 = {{1, . . . , q}}, Ξd = {{1}, . . . , {q}} and for all i ∈ {1, . . . , d},
|Ξi−1| < |Ξi|, where we recall that |Ξi| is the total number of blocks of the partition Ξi. For
p ∈ {1, . . . , d} , the j-th blockBp−1

j of the partition Ξp−1 (blocks are ordered by their least element)

is the union of bp−1(Bp−1
j ) ≥ 1 (we will write bp−1(Bj) instead) block(s) Bp

l1
, . . . ,Bp

lbp−1(Bj)
,

1 ≤ l1 < . . . < lbp−1(Bj) ≤ |Ξp|, of the partition Ξp and for any i ∈ {1, . . . , lbp−1(Bj)}, define

βp−1
j,i := |Bpli |, (13)

be the cardinal of the block Bpli .

Let (Ξi)0≤i≤d be an increasing collection of partitions of {1, . . . , q} and let t = (t1, . . . , td) ∈ N×d
such that t1 < · · · < td. Introduce the set Γit,Ξ := Υti−1,Ξi−1

∩Υti,Ξi . We then define the function

fdt,Ξ by: for all x ∈ ∆q

fdt,Ξ(x) =

d∏
i=1

1Γit,Ξ
(x). (14)

The function defined in (14) plays a key role in our study: fdt,Ξ(x) characterizes the genealogy

of x := (x(1), . . . , x(q)). Indeed, for any i ∈ {1, . . . , d}, the partition Ξi corresponds to the i-th
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generation of the genealogical tree of x(1), . . . , x(q) while ti−1 denotes the i-th generation at which
at least two branches of this genealogical tree split (ti−1 therefore corresponds to a coalescent/split
time, see Figure 3 for instance). We are now ready to state our result:

Theorem 1.4. Let k ≥ 2 and assume that κ > 2k. Under the assumptions 1, 2, 3 and 4, for any
` ∈ N∗ such that ` < k, any s = (s1, . . . , s`) ∈ N×` such that s1 < · · · < s` and any increasing
collection Π = (πi)0≤i≤` of partitions of {1, . . . , k}

1. in P∗-probability

1

(n1/2Ln)k
A k(Dn, f

`
s,Π) −→

n→∞
(c∞)kA k

∞(f `s,Π). (15)

2. Moreover, for any non-negative integers m0 < m1 < · · · < m`

P∗(πk,nm0
= π0, . . . , π

k,n
m`

= π`) −→
n→∞

E∗
[ 1

(W∞)k

∑
s=(s1,...,s`)

mi−1<si≤mi

A k
∞(f `s,Π)

]
, (16)

where A k
∞(f `s,Π) is the limit in L2(P∗) of the martingale (A k

l (f `s,Π))l, satisfying∑
Π increasing

∑
s=(s1,...,s`)

mi−1<si≤mi

A k
∞(f `s,Π) = (W∞)k,

and

E∗
[
A k
∞(f `s,Π)

]
= eψ(k)

∏̀
i=1

|πi−1|∏
j=1

cbi−1(Bj)(β
i−1
j )

∏
B∈πi
|B|≥2

es
∗
i+1ψ(|B|), (17)

with s∗i+1 = si+1 − si − 1, s∗`+1 = 1, βpj := (βpj,1, . . . , β
p
j,bp(Bj)

) (see (13)). We also use the

convention
∏

∅ = 1 and see the assumption 3 for the definition of cl(β).

Remark 2 (An hereditary character). There is an hereditary character hidden in the previous
formula (17) due to the random environment. The fact is, unlike the case of regular super-critical
Galton-Watson trees depending on (bi(B); B ∈ πi, 0 ≤ i ≤ ` − 1) (see [Joh19], Theorem 3.5),
the limit law of the present genealogical tree depends on the collection (βij ; 1 ≤ i ≤ `, 1 ≤ j ≤
|πi−1|) and on (|B|; B ∈ πi, 1 ≤ i ≤ `), making a huge difference. Indeed, by definition, the
latter take more account of the genealogical structure than (bi(B); B ∈ πi, 0 ≤ i ≤ ` − 1). For
instance, let k = 4, ` = 3 and define the increasing collection of partitions Π = (πi)1≤i≤` by
π3 = {{1}, {2}, {3}, {4}}, π2 = {{1, 3}, {2}, {4}}, π1 = {{1, 3}, {2, 4}} and π0 = {1, 2, 3, 4}. We
have β3

1 = (1, 1), β3
2 = 1, β3

1 = 1; β2
1 = 2, β2

2 = (1, 1); β1
1 = (2, 2) and thanks to (17), for any

t = (t1, t2, t3) ∈ N×3 such that t1 < t2 < t3

E∗[A 4
∞(f3

t,Π)] = E
[ ∑
|x|=1

e−2V (x)
]
E
[ ∑

x6=y
|x|=|y|=1

e−V (x)−V (y)
]2

E
[ ∑

x6=y
|x|=|y|=1

e−2V (x)−2V (y)
]

× et
∗
3ψ(2)+2t∗2ψ(2)+ψ(4).

Also introduce the increasing collection of partitions Π′ = (π′i)1≤i≤` such that π′3 = π3, π′2 = π2,
π′1 = {{1, 3, 4}, {2}} and π′0 = π0. We have β3

1 = (1, 1), β3
2 = 1, β3

3 = 1; β2
1 = (2, 1), β2

2 = 1;
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β1
1 = (3, 1) and thanks to (17), for any t = (t1, t2, t3) ∈ N×3 such that t1 < t2 < t3

E∗[A 4
∞(f3

s,Π′)] = E
[ ∑

x6=y
|x|=|y|=1

e−V (x)−V (y)
]
E
[ ∑

x 6=y
|x|=|y|=1

e−2V (x)−V (y)
]
E
[ ∑

x 6=y
|x|=|y|=1

e−3V (x)−V (y)
]

× es
∗
3ψ(2)+s∗2ψ(3)+ψ(4).

e

[2, (2, 2)] [2, (3, 1)]

[1, 2] [2, (1, 1)] [2, (2, 1)] [1, 1]

[2, (1, 1)] [1, 1] [1, 1] [2, (1, 1)] [1, 1] [1, 1]

X (3,n)

X (1,n)

X (4,n)
X (2,n)

e 0

generation

t1 − 1

t3 − 1

X (3,n)

X (1,n)

X (4,n)
X (2,n)

t2 − 1

Figure 3: An example of a genealogical tree of the four vertices X (1,n), X (2,n), X (3,n), X (4,n)

associated to Π (left) and associated to Π′ (right). [1, 2] means that b1,Π({1, 3}) = 1 and β2,Π
1 = 2,

[2, (1, 1)] means that b2,Π({2, 4}) = 2 and β2,Π
2 = (1, 1). In the same way, [2, (2, 1)] means that

b1,Π′({1, 3}) = 2 and β2,Π′

1 = (2, 1), [1, 1] means that b2,Π′({2}) = 1 and β2,Π′

2 = 1.

The difference between these two examples is that in the second one, we ask (X (4,n))t1−1 (the
ancestor of X (4,n) of in generation t1−1) to belong to both genealogical line J(X (1,n))t1−1,X (1,n)K
and J(X (3,n))t1−1,X (3,n)K. This constraint can be satisfied only if the vertex (X (4,n))t1−1 is often
visited by the random walk X, inducing more dependence in the trajectories of X thus giving the
factor t∗2ψ(3) instead of 2t∗2ψ(2) = t∗2ψ(2) + t∗2ψ(2).
However, in the case of regular super-critical Galton-Watson trees, the events ∩3

i=0{πi} and ∩3
i=0{π̃i}

have the same probability under the limit law of the genealogical tree. Indeed, one can notice
(see Figure 3) that for all i ∈ {1, 2, 3} and all j ∈ {1, . . . , |πi|} (|πi| = |π′i| by definition),
bi,Π(Bj) = bi,Π′(Bp(j)) for some permutation p on J1, |πi|K, but this not the case when replac-

ing bi,Π(B·) by βi,Π· and bi,Π′(B·) by βi,Π
′

· .

Since all coalesences of the genealogical lines of X (1,n), . . . ,X (k,n) occur in the remote past
with large probability, one could focus on this particular vertices of the tree R

Tn
1/2 . To do that,

we pick a k-tuple Y (n) = (Y (1,n), . . . ,Y (k,n)) uniformly in the set D×kn ∩ C k
s for s ∈ N∗. In other

words, the law of Y (n) is given in (5) by replacing ∆k(Dn) with ∆k(Dn) ∩ C k
s . We keep the same
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notations for Y (n) as for X (n).
The last example gives the law of the coalescent times (S k,n)1≤j≤J k,n of Y (1,n), . . . ,Y (k,n):

Theorem 1.5. Let k ≥ 2 and assume that κ > 2k. Let 1 ≤ ` < k, s ∈ N∗ be two integers, and
s = (s1, . . . , s`) ∈ N×` such that s1 < . . . < s` ≤ s. Assume that for all x ∈ ∆k,

F `s(x) =
∑

Ξ increasing

f `s,Ξ(x),

where Ξ increasing means here that Ξ = (Ξi)0≤i≤` is an increasing collection of partitions of
{1, . . . , k}. Under the assumptions 1, 2, 3 and 4,

1. in P∗-probability

A k(Dn, F
`
s)

A k(Dn,1Ck
s

)
1{Dn≥k} −→n→∞

A k
∞(F `s)

A k
∞(1Ck

s
)
. (18)

2. Moreover

P∗(S k,n
1 = s1, . . . ,S

k,n
` = s`,J

k,n = `) −→
n→∞

E∗
[A k
∞(F `s,Ξ)

A k
∞(1Ck

s
)

]
, (19)

where A k
∞(F `s,Ξ) is the limit in L2(P∗) of the martingale (A k

l (F `s,Ξ))l and satisfying

k−1∑
`=1

∑
s=(s1,...,s`)

s1<···<s`≤s

A k
∞(F `s) = A k

∞(1Ck
s

).

1.5. The small generations: a general result

In this section, we present results for the range A k(Dn, f) with f satisfying a very natural heredity
condition we will discuss later and including previous examples. First, recall that Dn = {x ∈
R
Tn

1/2 ; `n ≤ |x| ≤ Ln} with (Ln) a sequence of positive integers such that δ−1
0 log n ≤ Ln ≤ n1/2

(see Lemma 3.4 for the definition of δ0) and (`n) is a sequence of positive integers such that
δ−1
0 log n ≤ `n ≤ Ln. Then recall the definition of A k(Dn, f) defined in (4): if Dn ≥ k

A k(Dn, f) :=
∑

x∈∆k(Dn)

f(x),

with ∆k(Dn) = {x = (x(1), . . . , x(k)) ∈ D×kn ; ∀i1 6= i2, x
(i1) 6= x(i2)} and equal to 0 otherwise.

Although we obtain quite general results, we however require the following assumption on f : recall
that for all k ≥ 2, x = (x(1), . . . , x(k)) ∈ ∆k, C k

m = {x ∈ ∆k; S k(x) ≤ m} where S k(x) − 1
denotes the last generation at which two or more vertices among x(1), . . . , x(k) share a common
ancestor (see (10)). Assume

Assumption 5. there exists g ∈ N∗ such that for all integer p ≥ g and all x = (x(1), . . . , x(k)) ∈ ∆k,
if min1≤i≤k |x(i)| ≥ p and x ∈ C k

p then

f((x(1), . . . , x(k))) = f
(
(x(1))p, . . . , (x

(k))p
)
, (20)
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where we recall that (x(i))p is the ancestor of x(i) in the generation p. In other words, we ask the
constraint f to be hereditary from a given generation g.

Introduce the local time L n :=
∑n
j=1 1{Xj=e∗} of the parent e∗ of the root e at time n. Recall

that T j is the j-th return time to e∗: T 0 = 0 and for any j ≥ 1, T j = inf{i > T j−1; Xi = e∗}.
Let s ∈ N∗ and introduce Dn,T s := {x ∈ RT s ; `n ≤ |x| ≤ Ln}. We denote by Ek,s the set defined
by: for a given x = (x(1), . . . , x(k)) ∈ ∆k, x ∈ Ek,s if and only if the vertices of x(1), . . . , x(k) are
visited during k distinct excursions before the instant T s:

Ek,s :=
⋃

j∈J1,sKk

k⋂
i=1

{x = (x(1), . . . , x(k)) ∈ ∆k; L T ji

x(i) −L T ji−1

x(i) ≥ 1}, (21)

where we denote by J1, sKk the set of k-tuples j of {1, . . . , s} such that for all i1 6= i2 ∈ {1, . . . , s},
ji1 6= ji2 . Our first proposition is a convergence of the range A k(Dn,T s , f1Ek,s) for any ε1n

1/2 ≤
s ≤ n1/2/ε1, ε1 ∈ (0, 1).

Proposition 1. Let k ≥ 2 and assume κ > 2k. Under the assumptions 1, 2, 3 and 4, if f satisfies
the hereditary assumption 5 then for all ε, ε1 ∈ (0, 1), ε1n

1/2 ≤ s ≤ n1/2/ε1

P∗
(∣∣∣ 1

(sLn)k
A k(Dn,T s , f1Ek,s)− (c∞)kA k

∞(f)
∣∣∣ > ε

)
−→
n→∞

0,

where (Si − Si−1)i∈N∗ is a sequence of i.i.d real valued random variables such that S0 = 0 and

E[h(S1)] = E
[ ∑
|x|=1

h(V (x))e−V (x)
]
, (22)

and, in L2(P∗)

A k
∞(f) := lim

l→∞
A k
l (f), (23)

with A k
l (f,β) :=

∑
x∈∆k

l
f(x)e−〈β,V (x)〉k , Al(f) := Al(f,1) and 1 := (1, . . . , 1) ∈ N×k.

In the next proposition, we claim k-tuples in ∆k \Ek,s with n1/2/ε1 and ε1 ∈ (0, 1), that is k-tuples
of vertices such that at least two among them are visited during the same excursion above e∗ and
before T s, have a minor contribution to the range A k(Dn, 1).

Proposition 2. Let ε ∈ (0, 1), k ≥ 2 and assume κ > 2k. Under the assumptions 1, 2, 3 and 4

P∗
(

sup
s≤n1/2/ε1

A k(Dn,T s ,1∆k\Ek,s) > ε(n1/2Ln)k
)
−→
n→∞

0 (24)

We are now ready to state our main result:

Theorem 1.6. Let k ≥ 2 and assume κ > 2k. Under the assumptions 1, 2, 3 and 4, if f satisfies
the hereditary assumption 5 then, in P∗-probability

A k(Dn, f)

(n1/2Ln)k
−→
n→∞

(c∞)kA k
∞(f), (25)

and if g 6≡ 0 also satisfies assumption 5 then in P∗-probability

A k(Dn, f)

A k(Dn, g)
1{Dn≥k} −→n→∞

A k
∞(f)

A k
∞(g)

, (26)
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where Ln = Ln − `n + 1, c∞ := E[(
∑
j≥0 e

−Sj )−1] and A k
∞(f) is defined in (23). Note that a

constraint satisfying assumption 5 doesn’t have any influence on the normalization of the range.
Moreover, A k(Dn, f) behaves like (Ln maxx∈R

Tn
1/2
|x|)k and the limiting value A∞(f) contains

all the information about the interactions between the vertices of the tree.
Since ψ(2) < 0, c∞ and c0 are well defined in (0,∞). Indeed, the sequence ((

∑l
j=0 e

−Sj )−1)l∈N is

bounded and non-increasing and by Jensen inequality, 1 ≥ E[(
∑l
j=0 e

−Sj )−1] ≥ E[(
∑l
j=0 e

−Sj )]−1 =

(
∑l
j=0 e

jψ(2))−1 ≥ 1− eψ(2) > 0.

We end this subsection by stating an extension of Theorem 1.6 to the range Rn. Before that,
introduce D̃n := {x ∈ Rn; `n ≤ |x| ≤ Ln} with cardinal D̃n.

Theorem 1.7. Let k ≥ 2. There exists a non-increasing sequence of positive integers (qj)j, satisfying
qj ∈ (0, 1/2) and qj → 0 when j → ∞ such that if κ > 2ξk for some integer ξ ≥ 2 and Ln =
o(n1/2−qξ), then, in law, under P∗

A k(D̃n, f)

(n1/2Ln)k
−→
n→∞

A k
∞(f)

(W∞)k
(
c∞c

1/2
0 |N |

)k
, (27)

and if g 6≡ 0 also satisfies assumption 5 then in P∗-probability

A k(D̃n, f)

A k(D̃n, g)
1{Dn≥k} −→n→∞

A k
∞(f)

A k
∞(g)

, (28)

where c0 := E[
∑
x6=y;|x|=|y|=1 e

−V (x)−V (y)]/(1 − eψ(2)) and N is a standard Gaussian random
variable.
In particular, all the previous results on Dn hold for D̃n with Ln = o(n1/2−qξ).

1.6. Further discussion: the critical generations

The critical generations, that is to say of order n1/2, correspond to the typical generations but also
to the largest reached by the diffusive random walk X up to the time n. E. Aı̈dékon and L. de
Raphélis [AdR17] showed that n1/2 is also the right normalisation for the tree Rn: in law, under
P∗

c
1/2
0

n1/2
Rn −→

n→∞
T|B|,

where for any c > 0, cRT is tree RT with edge lengths equal to c and T|B| is the real tree coded by
the standard reflected Brownian motion |B| = (|Bt|)t∈[0,1] on [0, 1] (see [Gal06]). T|B| is what we

can call a Brownian forest thus suggesting that two vertices X (1,n) and X (2,n) chosen uniformly
in the range Rn at a generation of order n1/2 can share a common ancestor in both remote past
and recent past. That is actually what is happening when considering two vertices X̃ (1,n) and
X̃ (2,n) picked uniformly at generation n1/2 in the tree Rtn , where tn is the n1/2-th return time of
X to e∗ (which is quite similar to Rn): let M̃n be the most recent common ancestor of X̃ (1,n) and
X̃ (2,n). First observe that

lim
ε→0

lim inf
n→∞

P∗(M̃n < 1/ε) > 0 and lim
ε→0

lim sup
n→∞

P∗(εn1/2 ≤ M̃n < n1/2) > 0. (29)

Moreover, coalescence can’t occur anywhere else:

lim
ε→0

lim sup
n→∞

E∗
[ 1

n

∑
x 6=y

|x|=|y|=n1/2

1{x,y∈Rtn , 1/ε≤|x∧y|<εn1/2}

]
= 0.



Kagan/Coalescence in small generations for the diffusive randomly biased walk on Galton-Watson trees 14

Although T is a super-critical Galton-Watson tree, the genealogy of Rtn (or Rn) is a mix of the
super-critical case and the critical case for a regular Galton-Watson trees (see subsection 1.2).
The fact is using standard techniques for randomly biased random walks and branching random
walks, we are able to deal with the quenched mean of (Dtn)p1 for p1 ≤ bκc and (A 2(Dtn , f))p2

with p2 ≤ bκ/2c but not with the actual random variables.
The computation for any m > 0 and any 0 < a < b < 1 of P∗(M̃n < m) and P∗(an1/2 ≤ M̃n <
bn1/2) is part of an ongoing work with P. Andreoletti and L. de Raphélis.
The present paper aims in some way to describe the interaction between the vertices of the tree
R
Tn

1/2 in the set of generations «squashed» when rescaling the tree by n1/2.

Remark 3. The curiosity here is the fact that critical generations and small generations equally
contributed to the range. Indeed, whether Ln is negligible with respect to n1/2 (with Ln ≥ δ−1

0 log n)
or not,

∑
|u|=Ln

1{u∈Rtn} is of order n1/2. This fact makes a deep difference with the slow regime

in which only the critical generations (that is typical generations, of order (log n)2) contribute
significantly to the range (see [AC18], Theorem 1.2 and Proposition 1.4).

2. Proofs of the theorems

In this section, we prove theorems presented as examples and end it with the proof of Theorem
1.6.

2.1. Proofs of Theorems 1.2 to 1.5

In this subsection, we give a proof of each example stated above except for the Theorem 1.1 which is
the simplest application of Theorem 1.6, taking f = 1. For each example, the procedure is as follows:
we first prove the function f we consider satisfies the hereditary assumption 5 and we then give
useful precisions on A k

∞(f) for the description of the genealogy of the vertices X (1,n), . . . ,X (k,n).

Proof of Theorem 1.2. Recall that for x = (x(1), . . . , x(k)) ∈ ∆k and λ = (λ1, . . . , λk) ∈ (N∗)×k

fλ(x(1), . . . , x(k)) :=

k∏
i=2

1{|x(i−1)∧x(i)|<λi}.

Let us prove that the hereditary assumption 5 is satisfied by fλ. Recall that for x = (x(1), . . . , x(k)) ∈
∆k, S k(x)−1 denotes the last generation at which two or more vertices among x(1), . . . , x(k) share
a common ancestor. If p ≥ max2≤i≤k λi and x ∈ ∆k such that p ≤ min1≤i≤k |x(i)|, then S k(x) ≤ p
implies that for any z ∈ J(x(1))p, x

(1)K × · · · × J(x(k))p, x
(k)K, we have S k(z) = S k(x) since, by

definition of fλ, the highest obliged coalescence between at least two vertices among (x(1), . . . , x(k))
must append at generation max2≤i≤k λi. Thus, S k((x(1))p, . . . , (x

(k))p) ≤ m. Moreover, by defi-
nition, S k((x(1))p, . . . , (x

(k))p) ≤ max2≤i≤k λi implies S k(x) ≤ max2≤i≤k λi. Consequently, as-
sumption 5 holds for g = max2≤i≤k λi. We conclude using Theorem 1.6.

We now prove Theorem 1.3:

Proof of Theorem 1.3. Recall that for x = (x(1), . . . , x(k)) ∈ ∆k, S k(x) − 1 denotes the last
generation at which two or more vertices among x(1), . . . , x(k) share a common ancestor and for
m ∈ N∗, recall that

fm(x) = 1{S k(x)≤m}.
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First, note that the hereditary assumption 5 is satisfied by fm. Indeed, if p ≥ m and x ∈ ∆k

such that p ≤ min1≤i≤k |x(i)|, then S k(x) ≤ p implies that for any z ∈ J(x(1))p, x
(1)K × · · · ×

J(x(k))p, x
(k)K, we have S k(z) = S k(x). Thus, S k((x(1))p, . . . , (x

(k))p) ≤ m. Moreover, by def-
inition, S k((x(1))p, . . . , (x

(k))p) ≤ m implies S k(x) ≤ m. Consequently, assumption 5 holds for
g = m.
We then deduce the converge of the trace in (15) by using Theorem 1.6.
We now move to the limit law of (S k(X (n))) in (12). Note, by definition, that

P∗
(
S k(X n) ≤ m

)
=

1

P∗(Dn ≥ k)
E∗
[A k(Dn, fm)

A k(Dn, 1)
1{Dn≥k}

]
,

so P∗(S k(X n) ≤ m) goes to E∗[A k
∞(fm)/(W∞)k] when n goes to ∞ thanks to Theorem 1.6 with

f = fm and g = 1 together with the fact that limn→∞ P∗(Dn ≥ k) = 1. It is left to show that
limm→∞A k

∞(fm) = (W∞)k. For that, we use Lemma 3.9 with f = 1 and p = (l, . . . , l) ∈ (N∗)×k

sup
l>m

E∗
[∣∣A k

l (fm)−A k
l (1)

∣∣2] −→
m→∞

0.

Moreover, liml→∞A k
l (1) = (W∞)k and liml→∞A k

l (fm) = A k
∞(fm) so (A k

∞(fm))m converges to
(W∞)k in L2(P∗), which allows to end the proof.

We now turn to the proof of Theorem 1.4.

Proof of Theorem 1.4. Recall that for any 1 ≤ d < q ∈ N∗, for an increasing collection Ξ =
(Ξi)0≤i≤d of partitions of {1, . . . , q}, for all x = (x(1), . . . , x(q)) ∈ ∆q and all t = (t1, . . . , td) ∈ N×d
such that t1 < t2 < · · · < td,

fdt,Ξ(x) =

d∏
i=1

1Γit,Ξ
(x),

where Γit,Ξ = Υti−1,Ξi−1
∩ Υti,Ξi and for any r ∈ {1, . . . , d} and any m ∈ N∗, x belongs to Υm,Ξr

if and only if

∀B ∈ Ξr,∀i1, i2 ∈ B : (x(i1))m = (x(i2))m,

and for r 6= 0

∀B 6= B̃ ∈ Ξr,∀i1 ∈ B, i2 ∈ B̃ : (x(i1))m 6= (x(i2))m,

where we recall that (x(i))m denotes the ancestor of x(i) in generation m if exists, (x(i))m = e(i)

otherwise. Recall that C k
g = {y ∈ ∆q; S q(y) ≤ g} where S q(y) − 1 is the last generation at

which two or more vertices among y(1), . . . , y(q) share a common ancestor. Let p ≥ td such that
min1≤i≤q x

(i) ≥ p and x ∈ C k
p . If x ∈ ∩dj=1Γjt,Ξ, then (z(i))t = (x(i))t for all z ∈ J(x(1))p, x

(1)K ×
· · · × J(x(q))p, x

(q)K, 1 ≤ i ≤ q and t ∈ {0, . . . , p} thus giving ((x(1))p, . . . , (x
(q))p) ∈ ∩dj=1Γjt,Ξ.

Moreover, by definition, ((x(1))p, . . . , (x
(q))p)) ∈ ∩dj=1Γjt,Ξ implies x ∈ ∩dj=1Γjt,Ξ, then (z(i))t =

(x(i))t. Consequently, fdt,Ξ satisfies assumption 5 with g = td and this prove that the convergence
in (15) holds.

We move to the limit law of (πk,n) in (16). Recall the definition of S k,n
i in (11). First, note that

P∗(πk,nm0
= π0, . . . , π

k,n
m`

= π`) = P∗
( ⋂̀
i=1

{
πk,nmi−1

= πi−1, π
k,n
mi = πi,mi−1 < S k,n

i ≤ mi

})
.
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Indeed, for all 1 ≤ i ≤ `, |πi−1| < |πi| so the interval (mi−1,mi] necessarily contains at least
one coalescent time. But since π0 = {{1, . . . , k}} and π` = {{1}, . . . , {k}}, ∪`i=1(mi−1,mi] can’t

contain more than ` coalescent times so S k,n
i is the only one belonging to (mi−1,mi]. We now

write

P∗
( ⋂̀
i=1

{
πk,nmi−1

= πi−1,mi−1 < S k,n
i ≤ mi

})
=

m1∑
s1=m0+1

· · ·
m∑̀

s`=m`−1+1

P∗
( ⋂̀
i=1

{
πk,nmi−1

= πi−1, π
k,n
mi = πi,S

k,n
i = si

})

=

m1∑
s1=m0+1

· · ·
m∑̀

s`=m`−1+1

P∗
( ⋂̀
i=1

{
πk,nsi−1 = πi−1, π

k,n
si = πi

})
,

Moreover, πk,nsi−1 = πi−1, π
k,n
si = πi means nothing but X (n) ∈ Γis,Π and it follows that

P∗
( ⋂̀
i=1

{
πk,nmi−1

= πi−1, π
k,n
mi = πi,S

k,n
i = si

})
= E∗

[
f `s,Π(X (n))

]
= E∗

[A k(Dn, f
`
s,Π)

A k(Dn, 1)
1{Dn≥k}

]
,

where we have used the definition of X (n) (see (6)) in the last equation. Since f `s,Π satisfies the

hereditary assumption 5, we finally get (15) from (25) with f = f `s,Π and by (26) with g = 1

lim
n→∞

P∗(πk,nm0
= π0, . . . , π

k,n
m`

= π`) =

m1∑
s1=m0+1

· · ·
m∑̀

s`=m`−1+1

E∗
[A k
∞(f `s,Π)

(W∞)k

]
.

We now compute the conditional expectation of A k
∞(f `s,Π) conditionally given the sigma-algebra

Fsp−1 = σ(T; (V (x); |x| < sp)). Start with p = `. Let si ∈ {mi−1 + 1, . . . ,mi} for all i ∈ {1, . . . , `}.
Using the definition of A k

∞(f `s,Π) and the fact that x ∈ ∆k
l ∩ Γ`s,Π for l > s` implies S k(x) ≤ s`,

we obtain, on the set of non-extinction

E∗
[
A k
∞(f `s,Π)|Fs`

]
= lim
l→∞

E∗
[ ∑
x∈∆k

l

f `s,Π(x)e−〈1,V (x)〉k |Fs`

]
=
∑
x∈∆k

s`

f `s,Π(x)e−〈1,V (x)〉k ,

since s` − 1 corresponds to the last generation at which two or more vertices among x(1), . . . , x(l)

share a common ancestor and we recall that 〈1, V (x)〉k =
∑k
i=1 V (x(i)). In particular, these vertices

don’t share any common ancestor in generation s` and last inequality comes from independence
of the increments of the branching random walk (T, (V (x), x ∈ T)) together with the fact that
ψ(1) = 0. Before going any further, let us define a transformation of the collection of partitions
Π. We build from Π, which is a collection of partitions of the set {1, . . . , k}, a new collection
Π`−1 = (π̃i)0≤i≤`−1 of partitions of the set {1, . . . , |π`−1|} as follows:

• π̃`−1 = {{1}, . . . , {|π`−1|}};

• for any 1 ≤ i ≤ ` − 2 and any 1 ≤ j ≤ |πi|, the j-th block Bi
j of the partition πi is

the union of b`−1(Bi
j) ≥ 1 block(s) of the partition π`−1. We then denote by B̃i

j the

subset of {1, . . . , |π`−1|} composed of all indices of these b`−1(Bi
j) block(s) and let π̃i =

{B̃i
1, . . . , B̃

i
|πi|}. By definition, π̃0 remains a one-block partition: π̃0 = {{1, . . . , |π`−1|}}.
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Note that for any 0 ≤ i ≤ `−1, |π̃i| = |πi| and for any 0 ≤ i ≤ `−2, 1 ≤ j ≤ |πi|, bi(Bj) = b̃i(B̃j),

where B̃j ∈ π̃i is the union of b̃i(B̃j) ≥ 1 block(s) of π̃i+1.

Example 4. If Π is defined by π4 = {{1}, {2}, {3}, {4}, {5}},π3 = {{1, 3}, {2}, {4}, {5}}, π2 =
{{1, 3}, {2, 5}, {4}}, π1 = {{1, 3, 4}, {2, 5}} and π0 = {{1, 2, 3, 4, 5}} then we have:
π̃3 = {{1}, {2}, {3}, {4}}, π̃2 = {{1}, {2, 4}, {3}},π̃1 = {{1, 3}, {2, 4}}, and π̃0 = {{1, 2, 3, 4}}.

If Π` := Π, then for any i ∈ {0, . . . , ` − 1}, let Πi be the collection of partitions of {1, . . . , |πi|}
resulting from the previous procedure applied to Πi+1. Note that Πi is an increasing collection of
partitions of {1, . . . , |πi|}. This construction is a way of preserving the genealogical information
through the generations.
Let s`−1 = (s1, . . . , s`−1) and recall the definitions regarding partitions in (13). One can now
notice that, since that the number of vertices of the k-tuple x ∈ ∆k

s`
sharing the same parent u(j)

is b`−1(Bj) (where we recall that b`−1(Bj) stands for b`−1(B`−1
j )), we have

∑
x∈∆k

s`

f `s,Π(x)e−〈1,V (x)〉k =
∑

u∈∆
|π`−1|
s`−1

f `−1
s`−1,Π`−1(u)

|π`−1|∏
j=1

∑
x(j)∈∆

b`−1(Bj)
s`

b`−1(Bj)∏
i=1

1{(x(j,i))∗=u(j)}

× e−V (x(j,i)),

where x(j) = (x(j,1), . . . , x(j,b`−1(Bj))) and (x(j,i))∗ is the parent of x(j,i). Moreover, by definition,
b`−1(Bj) = |B`−1

j | (it comes from the fact that π` = {{1}, . . . , {k}}) so

|π`−1|∏
j=1

∑
x(j)∈∆

b`−1(Bj)
s`

b`−1(Bj)∏
i=1

1{(x(j,i))∗=u(j)}e
−V (x(j,i)) = e−〈β

`−1,V (u)〉|π`−1|

|π`−1|∏
j=1

∑
x(j)∈∆

b`−1(Bj)
s`

×
b`−1(Bj)∏
i=1

1{(x(j,i))∗=u(j)}e
−V

u(j) (x(j,i)),

where β`−1 = (|B`−1
1 |, . . . , |B`−1

|π`−1||) and Vu(j)(x(j,i)) = V (x(j,i)) − V (u(j)). By independence of

the increments of the branching random walk (T, (V (x), x ∈ T)), since ψ(1) = 0

E
[ ∑
x∈∆k

s`

f `s,Π(x)e−〈1,V (x)〉k |Fs`−1

]
= A

|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
) |π`−1|∏

j=1

cb`−1(Bj)(1)
∏

B∈π`
|B|≥2

eψ(|B|)

= A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
) |π`−1|∏

j=1

cb`−1(Bj)(β
`−1
j ),

where β`−1
j := (β`−1

j,1 , . . . , β`−1
j,b`−1(Bj)

) = (1, . . . , 1), see (13). We also recall that A m
l (g,β) =∑

x∈∆m
l
g(x)e−〈β,V (x)〉m and see assumption 3 for the definition of cl(β). Now recall that Π`−2

is the collection of partitions of {1, . . . , |π`−2|} obtain from Π`−1 with the same procedure as
above (see Example 4). Let s`−2 = (s1, . . . , s`−2). Again, exactly b`−2(Bj) vertices in generation
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s`−1 are sharing the same parent z(j) so

A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)

=
∑

z∈∆
|π`−2|
s`−1−1

f `−2
s`−2,Π`−2(z)

|π`−2|∏
j=1

∑
u(j)∈∆

b`−2(Bj)
s`−1

b`−2(Bj)∏
i=1

1{(u(j,i))∗=z(j)}

× e−β
`−2
j,i V (u(j,i))

∑
x(j)∈∆

b`−2(Bj)

s`−1

1{x(j,i)≥u(j,i)}e
−β`−2

j,i Vu(j,i) (x(j,i)),

where u(j) = (u(j,1), . . . , u(j,b`−2(Bj))), x(j) = (x(j,1), . . . , x(j,b`−2(Bj))) and Vu(j,i)(x(j,i)) is the in-
crement V (x(j,i)) − V (u(j,i)). Then, by independence of the increments of the branching random
walk (T, (V (x), x ∈ T)),

E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)
|Fs`−1

]
=

∑
z∈∆

|π`−2|
s`−1−1

f `−2
s`−2,Π`−2(z)

|π`−2|∏
j=1

∑
u(j)∈∆

b`−2(Bj)
s`−1

b`−2(Bj)∏
i=1

× 1{(u(j,i))∗=z(j)}e
−β`−2

j,i V (u(j,i))es
∗
`ψ(β`−2

j,i ),

with s∗` = s` − s`−1 − 1. Moreover, since
∑b`−2(Bj)
i=1 β`−2

j,i = |B`−2
j | (see (13)), we have

|π`−2|∏
j=1

∑
u(j)∈∆

b`−2(Bj)
s`−1

b`−2(Bj)∏
i=1

1{(u(j,i))∗=z(j)}e
−β`−2

j,i V (u(j,i))

= e−〈β
`−2,V (z)〉|π`−2|

|π`−2|∏
j=1

∑
u(j)∈∆

b`−2(Bj)
s`−1

b`−2(Bj)∏
i=1

1{(u(j,i))∗=z(j)}e
−β`−2

j,i Vz(j) (u(j,i)),

with β`−2 = (|B`−1
1 |, . . . , |B`−2

|π`−2||) and again, by independence of the increments of the branching

random walk (T, (V (x), x ∈ T)), using again that
∑b`−2(Bj)
i=1 β`−2

j,i = |B`−2
j |

E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)
|Fs`−1−1

]
= A

|π`−2|
s`−1−1

(
f `−2
s`−2,Π`−2 ,β

`−2
) |π`−2|∏

j=1

cb`−2(Bj)(β
`−2
j )

×
∏

B∈π`−1

|B|≥2

es
∗
`ψ(|B|),

where β`−2
j = (β`−2

j,1 , . . . , β`−2
j,b`−2(Bj)

). Thus, we obtain

E
[ ∑
x∈∆k

s`

f `s,Π(x)e−〈1,V (x)〉k |Fs`−1−1

]
= A

|π`−2|
s`−1−1

(
f `−2
s`−2,Π`−2 ,β

`−2
) ∏̀
i=`−1

|πi−1|∏
j=1

cbi−1(Bj)(β
i−1
j )

×
∏

B∈πi
|B|≥2

es
∗
`ψ(|B|).

By induction on 2 ≤ p ≤ `, we finally get, on the set of non-extinction

E∗
[
A k
∞(f `s,Π)|Fsp−1

]
= A

|πp−1|
sp−1

(
fp−1
sp−1,Πp−1 ,β

p−1
) ∏̀
i=p

|πi−1|∏
j=1

cbi−1(Bj)(β
i−1
j )

∏
B∈πi
|B|≥2

es
∗
i+1ψ(|B|).
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Taking p = 2 in the above formula, we have, on the set of non-extinction

E∗
[
A k
∞(f `s,Π)|Fs2−1

]
= A

|π1|
s2−1

(
f1
s1,Π1 ,β1

) ∏̀
i=2

|πi−1|∏
j=1

cbi−1(Bj)(β
i−1
j )

∏
B∈πi
|B|≥2

es
∗
i+1ψ(|B|),

where for any i ∈ {2, . . . , `}, s∗i = si − si−1 − 1 and s∗`+1 = 1. Since
∑b0(B1)
j=1 |B1

j | = k (it comes
from the fact that π0 = {{1, . . . , k}}), we have

E∗
[
A
|π1|
s2−1

(
f1
s1,Π1 ,β1

)
|Fs1−1

]
=

∑
|z|=s1−1

e−kV (z)cb0(B1)(β
1)
∏

B∈π1

|B|≥2

es
∗
2ψ(|B|)

=
∑

|z|=s1−1

e−kV (z)

|π0|∏
j=1

cb0(Bj)(β
0
j )
∏

B∈π1

|B|≥2

es
∗
2ψ(|B|),

the last equality coming from the fact β0
j = β1 = (|B1

1 |, . . . , |B1
|π1||). Finally,

E∗
[
A k
∞(f `s,Π)

]
= eψ(k)

∏̀
i=1

|πi−1|∏
j=1

cbi−1(Bj)(β
i−1
j )

∏
B∈πi
|B|≥2

es
∗
i+1ψ(|B|),

thus completing to proof.

We end this subsection with the proof of Theorem 1.5.

Proof of Theorem 1.5. First recall that for 1 ≤ ` < k, s ∈ N∗ and s = (s1, . . . , s`) ∈ N×` such that
s1 < · · · < s` ≤ s, for all x ∈ ∆k such that min1≤j≤k |x(j)| ≥ s,

F `s(x) =
∑

Ξ increasing

f `s,Ξ(x).

By Ξ increasing, we mean here that Ξ = (Ξi)0≤i≤` is an increasing collection of partitions of
{1, . . . , k}. Since f `s,Ξ satisfies the hereditary assumption 5, the same goes for F `s by taking g = s.

Using the linearity of g 7→ A k
l (g), we get (18) thanks to Theorem 1.6.

First note that

{J k,n = `, S k(Y (n)) ≤ s} =
⋃

m;m1<···<m`≤s

⋃
Π increasing

⋂̀
i=1

{
πk,nmi−1 = πi−1,π

k,n
mi = πi

}
,

where Π increasing means here that Π = (πi)0≤i≤` is an increasing collection of partitions of
{1, . . . , k}. It follows that

P∗
(
S k,n

1 = s1, . . . ,S
k,n
` = s`,J

k,n = `
)

= E∗
[ A k(Dn, F

`
s)

A k(Dn,1Ck
s

)
1{Dn≥k}

]
,

and we conclude using Theorem 1.6.
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2.2. Proof of Theorem 1.6 and Theorem 1.7

Proof of Theorem 1.6. First, A k(D
n,Tn

1/2 , f) = A k(Dn, f1Ek,n
1/2 ) + A k(Dn, f1∆k\Ek,n1/2 ) and

then for any ε ∈ (0, 1)

P∗
(∣∣∣ 1

(n1/2Ln)k
A k(Dn, f)− (c∞)kA k

∞(f)
∣∣∣ > ε

)
≤ P∗

(∣∣∣ 1

(n1/2Ln)k
A k(Dn, f)− (c∞)kA k

∞(f)
∣∣∣ > ε

2

)
+ P∗

(
A k(Dn,1∆k\Ek,n1/2 ) >

ε

2
(n1/2Ln)k

)
.

Noticing that Dn = D
n,Tn

1/2 , the first probability in this sum goes to 0 when n → ∞ thanks to

Proposition 1 with s = n1/2 and the second one also goes to 0 thanks to Proposition 2 thus giving
(25). For the convergence in P∗-probability (26), note that

P∗
(∣∣∣A k(Dn, f)

A k(Dn, f)
1{Dn≥k} −

A k
∞(f)

A k
∞(g)

∣∣∣ > ε
)

≤ P∗
(∣∣∣A k(Dn, f)

A k(Dn, f)
− A k

∞(f)

A k
∞(g)

∣∣∣ > ε,Dn ≥ k
)

+ P∗(Dn < k),

these two probabilities go to 0 when n→∞ and the proof is completed.

We now prove Theorem 1.7. Recall that D̃n = {x ∈ Rn; `n ≤ |x| ≤ Ln}. The main idea of the
proof is to show that, when κ > 2ξk, ξ ≥ 2, and Ln = o(n1/2−qξ) for some non-increasing sequence
q such that qj → 0 when j → ∞, the volume D̃n of the range D̃n behaves like the volume of the
range up to the last complete excursion of (X)j≤n above the parent e∗ of the root e.
For that, one can notice that for this choice of κ, Proposition 1 holds uniformly in s: there exists a
non-increasing sequence of positive integers (qj)j , satisfying qj ∈ (0, 1/2) and qj → 0 when j →∞
such that if κ > 2ξk for some integer ξ ≥ 2 and Ln = o(n1/2−qξ) then, for any ε1 ∈ (0, 1)

P∗
( n1/2/ε1⋃
s=ε1n1/2

∣∣∣ 1

(sLn)k
A k(Dn,T s , f1Ek,s)− (c∞)kA k

∞(f)
∣∣∣ > ε

)
−→
n→∞

0. (30)

The proof of (30) is the same as the proof of Proposition 1 but for any ε, ε1 ∈ (0, 1), by Markov
inequality

P
( n1/2/ε1⋃
s=ε1n1/2

{∣∣∣ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)− EE
[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
]∣∣∣ > ε(sLn)k/16

})

≤
n1/2/ε1∑
s=ε1n1/2

162ξk

ε2ξk(sLn)2ξk
E
[( ∑

j∈J1,sKk

A k,n(j, f1Ck
an

)− EE
[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
])2ξk]

≤ 162ξkC3.7

n1/2/ε1∑
s=ε1n1/2

(Ln
s

)q̃ξ
≤ C1

(Ln)q̃ξ

n(q̃ξ−1)/2
,

where we have used Lemma 3.7 with a = ξ for second inequality. Note that q̃ξ ≥ 2 since ξ ≥ 2 so,
as in the proof of Proposition 1, we obtain (30) by taking qj := (2q̃j)

−1.
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Proof of Theorem 1.7. First, let us state the following fact, proved by Y. Hu ([Hu17], Corollary
1.2): in law, under P∗

1

n1/2

n∑
j=1

1{Xk=e} −→
n→∞

1

pE (e, e∗)

c
1/2
0

W∞
|N |.

We can actually adapt this result to the local time L n of the parent e∗ of the root e: in law, under
P∗

1

n1/2
L n −→

n→∞

c
1/2
0

W∞
|N |, (31)

where c0 is defined in (26). Moreover, recall that N denotes, under PE , a standard Gaussian
variable. Then, we show that A k(Dn,TLn , f) and A k(Dn, f) are close in the following:

P∗
( 1

(L nLn)k
∣∣A k(Dn,TLn , f)−A k(Dn, f)

∣∣ > ε
)
−→
n→∞

0. (32)

Indeed, by (31), limε1→0 lim supn→∞ P∗(ε1n
1/2 ≤ L n ≤ n1/2/ε1) = 1 so thanks to Proposition

2, together with Lemma 3.6 taking R = ∆k \ C k
an and Lemma 3.10, (A k(Dn,TLn , f1∆k\Ck

an
) +

A k(Dn, f1∆k\Ck
an

))/(L nLn)k → 0 when n → ∞, in P∗-probability where we recall that an =

(2δ0)−1 log n. Therefore, it is enough to show that

P∗
( 1

(L nLn)k
∣∣A k(Dn,TLn , f1Ck

an
)−A k(Dn, f1Ck

an
)
∣∣ > ε

)
−→
n→∞

0.

For that, assume L n = s ∈ {ε1n
1/2, . . . , n1/2/ε1}. By definition, L n = sup{j ≥ 1; T j ≤ n} so on

the set {Dn,T s ≥ k}, where Dn,T s is the cardinal of Dn,T s , both Dn,T s and Dn are nonempty and
note that

A k(Dn, f1Ck
an

)−A k(Dn,T s , f1Ck
an

) =
∑

p∈{`n,...,Ln}×k

∑
x∈∆k

1{|x|=p, S k(x)≤an}1{T s<Tx≤n}

≤
∑

p∈{`n,...,Ln}×k

∑
x∈∆k

1{|x|=p, S k(x)≤an}1{T s<Tx<T s+1},

where |x| = |p| means that for all 1 ≤ i ≤ k, x(i) = pi. Using the strong Markov property at time
T s first and Markov inequality then, we have

PE
( 1

(sLn)k
A k(Dn, f1Ck

an
)−A k(Dn,T s , f1Ck

an
) > ε,Dn,T s ≥ k,L n = s

)
≤ PE

( 1

((sLn)k

∑
p∈{`n,...,Ln}×k

∑
x∈∆k

1{|x|=p, S k(x)≤an}1{Tx<T 1} > ε
)

≤ 1

(εsLn)2k
EE
[( ∑

p∈{`n,...,Ln}×k

∑
x∈∆k

1{|x|=p, S k(x)≤an}1{Tx<T 1}

)2]
.

Moreover EE [(
∑
x∈∆k 1{|x|=p, S k(x)≤an}1{Tx<T 1})

2] is equal to∑
x,y∈∆k

x6=y

1{|x|=|y|=p, S k(x)∨S k(y)≤an}P
E (Tx ∨ Ty < T 1) +

∑
x∈∆k

1{|x|=p, S k(x)≤an}P
E (Tx < T 1),
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where t ∨ s = max(t, s) and thanks to Lemma 3.2

EE
[( ∑

x∈∆k

1{|x|=p, S k(x)≤an}1{Tx<T 1}

)2]
≤ C′(anLn)2k,

for some constant C′ > 0 that doesn’t depend on p thus giving

P∗
( 1

(sLn)k

∑
p∈{`n,...,Ln}×k

∑
x∈∆k

1{|x|=p, S k(x)≤an}1{T s<Tx≤n} > ε,L n = s
)
≤ C̃(an)2k

(εs)2
,

for some constant C̃ > 0. Finally, for all ε1 ∈ (0, 1)

P∗
({ 1

(L nLn)k

∣∣∣A k(Dn,TLn , f1Ck
an

)−A k(Dn, f1Ck
an

)
∣∣∣ > ε

})
≤ P∗(Dn,TLn < k)

+

n1/2/ε1∑
s=ε1n1/2

P∗
( 1

(sLn)k

∑
p∈{`n,...,Ln}×k

∑
x∈∆k

|x|=p

1{S k(x)≤an}1{T s<Tx≤n} > ε,Dn,T s ≥ k,L n = s
)

+ P∗(L n < ε1n
1/2) + P∗(L n > n1/2/ε1) ≤ C̃(an)2k

ε2ε1n1/2
+ P∗(L n < ε1n

1/2) + P∗(L n > n1/2/ε1).

Note that limn→∞ P∗(Dn,TLn < k) = 0 and using (31) with the definition of an = (2δ0)−1 log n,

we have limε1→0 lim supn→∞(C̃(an)2k/(ε2ε1n
1/2) + P∗(L n < ε1n

1/2) + P∗(L n > n1/2/ε1)) = 0,
which yields (32).
Now, since A k(Dn,TLn , f1∆k\Ek,Ln )/(L nLn)k → 0 when n → ∞, in P∗-probability and thanks

to (32), we can focus our attention on A k(Dn,TLn , f1Ek,Ln )/(L nLn)k.

Note the A k(Dn,TLn , f1Ek,Ln ) concentrates around (c∞)kA k
∞(f). Indeed, for any ε, ε1 ∈ (0, 1)

P∗
(∣∣∣ 1

(L nLn)k
A k(Dn,TLn , f1Ek,Ln )− (c∞)kA k

∞(f)
∣∣∣ > ε

)
≤ P∗

( n1/2/ε1⋃
s=ε1n1/2

{∣∣∣ 1

(sLn)k
A k(Dn,T s , f1Ek,s)− (c∞)kA k

∞(f)
∣∣∣ > ε

})
+ P∗(L n < ε1n

1/2)

+ P∗(L n > n1/2/ε1).

Thanks to equation (30), the first probability above goes to 0 when n goes to ∞ and by (31),
limε1→0 limn→∞(P∗(L n < ε1n

1/2) + P∗(L n > n1/2/ε1)) = 0 thus giving

lim
n→∞

P∗
(∣∣∣ 1

(L nLn)k
A k(Dn,TLn , f1Ek,Ln )− (c∞)kA k

∞(f)
∣∣∣ > ε

)
= 0. (33)

We obtain from (33), together with (32) that

lim
n→∞

P∗
(∣∣∣ 1

(L nLn)k
A k(Dn, f1Ck

an
)− (c∞)kA k

∞(f)
∣∣∣ > ε

)
= 0,

which gives (26). We also deduce (25) using (31). For the convergence in P∗-probability (26), note
that

P∗
(∣∣∣A k(Dn, f1Ck

an
)

A k(Dn, f1Ck
an

)
1{Dn≥k} −

A k
∞(f)

A k
∞(g)

∣∣∣ > ε
)

≤ P∗
(∣∣∣A k(Dn, f1Ck

an
)

A k(Dn, f1Ck
an

)
− A k

∞(f)

A k
∞(g)

∣∣∣ > ε,Dn ≥ k
)

+ P∗(Dn < k),
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which goes to 0 when n goes to ∞ and the proof is completed.

3. Proofs of Propositions 1 and 2

This section is devoted to the proofs of our two propositions. We show that relevant k-tuples of
visited vertices are those in the set Ek,·.

Let us recall the well-known many-to-one lemma:

Lemma 3.1 (many-to-one). For any p ∈ N∗ and any bounded function h

E[h(S1, . . . , Sp)] = E
[ ∑
|x|=p

e−V (x)h(V (x1), . . . , V (xp))
]
,

where (Si)i∈N is the real valued random walk defined in (22).

We now state and prove a lemma that will be useful all along this section. For any vertex x ∈ T,
introduce Tx := inf{i ≥ 1 Xi = x}, the hitting time of x and for any x = (x(1), . . . , x(q)) ∈ ∆q,
Tx := max1≤i≤q Tx(i) . Recall that for any j ∈ N∗, T j denotes the j-th return time to the parent e∗

of the root e. For 1 ≤ ` < q two integers, m = (m1, . . . ,m`) ∈ N×` such that m1 < · · · < m` and
Π = (π)0≤i≤` an increasing collection of partitions of {1, . . . , q} that is to say |πi−1| < |πi| with
π0 = {{1, . . . , q}} and π` = {{1}, . . . , {q}}, recall the definition of f `m,Π in (14).

Lemma 3.2. Let k ≥ 2 and a ≥ 1 be two integers and assume κ > 2ak. Let q ∈ {k, . . . , 2ak} and
p = (p1, . . . , pq) ∈ N×q. Under the assumptions 1 and 3, there exists a constant C > 0 doesn’t
depending neither on p, nor on m such that

E
[ ∑
x∈∆q

|x|=p

f `m,Π(x)PE (Tx < T 1)
]
≤ C,

where |x| = p means that |x(i)| = pi for any i ∈ {1, . . . , q}. In particular, for any integer m ∈ N∗,
there exists a constant C3.2 > 0 doesn’t depending on p such that

E
[ ∑
x∈∆q

|x|=p

1Ck
m

(x)PE (Tx < T 1)
]
≤ C3.2m

q−1. (34)

Proof in the case ∩`j=1Γjm,Π ⊂ {x ∈ ∆q; C q(x) < min1≤i≤q pi}. First recall that Πi is the parti-
tion of {1, . . . , |πi|} obtained via the procedure defined above Example 4 and for any i ∈ {1, . . . , `},
any j ∈ {1, . . . , |πi−1|}, the j-th blockBi

j of the partition πi−1 is the union of bi−1(Bj) ≥ 1 block(s)
of the partition πi. Note (see the proof of Theorem 1.4) that

∑
x∈∆q

|x|=p

f `m,Π(x)PE (Tx < T 1) =
∑

z∈∆
|π`−1|
m`−1

f `−1
m`−1,Π`−1(z)

|π`−1|∏
j=1

∑
u(j)∈∆

b`−1(Bj)
m`

b`−1(Bj)∏
i=1

1{(u(j,i))∗=z(j)}

×
∑
x∈∆q

1{|x|=p, x≥u}PE (Tx < T 1),

where m`−1 = (m1, . . . ,m`−1), u is the concatenation of u(1), . . . ,u(|π`−1|) and x ≥ u means that
x(p) ≥ u(p). Thanks to the strong Markov property at time Tz(i) , there exists a constant Cq ≥ 1
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such that

∑
x∈∆q

|x|=p

f `m,Π(x)PE (Tx < T 1) ≤ Cq
∑

z∈∆
|π`−1|
m`−1

f `−1
m`−1,Π`−1(z)PE (Tz < T 1)

|π`−1|∏
j=1

∑
u(j)∈∆

b`−1(Bj)
m`

b`−1(Bj)∏
i=1

× 1{(u(j,i))∗=z(j)}
∑

x(j)∈∆b`−1(Bj)

|x(j)|=p(j)

1{x(j,i)≥u(j,i)}PE
z(j)(Tx(j,i) < T 1),

where p is now seen as the concatenation of p(1), . . . ,p(|π`−1|). Moreover, it is known that for all
z ≤ x in T,

PE
z (Tx < T 1) =

∑
e≤w≤z e

V (w)∑
e≤w≤x e

V (w)
if z 6= e, PE (Tx < T 1) =

1∑
e≤w≤x e

V (w)
else, (35)

so PE
z (Tx < T 1) ≤ e−V (x)

∑
e≤w≤z e

V (w). By independence of the increments of the branching

random walk (T, (V (x), x ∈ T)), using that b`−1(Bj) = |B`−1
j | and ψ(1) = 0

E
[ ∑
x∈∆q

|x|=p

f `m,Π(x)PE (Tz < T 1)
]
≤ C`−1E

[ ∑
z∈∆

|π`−1|
m`−1

f `−1
m`−1,Π`−1(z)PE (Tz < T 1)

|π`−1|∏
j=1

(Hz(j))|B
`−1
j |
]

× Cq
∏

B∈π`−1

c|B|(1),

with Hz =
∑
e≤w≤z e

V (w)−V (z) and C`−1 = Cq
∏
B∈π`−1

c|B|(1) ∈ (0,∞) thanks to assumption 3

since for any B ∈ π`−1, |B| < q ≤ 4k < κ. Again, thanks to the strong Markov property at time
Tw(i)

∑
z∈∆

|π`−1|
m`−1

f `−1
m`−1,Π`−1(z)PE (Tz < T 1)

|π`−1|∏
j=1

(Hz(j))|B
`−1
j |

≤ C`−1

∑
w∈∆

|π`−2|
m`−1−1

f `−2
m`−2,Π`−2(w)PE (Tw < T 1)

|π`−2|∏
j=1

∑
v(j)∈∆

b`−2(Bj)
m`−1

b`−2(Bj)∏
i=1

1{(v(j,i))∗=w(j)}

×
∑

z(j)∈∆
|π`−1|
s`−1

1{z(j,i)≥v(j,i)}(Hz(j,i))β
`−2
j,i PE

w(j)(Tz(j,i) < T 1),

for some constant C`−1 ≥ 1, where v(j) = (u(j,1), . . . , u(j,b`−2(Bj))) and recall the definition of β`−2
j,i

in (13). Thanks to (35)

(Hz(j,i))β
`−2
j,i PE

w(j)(Tz(j,i) < T 1) = Hw(j)e−Vw(j) (z(j,i))(Hz(j,i))β
`−2
j,i −1,

and Hz(j,i) = Hv(j,i)e−Vv(j,i) (z(j,i)) +Hv(j,i),z(j,i) where, for any u < x, Hu,x :=
∑
u<w≤x e

V (w)−V (x).
Since Hu ≥ 1 for all u ∈ T, we have

Hz(j,i) ≤ Hw(j)

(
e−Vw(i) (v(j,i)) + 1

)(
e−Vv(j,i) (z(j,i)) +Hv(j,i),z(j,i)

)
,
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thus giving that (Hz(j,i))β
`−2
j,i PE

w(j)(Tz(j,i) < T 1) is smaller than

(Hw(j))β
`−2
j,i e−Vw(j) (v(j,i))

(
e−Vw(i) (v(j,i))+1

)β`−2
j,i −1

e−Vv(j,i) (z(j,i))

×
(
e−Vv(j,i) (z(j,i)) +Hv(j,i),z(j,i)

)β`−2
j,i −1

.

By independence of the increments of the branching random walk (T, (V (x), x ∈ T)), using that∑b`−2(Bj)
i=1 β`−2

j,i = |B`−2
j |

E
[ ∑
z∈∆

|π`−1|
m`−1

f `−1
m`−1,Π`−1(z)PE (Tz < T 1)

|π`−1|∏
j=1

(Hz(j))|B
`−1
j |
]

≤ C`−2E
[ ∑
w∈∆

|π`−2|
m`−1−1

f `−2
m`−2,Π`−2(w)PE (Tw < T 1)

|π`−2|∏
j=1

(Hw(j))|B
`−2
j |
]
,

where, thanks to the many-to-one Lemma 3.1

C`−2 =

|π`−2|∏
j=1

E
[ ∑
v∈∆

b`−2(Bj)

1

b`−2(Bj)∏
i=1

e−V (v(i))(e−V (v(i)) + 1)β
`−2
j,i

] ∏
B∈π`−1

E
[
(e
−Sm∗

` +HS
m∗`

)|B|−1
]
,

m∗` = m` − m`−1 − 1, HS
m :=

∑m
p=1 e

Sp−Sm (the random walk (Sp) is defined in (22)). Note
that C`−2 ∈ (0,∞). Indeed, the first mean in the definition of C`−2 belongs to (0,∞) thanks to

assumption 3 since for any 1 ≤ j ≤ |π`−2|, b`−2(Bj) < q ≤ 2ak < κ and
∑b`−2(Bj)
i=1 β`−2

j,i =

|B`−2
j | < q. The second one also belongs to (0,∞) since for all B ∈ π`−1, |B| − 1 ≤ q − 2 < κ− 2

and as it is proved in [AD20] that supm∈N∗ E[(Hm)κ−1−ε] <∞ for any ε > 0. We also deduce from
this, together with the fact that ψ′(1) < 0 and m∗` ≥ 0 that C`−2 is bounded by a positive constant
doesn’t depending on m. By induction, there exists a constant C2 ∈ (0,∞) (still not depending on
m) such that

E
[ ∑
x∈∆q

|x|=p

f `m,Π(x)PE (Tx < T 1)
]
≤ C2E

[ ∑
|z|=m1−1

∑
u∈∆

|π1|
m2−1

PE (Tu < T 1)

|π1|∏
i=1

(Hu(i))|B
1
i |1{u(i)>z}

]
.

Thanks to the strong Markov property, PE (Tu < T 1) ≤ C|π1|PE (Tz < T 1)
∏|π1|
i=1 PE

z (Tu(i) < T 1) =

C|π1|PE (Tz < T 1)
∏|π1|
i=1 e

−V (u(i))/Hu(i) for some constant C|π1| ≥ 1 and then, using (35) together
with the many-to-one Lemma 3.1

E
[ ∑
x∈∆q

|x|=p

f `m,Π(x)PE (Tx < T 1)
]
≤ C1E

[ ∑
|z|=m1−1

e−V (z)(Hz)
|π1|−1

]
= C1E

[
(HS

m1−1)|π1|−1
]
.

Again, |π1|−1 ≤ q−1 ≤ 2ak−1 < κ−1 so E[(HS
m1−1)|π1|−1] ≤ supm∈N∗ E[(HS

m−1)|π1|−1] ∈ (0,∞)
which ends the proof.

3.1. The range on Ek,·

This section is dedicated to the proof of Proposition 1 in which the range is restricted to the
k-tuples of vertices belonging to the set Ek,·, that is such that the vertices are visited during k
distinct excursions, see (21) for the definition of Ek,·.
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3.1.1. The relevant vertices: the set C k
an

First recall that C k
m = {x ∈ ∆k; S k(x) ≤ m} where, for any x = (x(1), . . . , x(k)) ∈ ∆k and

S k(x)−1 is the last generation at which two or more vertices among x(1), . . . , x(k) share a common
ancestor (see (10)). In this subsection, we focus on the range on Ek,·∩C k

an with an = (2δ0)−1 log n,
which is the set of relevant k-tuples of vertices in the case of small generations. Before going any
further, let us state and prove the following lemma. Recall that Hu =

∑
e≤z≤u e

V (z)−V (u).

Lemma 3.3. Let k ≥ 2 and a ≥ 1 be two integers and assume κ > 2ak. Under the assumptions 1,
3 and 4

(i) for any integer q ∈ {k, . . . , 2ak} and any β = (β1, . . . , βq) ∈ (N∗)×q such that
∑q
j=1 βj ≤ 2ak,

there exists a constant C3.3,1 > 0 such that

sup
p∈(N∗)×q

E
[ ∑
x∈∆q

|x|=p

e−〈β,V (x)〉q
]
≤ C3.3,1;

(ii) for any integer q ∈ {k, . . . , 2ak} there exists a constant C3.3,2 > 0 such that for n large enough
and any h > 0

E
[ ∑
x∈∆q

an

1{max1≤i≤q Hx(i)>h}e
−〈1,V (x)〉q

]
≤ C3.3,2

hκ−1
+ o(1).

Proof in the case ∩`j=1Γjm,Π ⊂ {x ∈ ∆q; C q(x) < min1≤i≤q pi}. Not that, since Hu ≥ 1, we have

E[
∑
x∈∆q

an
e−〈1,V (x)〉q ] = E[

∑
x∈∆q

an
1{max1≤i≤q Hx(i)>h}e

−〈1,V (x)〉q ] for all h ≤ 1. The proof of

(i) is similar to the proof of Theorem 1.4 and Lemma 3.2 so we focus on (ii). In order to avoid
unnecessary technical difficulties, we prove it for any a ≥ 2. Recall the definition of f `s,Π in (14) for

` ∈ {1, . . . , q − 1}, s = (s1, . . . , s`) ∈ N×` such that s1 < · · · < s` and Π = (πi)0≤i≤` an increasing
collection of partitions of {1, . . . , q}. Note that

∑
x∈∆q

an

q∑
j=1

1{max1≤i≤q Hx(i)>h}e
−〈1,V (x)〉q =

q−1∑
`=1

∑
s;s1<...<s`≤an

∑
Π increasing

∑
x∈∆q

an

f `s,Π(x)e−〈1,V (x)〉q

× 1{max1≤i≤q Hx(i)>h},

and
∑
x∈∆q

an
f `s,Π(x)1{max1≤i≤q Hx(j)>h}e

−〈1,V (x)〉q is equal to

∑
z∈∆

|π`−1|
s`−1

f `−1
s`−1,Π`−1(z)

|π`−1|∏
j=1

∑
u(j)∈∆

b`−1(Bj)
s`

b`−1(Bj)∏
i=1

1{(u(j,i))∗=z(j)}
∑

x(j)∈∆
b`−1(Bj)
an

1{x(j,i)≥u(j,i)}

× e−V (x(j,i))1{max1≤j′≤|π`−1|
max1≤i′≤b`−1(B

j′ )
H
x(j′,i′)>h}.

Recall that for any u < x, Hu,x =
∑
u<z≤x e

V (z)−V (x), thanks to assumption 4 together with the
fact that Hz(j′) ≥ 1

Hx(j′,i′) ≤ Hz(j′)(1 + eh)e−Vu(j′,i′) (x(j′,i′)) +Hu(j′,i′),x(j′,i′) ,
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so Hx(j′,i′) > h implies that Hz(j′)(1 + eh)e−Vu(j′,i′) (x(j′,i′)) > h/2 or Hu(j′,i′),x(j′,i′) > h/2. We also
decompose according to the values of Hz(j′) :

1{
max1≤j′≤|π`−1|

max1≤i′≤b`−1(B
j′ )

H
z(j
′) (1+eh)e

−V
u(j′,i′) (x(j′,i′))

>h/2
}

≤ 1{max1≤j′≤|π`−1|
H
z(j
′)>h} + 1{

max1≤j′≤|π`−1|
max1≤i′≤b`−1(B

j′ )
2(1+eh)e

−V
u(j′,i′) (x(j′,i′))

>1
}.

We therefore deduce that 1{max1≤j′≤|π`−1|
max1≤i′≤b`−1(B

j′ )
H
x(j′,i′)>h} is smaller than

1{max1≤j′≤|π`−1|
H
z(j
′)>h} +

|π`−1|∑
j′=1

b`−1(Bj′ )∑
i′=1

(
1{H

u(j′,i′),x(j′,i′)>h/2} + 1{
2(1+eh)e

−V
u(j′,i′) (x(j′,i′))

>1
}).

By independence of the increments of the branching random walk (T, (V (x), x ∈ T)), since ψ(1) = 0

E
[ ∑
x∈∆q

an

f `s,Π(x)1{max1≤i≤q Hx(i)>h}e
−〈1,V (x)〉q

]

≤ E
[ ∑
z∈∆

|π`−1|
s`−1

f `−1
s`−1,Π`−1(z)1{max1≤j′≤|π`−1|

H
z(j
′)>h}e

−〈β`−1,V (z)〉|π`−1|
] |π`−1|∏

j=1

cb`−1(Bj)(1)

+ q(z1,n + z2,n)

|π`−1|∏
j=1

cb`−1(Bj)(1)E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)]
,

where we recall that A q
l (g, β) =

∑
x∈∆q

l
e−〈β,V (x)〉q ,

z1,n = E[
∑

|x|=an−s`

e−V (x)1{Hx>h/2}] and z2,n = E[
∑

|x|=an−s`

e−V (x)1{2(1+eh)e−V (x)>1}].

Thanks to the many-to-one Lemma 3.1

z1,n = P(HS
an−s` > h/2) ≤ C3.3,3/h

κ−1,

for some constant C3.3,3 > 0, the last inequality coming from ([AD20], Lemma 2.2). We now turn
to zn,2. If s` ≤ an/2 then, for any ρ ∈ (0, κ− 1)

z2,n ≤ 2ρ(1 + eh)ρeanψ(1+ρ)/2.

Otherwise s` − 1 ≥ an/2 and thanks to the Cauchy–Schwarz inequality

E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)]
≤E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)
1Ṽn

]
+

+
(
1−P(Ṽn)

)1/2
E
[(

A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
))2]1/2

,

where Ṽn := {minan/2≤|z|≤an V (z) > 3/2 log n} (recall that an = (2δ0)−1 log n). On the one hand,

by definition, there exists iα ∈ {1, . . . , |π`−1|} such that |B`−1
iα
| ≥ 2. It follows that

E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)
1Ṽn

]
≤ n−3/2E

[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 , β̃

`−1
)]
,
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where β̃`−1
j = |B`−1

j | for all j 6= iα and β̃`−1
iα

= |B`−1
iα
| − 1 ≥ 1. One the other hand, 1−P(Ṽn) ≤

n−ρ5 with ρ5 > 0 thanks to Lemma 3.4. Moreover, both
∑|π`−1|
j=1 β`−1

j and
∑|π`−1|
j=1 β̃`−1

j are smaller
than 2k since q ≤ 2k. Hence, thanks to (i)

E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 , β̃

`−1
)]

+ E
[(

A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
))2]1/2

≤ C3.3,4,

for some constant C3.3,4 > 0. We obtain

E
[ ∑
x∈∆q

an

f `s,Π(x)1{max1≤i≤q Hx(i)>h}e
−〈1,V (x)〉q

]

≤ E
[ ∑
z∈∆

|π`−1|
s`−1

f `−1
s`−1,Π`−1(z)1{max1≤j′≤|π`−1|

H
z(j
′)>h}e

−〈β`−1,V (z)〉|π`−1|
] |π`−1|∏

j=1

cb`−1(Bj)(1)

+ qz1,n

|π`−1|∏
j=1

cb`−1(Bj)(1)E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)]

+ n−ρ6 ,

thanks to the assumption 3 and for ρ6 > 0. Note (see the proof of Theorem 1.4) that

E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)]

= A
|π`−2|
s`−1−1

(
f `−2
s`−2,Π`−2 ,β

`−2
) |π`−2|∏

j=1

cb`−2(Bj)(β
`−2
j )

∏
B∈π`−1

|B|≥2

es
∗
`ψ(|B|),

with β`−2
j = (β`−2

j,1 , . . . , β`−2
j,b`−2(Bj)

) and s∗` = s` − s`−1 − 1. Since for any B ∈ π`−1 such that

|B| ≥ 2, ψ(|B|) < 0, we have

an∑
s`=s`−1+1

E
[
A
|π`−1|
s`−1

(
f `−1
s`−1,Π`−1 ,β

`−1
)]
≤ E

[
A
|π`−2|
s`−1−1

(
f `−2
s`−2,Π`−2 ,β

`−2
)] ∏
B∈π`−2

cb`−2(B)(β
`−1)

(
1−

∏
B∈π`−1

|B|≥2

eψ(|B|)
)−1

.

Doing the same for E[
∑
z∈∆

|π`−1|
s`−1

f `−1
s`−1,Π`−1(z)1{max1≤j′≤|π`−1|

H
z(j
′)>h}e

−〈β`−1,V (z)〉|π`−1| ], we ob-

tain, thanks to assumption 3∑
s;s1<...<s`≤an

E
[ ∑
x∈∆q

an

f `s,Π(x)1{max1≤i≤q Hx(i)>h}e
−〈1,V (x)〉q

]
≤

∑
s1<...<s`−1≤an

E
[ ∑
z∈∆

|π`−2|
s`−1−1

f `−2
s`−2,Π`−2(z)1{max1≤j′≤|π`−2|

H
z(j
′)>h}e

−〈β`−2,V (z)〉|π`−2|
]

+
C3.3,5

hκ−1
+ n−ρ7 ,

for some constant C3.3,5 > 0 and ρ7 > 0. We conclude by induction together with assumption
3.
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We remind the definition of the range A k(Dn,T s , g)

A k(Dn,T s , g) =
∑
x∈∆k

`n≤|x|≤Ln

g(x)1{Tx<T s},

where Tx = max1≤i≤k Tx(i) and `n ≤ |x| ≤ Ln means that `n ≤ |x(i)| ≤ Ln for all i ∈ {1, . . . , k}.
Vertices with high potential have a major contribution to the range. One can note that under the
assumption 1, the potential V (u) of the vertex u ∈ T behaves like |u| when |u| is large (see [Big76]
and [HS09] for instance). It allows to say that

Fact 1. For all ε ∈ (0, 1), there exists aε > 0 such that

P∗
(

inf
z∈T

V (z) ≥ −aε
)
≥ 1− ε. (36)

Moreover,

Lemma 3.4. Under the assumption 1, there exists δ0 > 0 and ρ1 > 1/2 such that for any positive
integer ζ

P
(

min
|z|=δ−1

0 ζ
V (z) ≥ 3ζ

)
≥ 1− e−ρ1ζ ,

Using Lemma 3.4, we are able to prove that any vertex x ∈ T in a generation between δ−1
0 log n

and n1/2 is visited during a single excursion above the parent e∗ of the root e. For that, let us
define the edge local time NT

u :=
∑T
j=1 1{Xj−1=u∗,Xj=u} of the vertex u ∈ T and introduce

Esu :=

s∑
j=1

1{NTju −NT
j−1

u ≥1},

the number of excursions during which the vertex x is visited by the random walk X.

Lemma 3.5. Under the assumption 1, for all ε1 ∈ (0, 1), there exists ρ2 := ρ2(ε1) > 0 such that for
n large enough

P∗
( n1/2/ε1⋃
s=ε1n1/2

n1/2⋃
|z|=δ−1

0 logn

{
Esz ≥ 2

})
≤ n−ρ2 .

The proof of Lemma 3.5 is similar to the one of Lemma 3.5 in [AD20].
Introduce the set Sk,s of k-tuples of vertices visited during a single excursion:

Sk,s := {x = (x(1), . . . , x(k)) ∈ ∆k; ∀ 1 ≤ i ≤ k, Esx(i) = 1}. (37)

In other words, Lemma 3.5 says that we can restrict the study of the range A k(Dn,T s , f1Ek,s∩Ck
an

)

to the set Sk,s. This restriction allows to get quasi-independence in the trajectory of the random
walk X and the resulting quasi-independent version of the range A k(Dn,T s , f1Ek,s∩Ck

an
) is easier

to deal with. A similar idea is developed in [AD20] and [AK23]. Let j ∈ J1, sKk, p ∈ {`n, . . . ,Ln}×k
and define

A k,n
p (j, g) :=

∑
x∈∆k

|x|=p

g(x)

k∏
i=1

1{NTji
x(i)
−NTji−1

x(i)
≥1} and A k,n(j, g) :=

∑
p∈{`n,...,Ln}×k

A k,n
p (j, g),

(38)
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where for any x = (x(1), . . . , x(k)), |x| = p means nothing but |x(i)| = pi for all i ∈ {1, . . . , k}. In
the next lemma, we show that A k(Dn,T s , f1Ek,s∩Ck

·
) and

∑
j∈J1,sKk A k,n(j, f1Ck

·
) have the same

behavior

Lemma 3.6. Let k ≥ 2 be an integer and assume κ > 2k. Under the assumptions 1 and 3, for all
bounded function g, any ε, ε1 ∈ (0, 1), there exists ρ4 := ρ4(ε, ε1) > 0 such that for n large enough
and any subset R of T×k

P∗
( n1/2/ε1⋃
s=ε1n1/2

{∣∣∣A k(Dn,T s , g1Ek,s∩R)−
∑

j∈J1,sKk

A k,n(j, g1R)
∣∣∣ > ε(sLn)k

})
≤ n−ρ4 .

Proof. We first decompose as follows

A k(Dn,T s , g1Ek,s∩R) = A k(Dn,T s , g1Ek,s∩Sk,s∩R) + A k(Dn,T s , g1Ek,s∩R∩∆k\Sk,s).

We first deal with A k(Dn,T s , g1Ek,s∩Sk,s∩R). Note that x ∈ Ek,s ∩Sk,s means nothing but there

exists j ∈ J1, sKk such that for any i ∈ {1, . . . , k}, NT ji

x(i) − NT ji−1

x(i) ≥ 1 and for all j 6= ji, N
T j

x(i) −
NT j−1

x(i) = 0, thus giving that A k
p (Dn,T s , g1Ek,s∩Sk,s∩R) is equal to

∑
p∈{`n,...,Ln}×k

∑
j∈J1,sKk

∑
x∈∆k

|x|=p

g1R(x)

k∏
i=1

1{NTji
x(i)
−NTji−1

x(i)
≥1; ∀j 6=ji,NT

p

x(i)
−NTp−1

x(i)
=0},

Thanks to the strong Markov property, the random variables NT l

z −NT l−1

z are i.i.d under PE and

distributed as NT 1

z . It follows that

EE
[ ∑
x∈∆k

|x|=p

g1R(x)

k∏
i=1

1{NTji
x(i)
−NTji−1

x(i)
≥1; ∀j6=ji,NT

p

x(i)
−NTp−1

x(i)
=0}

]

=
∑
x∈∆k

|x|=p

g1R(x)

k∏
i=1

PE (Tx(i) < T 1)(1− PE (Tx(i) < T 1))s−1.

Using (35), PE (Tx(i) < T 1) ≤ e−V (x(i)) and on Vn = {minδ−1
0 logn≤|x|≤n1/2 V (z) ≥ 3 log n}

(1− PE (Tx(i) < T 1))s−1 ≥ (1− e−V (x(i)))s ≥ (1− n−3)s ≥ (1− n−3)n
1/2/ε1 ,

so

EE
[ ∑
j∈J1,sKk

∑
x∈∆k

|x|=p

g1R(x)

k∏
i=1

1{NTji
x(i)
−NTji−1

x(i)
≥1}

]

− EE
[ ∑
j∈J1,sKk

∑
x∈∆k

|x|=p

g1R(x)

k∏
i=1

1{NTji
x(i)
−NTji−1

x(i)
≥1; ∀p 6=ji,NT

p

x(i)
−NTp−1

x(i)
=0}

]

≤ s(s− 1)× · · · × (s− k + 1)
∑
x∈∆k

|x|=p

g(x)e−〈1,V (x)〉k
(
1− (1− n−3)kn

1/2/ε1
)
.
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The next step is to show that the mean of the previous sum goes to 0 when n goes to∞, uniformly
in p. For that, one can notice that

E
[ ∑
x∈∆k

|x|=p

g(x)e−〈1,V (x)〉k
(
1− (1− n−3)

kn1/2

ε1

)]
≤ 2kn−5/2

ε1
‖g‖∞E

[ ∑
x∈∆k

|x|=p

e−〈1,V (x)〉k
]
,

thus giving, thanks to Lemma 3.3 (i) with β = 1

E
[ ∑
x∈∆k

|x|=p

g1R(x)e−〈1,V (x)〉k
(
1− (1− n−3)

n1/2

ε1

)]
≤ 2kn−5/2

ε1
‖g‖∞ sup

p∈(N∗)×k
E
[ ∑
x∈∆k

p

|x|=p

e−〈β,V (x)〉k
]

≤ C3.6n
−5/2, (39)

for some constant C3.6 > 0 doesn’t depending on p. We then use (39) to conclude. Note that

P∗
( n1/2/ε1⋃
s=ε1n1/2

{∣∣∣A k(Dn,T s , g1Ek,s∩R)−
∑

j∈J1,sKk

A k,n(j, g1R)
∣∣∣ > ε(sLn)k

})

≤ P∗
( n1/2/ε1⋃
s=ε1n1/2

{∣∣∣A k(Dn,T s , g1Ek,s∩R)−
∑

j∈J1,sKk

A k,n(j, g1R)
∣∣∣ > ε(sLn)k

}
,Vn

)
+ 1−P∗(Vn).

By Lemma 3.4, for n large enough 1 − P∗(Vn) ≤ n−ρ
′
1 for some ρ′1 > 0 and thanks to Markov

inequality

P∗
( n1/2/ε1⋃
s=ε1n1/2

{∣∣∣A k(Dn,T s , g1Ek,s∩R)−
∑

j∈J1,sKk

A k,n(j, g1R)
∣∣∣ > ε(sLn)k

}
,Vn

)

≤ P∗
( n1/2/ε1⋃
s=ε1n1/2

{A k(Dn,T s , g1Ek,s∩R∩∆k\Sk,s) > ε(sLn)k/2}
)

+

n1/2/ε1∑
s=ε1n1/2

∑
p∈{`n,...,Ln}×k

∑
j∈J1,sKk

2

ε(sLn)k
E
[ ∑
x∈∆k

|x|=p

g1R(x)e−〈1,V (x)〉k
(
1− (1− n−3)

kn1/2

ε1

)]
,

which, thanks to Lemma 3.5 and (39), is smaller than n−ρ2 + 2C3.6

n2ε1ε
for n large enough and the

proof is completed.

The next lemma relates
∑
j∈J1,sKk A k,n(j, f1Ck

an
) with its quenched mean and illustrates why this

quasi-independent version of the range is easier to deal with.

Lemma 3.7. Let k ≥ 2 and a ≥ 1 be two integers and assume κ > 2ak. Under the assumptions
1, 2 and 3, there exits a constant C3.7 > 0 and a non-decreasing sequence of positive numbers
(q̃j)j≥2 satisfying q̃2 = 1 and q̃j → ∞ when j → ∞ such that for n large enough and any
ε1n

1/2 ≤ s ≤ n1/2/ε1

E
[( ∑

j∈J1,sKk

A k,n(j, f1Ck
an

)− EE
[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
])2a]

≤ C3.7(Ln)2ak(Ln)q̃as2ak−q̃a .
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Proof. Recall the definition of A k,n(j, f1Ck
an

) in (38). Thanks to the strong Markov property, the

random variables NT i

z −NT i−1

z are i.i.d under PE and distributed as NT 1

z for any z ∈ T. It follows
that

EE
[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
]

= s(s− 1) · · · (s− k + 1)
∑

p∈{`n,...,Ln}×k

∑
x∈∆k

|x|=p

f1Ck
an

(x)

k∏
i=1

PE (NT 1

x(i) ≥ 1).

and for a = 1, the term s2k in the above mean is equal to 0 and using again the strong Markov
property leads to

E
[( ∑

j∈J1,sKk

A k,n(j, f1Ck
an

)− EE
[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
])2]

≤ C3.7,1(Ln)2k
(
(Ln)2s2k−2 + Lns

2k−1
)
≤ 2C3.7,1(Ln)2kLns

2k−1,

where the constant C3.7,1 > 0 comes from Lemma 3.2 and the last inequality comes the fact that
Ln ≤ s for n large enough.
When a ≥ 2, using similar arguments we have

E
[( ∑

j∈J1,sKk

A k,n(j, f1Ck
an

)− EE
[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
])2a]

≤ C3.7,2 ≤ (Ln)2ak(Ln)2ba/2cs2ak−2ba/2c.

We finally obtain the result by taking qa := a1a=1 + 2ba/2c1a≥2.

3.1.2. Convergence of the quenched mean of the range on C k
an

We prove that the quenched mean of the quasi-independent version
∑
j∈J1,sKk A k(j, fC k

an) of the

range on the set C k
an converges in P∗-probability by using the hereditary assumption 5.

Lemma 3.8. Let k ≥ 2 be an integer and assume κ > 2k. Under the assumptions 1, 3 and 4, if f
satisfies the hereditary assumption 5 then

lim
n→∞

E∗
[∣∣∣ 1

(Ln)k

∑
x∈∆k

`n≤|x|≤Ln

f1Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

− (c∞)kA k
an(f)

∣∣∣] = 0

Proof. The first step is to decompose
∑
x∈∆k;`n≤|x|≤Ln f1Ck

an
(x)

∏k
i=1 e

−V (x(i))/Hx(i) :

∑
x∈∆k

`n≤|x|≤Ln

f1Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

=
∑

p∈{`n,...,Ln}×k

∑
z∈∆k

an

∑
x∈∆k

|x|=p; x(i)>z(i)

f1Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

=
∑

p∈{`n,...,Ln}×k

∑
z∈∆k

an

f(z)
∑
x∈∆k

|x|=p; x(i)>z(i)

k∏
i=1

e−V (x(i))

Hx(i)

,
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where the last equality comes from the hereditary assumption 5. As we did above, we decompose

Hx(i) : Hx(i) = Hz(i)e−Vz(i) (x(i)) + Hz(i),x(i) . By independence of the increments of the branching
random walk (T, (V (x), x ∈ T))

E
[ ∑
x∈∆k

|x|=p

f1Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

∣∣∣Fan

]
=

∑
z∈∆k

an

f(z)

k∏
i=1

e−V (z(i))ϕn,pi(Hz(i)), (40)

where Fan = σ(T, (V (x); |x| ≤ an)) and ϕn,pi(r) = E[
∑
|x|=pi−an e

−V (x)/(re−V (x) +Hx)].
Let us prove that

lim
n→∞

sup
`n≤p≤Ln

E
[( ∑
x∈∆k

|x|=p

f1Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

−
∑
x∈∆k

an

f(x)

k∏
i=1

e−V (x(i))ϕn,pi(Hx(i))
)2]

= 0. (41)

Thanks to (40)

E
[( ∑
x∈∆k

|x|=p

f1Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

−
∑
x∈∆k

an

f(x)

k∏
i=1

e−V (x(i))ϕn,pi(Hx(i))
)2]

= E
[( ∑
x∈∆k

|x|=p

f1Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

)2]
−E

[( ∑
x∈∆k

an

f(x)

k∏
i=1

e−V (x(i))ϕn,pi(Hx(i))
)2]

.

For x,y ∈ ∆k, denote by xy = (x(1), . . . , x(k), y(1), . . . , y(k)) the concatenation of x and y. Note
that( ∑

x∈∆k

|x|=p

f1Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

)2

=
∑

x,y; xy∈∆2k

|x|=|y|=p

f1Ck
an

(x)f1Ck
an

(y)

k∏
i=1

e−V (x(i))

Hx(i)

e−V (y(i))

Hy(i)

+
∑

x,y∈∆k; xy 6∈∆2k

|x|=|y|=p

f1Ck
an

(x)f1Ck
an

(y)

k∏
i=1

e−V (x(i))

Hx(i)

e−V (y(i))

Hy(i)

,

where for any x,y ∈ ∆k, xy 6∈ ∆2k means that there exists α ∈ {1, . . . , k} and i1, . . . , iα ∈
{1, . . . , k} distinct such that x(ij) = y(ij) for all j ∈ {1, . . . , α}. It follows

lim
n→∞

sup
`n≤p≤Ln

E
[ ∑
x,y∈∆k; xy 6∈∆2k

|x|=|y|=p

f1Ck
an

(x)f1Ck
an

(y)

k∏
i=1

e−V (x(i))

Hx(i)

e−V (y(i))

Hy(i)

]
= 0,

Indeed, by independence of the increments of the branching random walk (T, (V (x), x ∈ T)), since
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Hx ≥ 1

E
[ ∑
x,y∈∆k; xy 6∈∆2k

|x|=|y|=p

f1Ck
an

(x)f1Ck
an

(y)

k∏
i=1

e−V (x(i))

Hx(i)

e−V (y(i))

Hy(i)

]

≤ ‖f‖2∞
k∑

α=1

k∑
i1 6=i2... 6=iα=1

α∏
j=1

e(pij−an)ψ(2)E
[ ∑
z∈∆2k−α

an

e−〈1,V (x)〉2k−α
]
.

By Lemma 3.3,
∑
n∈N E[

∑
z∈∆2k−α

an
e−〈1,V (x)〉2k−α ] < ∞ and for any pi ∈ {`n, . . . ,Ln}, i ∈

{1, . . . , k}, e(pij−an)ψ(2) ≤ e(`n−an)ψ(2) → 0 when n → ∞ since `n ≥ δ−1
0 log n and an =

(2δ0)−1 log n, which gives (41). We now prove that

lim
n→∞

E
[∣∣∣(c∞)k

∑
z∈∆k

an

f(z)

k∏
i=1

e−V (z(i)) −
∑
z∈∆k

an

f(z)

k∏
i=1

e−V (z(i))ϕn,pi(Hz(i))
∣∣∣] = 0. (42)

Let hn = log n (the choice of hn is almost arbitrary, hn →∞ with hn = o(nθ) for all θ > 0 should
be enough). Note that |c∞ − ϕn,pi(Hz(i))| ≤ 2 so

E
[∣∣∣(c∞)k

∑
z∈∆k

an

f(z)

k∏
i=1

e−V (z(i)) −
∑
z∈∆k

an

f(z)

k∏
i=1

e−V (z(i))ϕn,pi(Hz(i))
∣∣∣]

≤ ‖f‖∞E
[ ∑
z∈∆k

an

k∏
i=1

e−V (z(i))|c∞ − ϕn,pi(Hz(i))|1{H
z(i)
≤hn}

]
+ 2‖f‖∞E

[ ∑
z∈∆k

an

1{max1≤i≤kHz(i)>hn}
e−〈1,V (z)〉k

]
.

We show that limn→∞ sup{`n≤pi≤Ln, 1≤r≤hn} |ϕn,pi(r) − c∞| = 0. For that, on the first hand,

ϕn,pi(r) ≤ E[1/HS
`n−an ] where we recall that HS

m =
∑m
j=1 e

Sj−Sm (see (22) for the definition of
the random walk S). On the other, for any `n ≤ pi ≤ Ln and 1 ≤ r ≤ hn, ϕn,pi(r) is larger, for
any r1 > 0, than

E
[ ∑
|x|=pi−an

e−V (x)

hne−V (x) +Hx
1{V (x)≥r1 logn}

]
≥ E

[ 1

hnn−r1 +HS
Ln−an

]
−P(Spi−an < r1 log n).

where we have used the many-to-one Lemma 3.1.
Note that P(Spi−an < 3 log n) ≤ P(min(2δ0)−1 logn≤j≤Ln Sj < r1 log n)→ 0 when n→∞ for some

r1 > 0 since an = (2δ0)−1 log n and ψ′(1) < 0. Moreover, by definition, both (E[1/HS
`n−an ]) and

(E[1/(hnn
−r1 +HS

Ln−an)]) goes to c∞ when n goes to ∞ and we obtain the convergence. Then

E
[∣∣∣(c∞)k

∑
z∈∆k

an

f(z)

k∏
i=1

e−V (z(i)) −
∑
z∈∆k

an

f(z)

k∏
i=1

e−V (z(i))ϕn,pi(Hz(i))
∣∣∣]

≤ ‖f‖∞E
[ ∑
z∈∆k

an

e−〈1,V (x)〉k
]

max
1≤i≤k

sup
`n≤pi≤Ln, 1≤r≤hn

|ϕn,pi(r)− c∞|k

+ 2‖f‖∞E
[ ∑
z∈∆k

an

1{max1≤i≤kHz(i)>hn}
e−〈1,V (z)〉k

]
.
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Using Lemma 3.3, first (i), then (ii) with h = hn, supn∈N E[
∑
z∈∆k

an
e−〈1,V (x)〉k ] < ∞ and

limn→∞E[
∑
z∈∆k

an
1{max1≤i≤kHz(i)>hn}

e−〈1,V (z)〉k ] = 0 thus giving (42).

Finally, putting together (41) and (42), we obtain the result.

3.1.3. Convergence of the quasi-martingale A k
l (f)

Recall that

A k
l (f,β) =

∑
x∈∆k

l

f(x)e−〈β,V (x)〉k =
∑
x∈∆k

l

f(x)

k∏
i=1

e−βiV (x(i)) and A k
l (f) = A k

l (f,1).

The aim of this subsection is to prove that A k
∞ := liml→∞A k

l (f) exists when f satisfies our
hereditary assumption 5. For that, let us define for any p ∈ (N∗)×k

A k
p (f) :=

∑
x∈∆k

|x|=p

f(x)e−〈1,V (x)〉k ,

where we recall that for any x = (x(1), . . . , x(k)) ∈ ∆k, |x| = p if and only if |x(i)| = pi for all
i ∈ {1, . . . , k}. One can notice that when p = (l, . . . , l) ∈ (N∗)×k, we have A k

l (f) = A k
p (f).

Lemma 3.9. Let k ≥ 2 be an integer and assume κ > 2k. Under the assumptions 1, 3 and 4, for
any bounded function f : ∆k → R+, there exists two constants C3.9 > 0 and b ∈ (0, 1) such that
for any p ∈ (N∗)×k and any integer m ≥ 1 such that m ≤ maxp := max1≤i≤ pi

E∗
[∣∣A k

p (f1Ck
m

)−A k
p (f)

∣∣2] ≤ C3.9e
−bm.

Proof. In order to avoid unnecessary technical difficulties, we prove it for any κ > 4. First
note that A k

p (f) − A k
p (f1Ck

m
) =

∑
x∈∆k; |x|=p f(x)1{S k(x)>m}e

−〈1,V (x)〉k which is smaller than

‖f‖∞
∑
x∈∆k; |x|=p 1{S k(x)>m}e

−〈1,V (x)〉k . Using a similar argument as we developed in the proof
of Lemma 3.8, it is enough to show the following estimation:

E∗
[ ∑
x∈∆q

|x|=p

1{S q(x)>m}e
−〈1,V (x)〉q

]
≤ C3.9,1e

−bm, (43)

for any q ∈ {k, . . . , 2k} and some constant C3.9,1 > 0. Assume that minp < maxp (the proof is
similar when minp = maxp). Note that if m < minp, then

E
[ ∑
x∈∆q

|x|=p

1{S q(x)>m}e
−〈1,V (x)〉q

]
=E
[ ∑
x∈∆q

|x|=p

1{m<S q(x)≤minp}e
−〈1,V (x)〉q

]

+ E
[ ∑
x∈∆q

|x|=p

1{S q(x)>minp}e
−〈1,V (x)〉q

]
.

One can notice that, if |x| = p and S q(x) ≤ minp, then S q(x) = S q(u) for any u ∈ ∆q such
that max |u| = min |u| = minp. Hence, as usual

E
[ ∑
x∈∆q

|x|=p

1{m<S q(x)≤minp}e
−〈1,V (x)〉q

]
= E

[ ∑
u∈∆q

minp

1{S q(u)>m}
∑

x∈∆q ; x≥u

e−〈1,V (x)〉q
]

= E
[ ∑
u∈∆q

minp

1{S q(u)>m}e
−〈1,V (u)〉q

]
,
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thus giving

E
[ ∑
x∈∆q

|x|=p

1{S q(x)>m}e
−〈1,V (x)〉q

]
=E
[ ∑
u∈∆q

minp

1{S q(u)>m}e
−〈1,V (u)〉q

]

+ E
[ ∑
x∈∆q

|x|=p

1{S q(x)>minp}e
−〈1,V (x)〉q

]
.

We deduce from this equality that it is enough to prove (43) for any m ≤ minp with q ≥ 3. Again,
we focus on the case minp < maxp.
Assume m ≤ minp. Let x ∈ ∆q such that |x| = p and C q(x) > m. There exists an integer
f ∈ {m+1, . . . ,maxp} such that, seen backwards in time, at least two vertices among x(1), . . . , x(q)

share a common ancestor for the first times in the generation f − 1 and there exits at least one
vertex among these vertices in a generation smaller or equal to f− 1. Then, one can notice that

∑
x∈∆q

|x|=p

1{S q(x)>m}e
−〈1,V (x)〉q =

maxp∑
f=m+1

∑
π partition of

{1,...,q}, |π|<q

∑
x∈∆q

|x|=p

1Υf−1,π∩Υf,η
(x)e−〈1,V (x)〉q ,

where η = {{1}, . . . , {q}} (recall the definition of Υp−1,π ∩Υp,η in (14)).
By definition, there exists y ∈ {1, . . . , q − 2} and (i1, . . . , iy, iy+1, . . . , iq) ∈ J1, qKq such that
max1≤l≤y pil ≤ f− 1 and miny+1≤l≤q pil ≥ f− 1. By definition of the set Υ·,·, for all l ∈ {1, . . . , y},
if il belongs to the block B of the partition π, then B = {il}. Let π̄ := π \ {{i1}, . . . , {iy}} and
for all j ∈ {1, . . . , |π| − y}, denote by B̄j the j-th block (ordered by their least element) of the
partition π̄ of the set {iy+1, . . . , iq} = {1, . . . , q} \ {i1, . . . , iy}. We have

E
[ ∑
x∈∆q

|x|=p

1Υf−1,π∩Υf,η
(x)e−〈1,V (x)〉q

∣∣Ff

]
=
∑
u∈∆y

|u|=p·

e−〈1,V (u)〉y
∑

z∈∆
|π|−y
f−1

|π|−y∏
j=1

∑
v(j)∈∆

|B̄j |
f

|B̄j |∏
i=1

× 1{(v(j,i))∗=z(j)}e
−V (v(j,i)),

where |u| = p· means that u(l) = pil for all l ∈ {1, . . . , y}, v(j) = (v(j,1), . . . , v(j,|B̄j |)). Thus

E
[ ∑
x∈∆q

|x|=p

1Υf−1,π∩Υf,η
(x)e−〈1,V (x)〉q

∣∣Ff−1

]
=
∑
u∈∆y

|u|=p·

e−〈1,V (u)〉y
∑

z∈∆
|π|−y
f−1

e−〈β̄,V (z)〉|π|−y

∏
B̄∈π̄

cB̄(1)

=
∏
B̄∈π̄

cB̄(1)
∑

u∈∆|π|

|u|=p̃

e−〈β̃,V (u)〉|π| ,

where p̃ = (p1, . . . , py, f − 1, . . . , f − 1) ∈ (N∗)×|π| and β̃ = (1, . . . , 1, B̄1, . . . , B̄|π|−y) ∈ (N∗)×|π|.
One can notice that there exists r0 > 0 such that

E
[ ∑
u∈∆|π|

|u|=p̃

e−〈β̃,V (u)〉|π|1{min|w|=f−1 V (w)<r0(f−1)}

]
≤ C3.9,2e

−(f−1), (44)
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for some constant C3.9,2 > 0. Indeed, By the Cauchy–Schwarz inequality,

E
[( ∑
u∈∆|π|

|u|=p̃

e−〈1,V (u)〉|π|1{min|w|=f−1 V (w)<r0(f−1)}

]
≤E
[ ∑
u∈∆|π|

|u|=p̄

e−〈1,V (u)〉|π|
)2]1/2

×P
(

min
|w|=f−1

V (w) < r0(f− 1)
)1/2

,

and thanks to Lemma 3.3 (i), E[(
∑
u∈∆|π|; |u|=p̄ e

−〈1,V (u)〉|π|)2] ≤ C3.3,1, where we recall that
C3.3,1 > 0 is a constant doesn’t depending on p (or p̃) since |π| < q ≤ 2k. Moreover, since
ψ′(1) < 0, we can find r0 > 0 and a constant C3.9,3 > 0 such that P(min|w|=f−1 V (w) < r0(f−1)) ≤
C3.9,3e

2(f−1). This yields (44).
Now, note that, since |π| < q, there is at least one block of the partition π with cardinal
larger or equal to 2 so 〈β̃, V (z)〉|π| ≥ 〈1, V (z)〉|π| + min|w|=f−1 V (w) thus giving that the mean

E[
∑
x∈∆q ; |x|=p 1Υf−1,π∩Υf,η

(x)e−〈1,V (x)〉q ] is smaller than∏
B̄∈π̄

cB̄(1)
(
E
[( ∑
u∈∆|π|

|u|=p̃

e−〈β̃,V (u)〉|π|1{min|w|=f−1 V (w)<r0(f−1)}

]

+ E
[
e−min|w|=f−1 V (w)

∑
u∈∆|π|

|u|=p̃

e−〈1,V (u)〉|π|1{min|w|=f−1 V (w)≥r0(f−1)}

])
,

which, thanks to Lemma 3.3 (i) and (44), is smaller than C3.9,4e
−(1∧r0)(f−1) for some constant

C3.9,4 > 0. Finally

E
[ ∑
x∈∆q

|x|=p

1{S q(x)>m}e
−〈1,V (x)〉q

]
≤ C3.9,5

maxp∑
f=m+1

e−(1∧r0)(f−1) ≤ C3.9,1e
−(1∧r0)m,

for some constant C3.9,5 > 0 and (43) is proved.

The convergence of the sequence of random variables (A k
l (f))l directly follows from Lemma 3.9.

Indeed, let f be a bounded function satisfying the hereditary assumption 5. For any l > l′ > m > g

A k
l (f1Ck

m
) =

∑
x∈∆k

l

f1Ck
m

(x)e−〈1,V (x)〉k =
∑
u∈∆k

l′

f1Ck
m

(u)
∑
x∈∆k

l

x>u

e−〈1,V (x)〉k ,

so E[A k
l (f1Ck

m
)|Fl′ ] = A k

l′ (f1Ck
m

) where Fm = σ(T, (V (x); |x| ≤ m)) and (A k
l (f1Ck

m
))l>m is a

martingale bounded in L2(P). In particular, for any integer m > g, (A k
l (f1Ck

m
))l>m converges

in L2(P∗) and P∗-almost surely. Hence, thanks to Lemma 3.9, (Al(f))l is a Cauchy sequence in
L2(P∗) and therefore, A k

∞(f) exists.

3.1.4. k-tuples in the set ∆k \ C k
an

Before proving Proposition 1, let us show that the contribution of the k-tuples in the set Ek,· ∩
∆k \ C k

an is not significant. To do that, the following lemma provides an estimation for the quasi-
independent version (38) of the range on the set C k

an :
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Lemma 3.10. Let ε1 ∈ (0, 1), k ≥ 2 and assume κ > 2k. Under the assumptions 1, 3 and 4, there
exist two constants C3.10 > 0 and ρ8 > 0 such that

E∗
[ 1

(n1/2Ln)k

∑
j∈J1,snKk

A k,n(j,1∆k\Ck
an

)
]
≤ C3.10n

−ρ8 , (45)

with sn = n1/2/ε1.

Proof. Recall that, thanks to the strong Markov property together with (35)

EE
[
A k,n(j,1∆k\Ck

an
)
]

=
∑
x∈∆k

`n≤|x|≤Ln

1∆k\Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

,

and since Hx(i) ≥ 1

E∗
[ ∑
j∈J1,snKk

A k,n(j,1∆k\Ck
an

)
]
≤ (sn)k

∑
p∈{`n,...,Ln}×k

E∗
[ ∑
x∈∆k

|x|=p

1{S k(x)>an}e
−〈1,V (x)〉k

]

≤ (snLn)kC3.9e
−ban = (snLn)kC3.9n

−b(2δ0)−1

,

which ends the proof.

We are now ready to prove Proposition 1.

Proof of Proposition 1. We have to prove that for any ε1n
1/2 ≤ s ≤ n1/2/ε1, ε1 ∈ (0, 1)

P∗
(∣∣∣ 1

(sLn)k
A k(Dn,T s , f1Ek,s∩Ck

an
)− (c∞)kA k

∞(f)
∣∣∣ > ε/2

)
−→
n→∞

0. (46)

We deduce from Lemma 3.7 with a = 1 that the range
∑
j∈J1,sKk A k,n(j, f1Ck

an
) concentrates

around its quenched mean. Indeed, for any ε ∈ (0, 1), by Markov inequality

P
(∣∣∣ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)− EE
[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
]∣∣∣ > ε(sLn)k/16

)
≤ 162

ε1(sLn)2k
E
[( ∑

j∈J1,sKk

A k,n(j, f1Ck
an

)− EE
[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
])2]

≤ 162C3.7
Ln
s
≤ C1

Ln
n1/2

−→
n→∞

0,

where the last inequality comes from the fact that Ln = o(n1/2). Then, we know, thanks to Lemma
3.6 with g = f and R = C k

an , that A k(Dn,T s , f1Ek,s∩Ck
an

) behaves like its quasi-independent version∑
j∈J1,sKk A k,n(j, f1Ck

an
): for n large enough

P∗
(∣∣∣A k(Dn,T s , f1Ek,s∩Ck

an
)−

∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
∣∣∣ > ε(sLn)k/16

)
≤ n−ρ4 ,

hence

lim
n→∞

P∗
(∣∣∣A k(Dn,T s , f1Ek,s∩Ck

an
)− EE

[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
]∣∣∣ > ε(sLn)k/8

)
= 0.
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One can notice that

EE
[ ∑
j∈J1,sKk

A k,n(j, f1Ck
an

)
]

= s(s− 1) · · · (s− k + 1)
∑
x∈∆k

`n≤|x|≤Ln

f1Ck
an

(x)

k∏
i=1

e−V (x(i))

Hx(i)

.

Finally, Lemma 3.8 yields

P∗
(∣∣∣ 1

(sLn)k
A k(Dn,T s , f1Ek,s∩Ck

an
)− (c∞)kA k

an(f)
∣∣∣ > ε/4

)
−→
n→∞

0,

and the result of the subsection 3.1.3 leads to the convergence in (46).
Now using Lemma 3.10, we show that

P∗
( 1

(sLn)k
A k(Dn,T s , f1Ek,s∩∆k\Ck

an
) > ε/2

)
−→
n→∞

0. (47)

Indeed, by Lemma 3.6 with g = f and R = ∆k \ C k
an

P∗
(∣∣∣A k(Dn,T s , f1Ek,s∩∆k\Ck

an
)−

∑
j∈J1,sKk

A k,n(j, f1∆k\Ck
an

)
∣∣∣ > ε(sLn)k/4

)
≤ n−ρ4 ,

with ρ4 = ρ4(ε/4, ε1) instead of ρ4(ε, ε1). Finally, note that for any s ≤ n1/2/ε1, the sum∑
j∈J1,sKk A k,n(j, f1∆k\Ck

an
) is smaller than

∑
j∈J1,n1/2/ε1Kk A k,n(j, f1∆k\Ck

an
) so Lemma 3.10,

together with Markov inequality leads to (47). We end the proof putting together (46) and (47).

3.2. The range on ∆k \ Ek,·

Recall

A k(Dn,T s , g) =
∑
x∈∆k

`n≤|x|≤Ln

g(x)1{Tx<T s},

where Tx = max1≤i≤k Tx(i) , Tz = min{j ≥ 0; Xj = z}, T 0 = 0 and T s = min{j > T s−1; Xj =
e} for s ∈ N∗. Also recall that (`n) and (Ln) are two sequences of positive integers such that
δ−1
0 log n ≤ `n ≤ Ln ≤ n1/2.

The last step of our study is to show that the contribution of the k-tuples of vertices in small
generations (see (7)) and such that at least two of these vertices are visited during the same
excursion is not significant. This section is thus devoted to the proof of Proposition 2, claiming
that

P∗
(

sup
s≤n1/2/ε1

A k(Dn,T s ,1∆k\Ek,s) > ε(n1/2Ln)k
)
−→
n→∞

0

Lemma 3.11. Let ε1 ∈ (0, 1), k ≥ 2, let sn = n1/2/ε1 and assume κ > 2k. Assume that the
assumptions 1, 3, 4 hold and that Ln = o(n1/2).

(i) If

Ek,s1 :=

s⋃
j=1

k⋂
i=1

{x = (x(1), . . . , x(k)) ∈ ∆k; L T j

x(i) −L T j−1

x(i) }
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denotes the set of k-tuples of vertices visited during the same excursion before the instant T s,
then

lim
n→∞

E∗
[ 1

(n1/2Ln)k
sup
s≤sn

A k(Dn,T s ,1Sk,s∩Ek,s1
)
]

= 0.

(ii) Let Ek,s2 := ∆k \ (Ek,s ∪ Ek,s1 ). If k ≥ 3 and the assumption 2 hold, then, for all B > 0

lim
n→∞

E∗
[ 1

(n1/2Ln)k
sup
s≤sn

A k(Dn,T s ,1Sk,s∩Ek,s2
1{V (·)≥−B})

]
= 0,

with V (x) ≥ −B if and only if V (x(i)) ≥ −B for all i ∈ {1, . . . , k}.

Proof. In order to avoid unnecessary technical difficulties, we prove it for any κ > 4. Let us start
with the proof of (i). By definition, x ∈ Sk,s ∩ Ek,s1 if and only if there exists j ∈ {1, . . . , s} such

that for all 1 ≤ i ≤ k, NT j

x(i) −NT j−1

x(i) ≥ 1 and for all p 6= j, NTp

x(i) −NTp−1

x(i) = 0. Thus, using again
the strong Markov property

E
[

sup
s≤sn

A k(Dn,T s ,1Sk,s∩Ek,s1
)
]

= E
[

sup
s≤sn

s∑
j=1

∑
x∈∆k

`n≤|x|≤Ln

1∩ki=1∩p 6=j{NT
j

x(i)
−NTj−1

x(i)
≥1,NT

p

x(i)
−NTp−1

x(i)
=0}

]

≤
sn∑
j=1

E
[ ∑

x∈∆k

`n≤|x|≤Ln

k∏
i=1

1{NTj
x(i)
−NTj−1

x(i)
≥1}

]

≤ sn
∑

p∈{`n,...,Ln}×k
E
[ ∑
x∈∆k

|x|=p

PE (Tx < T 1)
]

≤ C2,1sn(Ln)k(Ln)k−1,

where we have used Lemma 3.2 (34) with m = Ln for the last inequality, recalling that the constant
C′2,1 > 0 doesn’t depend on p. By definition of sn

E
[ 1

(n1/2Ln)k
sup
s≤sn

A k(Dn,T s ,1Sk,s∩Ek,s1
)
]
≤ C2,1

ε1

( Ln
n1/2

)k−1

,

which goes to 0 when n goes to ∞ since Ln = o(n1/2) and this yields (i).

We now focus on (ii). Since k ≥ 3, Ek,s2 is nothing but the set of k-tuples of distinct vertices of T
neither visited during k distinct excursions, nor during the same excursion. Therefore, there exists
e ∈ {2, . . . , k − 1} and e disjoint subsets I1, . . . , Ie of {1, . . . , k} such that {1, . . . , k} = I1 ∪ · · · ∪ Ie
and for any j ∈ {1, . . . , e}, i, i′ ∈ Ij if and only if x(i) and x(i′) are visited during the same excursion
before the instant T s:

∃ j ∈ {1, . . . , s} :
(
L T j

x(i) −L T j−1

x(i)

)
∧
(
L T j

x(i′) −L T j−1

x(i′)

)
≥ 1.

Let m ∈ N∗ and introduce the following subset of ∆k

Υk,s
m := {x = (x(1), . . . , x(k)) ∈ ∆k; ∀j 6= j′ ∈ {1, . . . , e},∀ i ∈ Ij ,∀ i′ ∈ Ij′ : |x(i) ∧ x(i′)| < m},

where we recall that u∧ v is the most recent common ancestor (MRCA) of u and v. Υk
m is the set

of k-tuples of vertices such that the MRCA of two vertices visited during two distinct excursions
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before the instant T s has to be in a generation smaller than m. Note that the MRCA of two vertices
visited during the same excursion can be in a generation larger or equal to m.
Recall that (Λl)l∈N is the sequence of functions such that for all t > 0, Λ0(t) = t and for any
l ∈ {1, . . . , l0}, Λl−1(t) = eΛl(t) (see the assumption 2). Introduce gl,n := 4kδ−1

0 Λl(Ln). Note that
g0,n > Ln so

E
[

sup
s≤sn

A k(Dn,T s ,1Sk,s∩Ek,s2
1{V (·)≥−B})

]
= E

[
sup
s≤sn

A k(Dn,T s ,1Sk,s∩Ek,s2
1{V (·)≥−B}∩Ck

g0,n
)
]
.

Recall that for any x = (x(1), . . . , x(k)) ∈ ∆k, it belongs to Sk,s if and only if x(i) is visited during
a single excursion before the instant T s for all i ∈ {1, . . . , k}. Using what we previously said, we
have, for any s ≤ sn

1Sk,s∩Ek,s2
(x) ≤

k−1∑
e=2

∑
j∈J1,sKe

∑
I1,...,Ie sets

∪e
l=1Il={1,...,k}

e∏
p=1

Yp

≤
k−1∑
e=2

∑
j∈J1,snKe

∑
I1,...,Ie sets

∪e
l=1Il={1,...,k}

e∏
p=1

Yp,

where, for any p ∈ {1, . . . , e}, Yp := 1
∩i∈Ip{L T

jp

x(i)
−L T

jp−1

x(i)
≥1}

. It follows that

E
[

sup
s≤sn

A k(Dn,T s ,1Sk,s∩Ek,s2
1{V (·)≥−B}∩Ck

g0,n
)
]

≤
∑

p∈{`,...,Ln}×k

l0∑
l=1

k−1∑
e=2

∑
j∈J1,snKe

∑
I1,...,Ie sets

∪e
l=1Il={1,...,k}

E
[ ∑
x∈∆k

|x|=p

1{V (x)≥−B}1Υk,sngl−1,n
\Υk,sngl,n

(x)

e∏
p=1

Yp

]

+
∑

p∈{`,...,Ln}×k

k−1∑
e=2

∑
j∈J1,snKe

∑
I1,...,Ie sets

∪e
l=1Il={1,...,k}

E
[ ∑
x∈∆k

|x|=p

1{V (x)≥−B}1Υk,sngl0,n

(x)

e∏
p=1

Yp

]
. (48)

First, let us prove that for any p ∈ {`n, . . . ,Ln}×k,

E
[ ∑
x∈∆k

|x|=p

1{V (x)≥−B}1Υk,sngl−1,n
\Υk,sngl,n

(x)

e∏
p=1

Yp

]
≤ C3.11,1(Ln)k−e. (49)

The proof of (49) is quite technical so in order to keep it as clear as possible, as one can notice
in the proof of Lemmas 3.3 (i) and 3.2 (34) with m = Ln, we can and shall restrict to the case
p = (m, . . . ,m) ∈ {`n, . . . ,Ln}×k.

Thanks to the strong Markov property, the random variables Y1, . . . , Ye are i.i.d under PE and

E
[ ∑
x∈∆k

|x|=p

1{V (x)≥−B}1Υk,sngl−1,n
\Υk,sngl,n

(x)

e∏
p=1

Yp

]

=
∑
x∈∆k

m

1{V (x)≥−B}1Υk,sngl−1,n
\Υk,sngl,n

(x)

e∏
p=1

PE
(

max
i∈Ip

Tx(i) < T 1
)
.
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As usual,
∑
x∈∆k

m
1{V (x)≥−B}1Υk,sngl−1,n

\Υk,sngl,n

(x)
∏e
p=1 PE (maxi∈Ip Tx(i) < T 1) is equal to

k−1∑
`=1

∑
Π increasing

∑
t;t1<...<t`<m

∑
x∈∆k

m

1{V (x)≥−B}f
`
t,Π1Υk,sngl−1,n

\Υk,sngl,n

(x)

e∏
p=1

PE
(

max
i∈Ip

Tx(i) < T 1
)
,

(50)

where the genealogical tree function f `t,Π is defined in (14). Recall that t1−1, . . . , t`−1 correspond
to the consecutive coalescent/split times. We then define

τ ` := max{j ∈ {1, . . . , `}; ∃ p 6= p′ ∈ {2, . . . , e}, ∃ B ∈ πj−1 : B ∩ Ip 6= ∅ and B ∩ Ip′ 6= ∅},

and the x-version τ `(x) of τ `:

τ `(x) := max{j ∈ {1, . . . , `}; ∃ p 6= p′ ∈ {2, . . . , e}, ∃ i ∈ Ip, i′ ∈ Ip′ : |x(i) ∧ x(i′)| = tj − 1}.

In other words, if the genealogical tree of x ∈ ∆k is given by f `t,Π, then τ ` = τ `(x) and tτ` − 1
is the last generation at which two or more vertices visited during two distinct excursions share a
common ancestor.

e

3

6
6

8

8 7
12

6

8

8
15

8

generation

0

gl,n

gl−1,n

tτ8 − 1

Coalesences between vertices
visited during distinct excursions
are not permitted in this zone.

A coalescence between vertices
visited during distinct excursions
has to happen in this zone.

The last common ancestor between
vertices visited during distinct excursions.
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Figure 4: An example of a 12-tuple belonging to Υ12,·
gl−1,n

\Υ12,·
gl,n whose genealogical tree is given by

f `t,Π. 6 means that the corresponding vertex is visited during the 6-th excursion above e∗. In the

present example, ` = 8 and τ8 = 4.

By definition of τ `, for all j ≥ τ `, if B ∈ πj, then B is necessarily a subset of Ip′ for some p′ ∈
{1, . . . , e}. In other words, each coalescence that occurs between tτ`+1 and t` involves exclusively
two or more vertices visited during the same excursion. As a consequence, for any i ∈ {τ `, . . . , `}
and p ∈ {1, . . . , e}, we can defined the set Iip as follows: we first set I`p := Ip so I`1, . . . , I

`
e form a

partition of {1, . . . , k}. As we said before, by definition of τ `, coalescences can only happen between
two or more vertices which indexes belong to the same I`p. Thus, for any p ∈ {1, . . . , e}, there exists

an integer e`−1
p ≥ 1 and e`−1

p distinct integers k`−1
p,1 , . . . , k

`−1

p,e`−1
p

in {1, . . . , |π`−1|} such that for any

j ∈ {k`−1
p,1 , . . . , k

`−1

p,e`−1
p
}, the block B`−1

j of the partition |π`−1| is the union of b`−1(Bj) block(s)

of the partition π` of elements of F `p . We set F `−1
p := {k`−1

p,1 , . . . , k
`−1

p,e`−1
p
} so I`−1

1 , . . . , I`−1
e form a

partition of {1, . . . , |π`−1|}. Now, let i ∈ {τ ` + 1, . . . , `} and assume that F ip has been built. By

definition of τ `, for any p ∈ {1, . . . , e}, there exists an integer ei−1
p ≥ 1 and ei−1

p distinct integer

ki−1
p,1 , . . . , k

i−1

p,ei−1
p

in {1, . . . , |πi−1|} such that for any j ∈ {ki−1
p,1 , . . . , k

i−1

p,ei−1
p
}, the block Bi−1

j of the

partition |πi−1| is the union of bi−1(Bj) block(s) of the partition πi of elements of Iip. We set

Ii−1
p := {ki−1

p,1 , . . . , k
`−1

p,ei−1
p
} so Ii−1

1 , . . . , Ii−1
e form a partition of {1, . . . , |πi−1|}.

Hence, noticing that

f `t,Π1Υk,sngl−1,n
\Υk,sngl,n

(x) ≤ f `t,Π(x)1{gl,n≤tτ`(x)
−1<gl−1,n} = f `t,Π(x)1{gl,n≤tτ`−1<gl−1,n},

it is enough to show (49) for gl,n ≤ tτ` − 1 < gl−1,n. We then have

E
[ ∑
x∈∆k

m

1{V (x)≥−B}f
`
t,Π1Υk,sngl−1,n

\Υk,sngl,n

(x)

e∏
p=1

PE
(

max
i∈Ip

Tx(i) < T 1
)∣∣Ft

τ`

]

≤ C3.11,2

∑
u∈∆

|π
τ`
|

t
τ`

1{V (u)≥−B}f
τ`

tτ` ,Πτ`
(u)

e∏
p=1

PE
(

max
i∈Iτ`p

Tu(i) < T 1
) |πτ` |∏
j=1

(Hu(j))|B
τ`

j |,

for some constant C3.11,2 > 0 where tτ
`

and Πτ` are defined in Example 4.
Note that tτ` − 1 is the first generation (backwards in time) at which a coalescence between two or
more vertices visited during distinct excursions occurs so there exists a subset J` of {1, . . . , |πt

τ`−1
|}

and a collection {αi; i ∈ J`} of |J`| integers satisfying αi ≥ 1 for all i ∈ J` and
∑
i∈J` αi ≤ k such

that

E
[ ∑
x∈∆k

m

1{V (x)≥−B}f
`
t,Π1Υk,sngl−1,n

\Υk,sngl,n

(x)

e∏
p=1

PE
(

max
i∈Ip

Tx(i) < T 1
)∣∣Ft

τ`
−1

]

≤ C3.11,3

∑
z∈∆

|π
τ`−1

|

t
τ`
−1

fτ
`−1

tτ`−1,Πτ`−1
(z)PE (Tz < T 1)

|π
τ`−1

|∏
j=1

(Hu(j))|B
τ`−1
j |

∏
i∈J`

e−αiV (z(i))1{V (z)≥−B}.
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Note that∏
i∈J`

e−αiV (z(i))1{V (z)≥−B} ≤
∏
i∈J`

e−αiV (z(i))1{mini∈J` V (z(i))≥−B, min|z|=t
τ`
−1 V (z)<δ0(tτ`−1)}

+ e
−min|z|=t

τ`−1
V (z)

1{min|z|=t
τ`
−1 V (z)≥δ0(tτ`−1)},

so E[
∑
x∈∆k

m
1{V (x)≥−B}f

`
t,Π1Υk,sngl−1,n

\Υk,sngl,n

(x)
∏e
p=1 PE (maxi∈Ip Tx(i) < T 1)] is smaller than

E
[
C3.11,3

∑
z∈∆

|π
τ`−1

|

t
τ`
−1

fτ
`−1

tτ`−1,Πτ`−1
(z)PE (Tz < T 1)

|π
τ`−1

|∏
j=1

(Hu(j))|B
τ`−1
j |

×
(
ekB1{min|z|=t

τ`
−1 V (z)<δ0(tτ`−1)} + e−3δ0(tτ`−1)

)]
.

Using the same argument as the one we used in the proof of Lemma 3.2 together with the
Cauchy–Schwarz inequality, we obtain that the previous mean is smaller than

C3.11,3 sup
d∈N∗

E[(HS
d−1)4k−1]

(
ekBP

(
min

|z|=t
τ`−1

V (z) < δ0(tτ` − 1)
)1/2

+ e−3δ0(tτ`−1)
)

≤ C3.11,3 sup
d∈N∗

E[(HS
d−1)4k−1](ekB + 1)e−kΛl(Ln),

where we have used Lemma 3.4 with ζ = δ0tτ` and the fact that tτ` − 1 ≥ gl,n.
Back to (50) together with what we have just obtained and the fact that for all j ∈ {1, . . . , τ`},
tj ≤ gl−1,n, E[

∑
x∈∆k, |x|=p 1{V (x)≥−B}1Υk,sngl−1,n

\Υk,sngl,n

(x)1Sk,sn∩Ek,sn2
(x)] is smaller than

C3.11,3 sup
d∈N∗

E[(HS
d−1)4k−1](ekB + 1)e−kΛl(Ln)

k−1∑
`=1

∑
Π increasing

(gl−1,n)τ`(Ln)`−τ` .

Note that τ` ≤ ` < k. Moreover, by definition, `−τ` is smaller than the total number of coalescences
occurring between two or more vertices which indexes belong to the same set I`p and this number

is smaller than
∑e
p=1(|I`p| − 1) = k − e thus giving

E
[ ∑
x∈∆k

|x|=p

1{V (x)≥−B}1Υk,sngl−1,n
\Υk,sngl,n

(x)

e∏
p=1

Yp

]
≤ C3.11,1

(
Λl−1(Ln)e−Λl(Ln)

)k
(Ln)k−e,

which, by definition of Λl(Ln), is equal to C3.11,1(Ln)k−e and it yields (49).
In the same way, we can prove that

E
[ ∑
x∈∆k

|x|=p

1{V (x)≥−B}1Υk,sngl,n

(x)

e∏
p=1

Yp

]
≤ C′3.11,1

(
1 + Λl+1(Ln)k

)
(Ln)k−e, (51)

for some constant C′3.11,1 > 0. Putting together (48), (49) and (51), we obtain, for some constant
C3.11,4 > 0

E
[ 1

(n1/2Ln)k
sup
s≤sn

A k(Dn,T s ,1Sk,s∩Ek,s2
1{V (·)≥−B}∩Ck

g0,n
)
]

≤ C3.11,4

k−1∑
e=2

( Ln
n1/2

)k−e(
2 + Λl0+1(Ln)k

)
.

Using the fact that Λl0+1(Ln)k = (log Λl0(Ln))k, we obtain (ii) thanks to the assumption 2.
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We are now ready to prove Proposition 2:

Proof of Proposition 2. Let ε′ > 0. First, note that thanks to Lemma 3.5 and Fact 1 (36) there
exists aε′ > 0 such that we can restrict our study to the k-tuples of vertices in the set Sk,s∩{V (·) ≥
−aε′}

lim
ε′→0

lim sup
n→∞

P∗
(

sup
s≤sn

A k
(
Dn,T s ,1∆k\Ek,s(1− 1Sk,s∩{V (·)≥−aε′})

)
> ε(n1/2Ln)k

)
= 0,

where we recall that sn = n1/2/ε1. Then, note that A k(Dn,T s ,1∆k\Ek,s1Sk,s∩{V (·)≥−aε′}) is smaller
than

A k(Dn,T s ,1Sk,s∩Ek,s1
) + A k(Dn,T s ,1Sk,s∩Ek,s2

1{V (·)≥−aε′}).

Hence, by Markov inequality, the result follows using Lemma 3.11 with B = aε′ .
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