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Abstract—Prognostics and Health Management (PHM) relies
on the availability of large amounts of data for a given system
and allows to analyse this data and to draw conclusions as to
the health state of the system, the identification of faults and
failures, as well as the calculation of the remaining useful life
time. Often, it is expected that this data is labelled, i.e. that
the data has been pre-analysed and that for each data point an
exact information is available as to what it is about, when it
was measured, etc. In reality, this is not always easy and this
labeled data is not always available. For example, on aerospace
structures, complete labeled data until the end of their lifetime
are not usually available. This may hamper for example the use
of Deep Learning (DL) techniques for Predictive Maintenance,
as they rely on the availability of large amounts of labeled sensor
data. In this paper a framework and associated code' is proposed
to generate high dimensional data sets for a realistic fatigue
damage prognostics problem, representative of fatigue cracks
propagation in aeronautical fuselage panels. With this data, DL
techniques can be trained, and we will illustrate this with a case
study involving several of the most commonly used DL models
to address failure prognostics.

Index Terms—Prognostics and Health Management (PHM),
Remaining Useful Life (RUL), Fatigue Damage Prognostics
Problem (FDPP), Synthetic Dataset, Deep Learning.

I. INTRODUCTION

Prognostics and Health Management (PHM) is a field of
research and application, making use of past and present
available information of an equipment in order to detect
its degradation, diagnose its faults, predict and manage its
failures [1]. Fatigue damage is defined as one of the major
life-limiting factors for many structural components subjected
to variable loadings in service (e.g. aircrafts during flight) [2].
Fatigue is the cause of various failure modes in aerospace,
develops gradually and progressively grows to a critical size
acrit, leading to structural or system failure. The operating
time before failure is commonly referred to as Remaining
Useful Life (RUL) [3]. Fatigue monitoring and potential early
identification of critical cracks approaching the critical size
acri¢ 18 a major challenge, with great potential in terms of
improving the operational efficiency through the development
of predictive maintenance strategies. Hence, prediction of

ISee https://github.com/ansak95/FrameworkFDPP

fatigue life in structures is necessary, becoming one of the
main issues in the field of operational safety.

Among Prognostics approaches, Data-Driven models have
gained more and more attention in the PHM community,
especially the latest Machine Learning (ML) techniques
(notably Deep Learning (DL) techniques) [4]-[6]. DL has
become a major and rapidly growing research direction,
redefining state-of-the-art performances in a wide range of
areas in recent years [7]. As more data becomes available in
the engineering domain, there is a recent surge of interest in
using Deep Learning in Prognostics and Health Management
[8]. However, their effectiveness depends on the quantity and
quality of available labeled data, which is generally difficult
to acquire and often can be a time-consuming and expensive
investment. Indeed in PHM, faults are rare and structures
can be replaced before reaching failure; in Prognostics
tasks, a label can constitute the RUL at each time step of
measurements. Hence, data scarcity is becoming one of the
most important challenges in PHM [9], [10], rendering it
difficult to evaluate and compare the latest DL models in the
research field.

Several PHM researchers have already attempted to address
this challenge, proposing realistic synthetic data sets that
have been collected and made publicly available by NASA’s
Prognostic Center of Excellence, such that for turbofan
engines [3], bearings [11], batteries [12], etc. The reader may
refer to [13] for more details on commonly used synthetic
data sets in PHM. Although these open source data sets
have been widely successful among the PHM community,
to the best of the authors’ knowledge, little to no research
has directly aimed at proposing and making available an
open source framework for generating large data sets specific
to fatigue damage prognostic problems. Virkler et al. [14]
proposed a fatigue crack growth dataset for fatigue damage
prognostic problems, allowing several PHM researchers to
evaluate data-driven approaches on it [15], [16]. However,
the proposed datasets consist only of time series of structural
crack length data and, according to [13], indirect sensory



measurements (e.g. vibration, acoustic emissions, strains,
etc.) are not provided, making it difficult to transfer to real
life case applications where there is no direct access to crack
length data but increasing amounts of indirect sensor data
may instead be available.

In order to stimulate research on the applicability of the
latest deep learning models to fatigue damage prognostics,
notably in the aerospace domain, while awaiting real in service
data, our paper proposes a framework and software code for
synthetically generating large training data sets for a realistic
fatigue damage prognostics problem (FDPP), simulating crack
propagation in a fuselage panel, where the indirect sensory
measurements correspond to mechanical strains. The crack
growth is simulated based on Paris-Erdogan’s crack growth
model [17] and we consider strain data at various position
(i.e. synthetic strain gauges) as output that will be used as
sensor data. Due to the synthetic nature of this data set, it is
possible to significantly vary the size of the training data sets,
which may be particularly relevant for some deep learning
approaches. The authors believe that the proposed framework
and software code can help facilitate the development of deep
learning algorithms for prognostic applications, and make
them more easily transferable to real world applications. As
illustration, some of the most common deep learning models
have been applied to the generated data sets, including
Recurrent Neural Network (RNN), Long short-term memory
(LSTM), Gated Recurrent Unit (GRU), 1D-Convolutional
Neural Network (CNN), and Temporal Convolutional
Network (TCN), and we notably investigated the variation of
the methods’ performance with increasing labeled training
data. All codes, both for the generation of the synthetic
datasets and for the training of all the models are publicly
available on https://github.com/ansak95/FrameworkFDPP.

The remainder of the paper is organized as follows. Section
IT describes the chosen approach to generate a synthetic data
set simulating the crack growth in the considered structures.
The degradation model used to generate the data set is pre-
sented in this section as well. Section III illustrates a realistic
case study in order to investigate the applicability of DL meth-
ods in a prognostics problem based on a generated synthetic
data set. Section III-A describes the data set generated. Section
III-B presents the deep learning-based models investigated to
illustrate this study and details the proposed RUL estimation
strategy. The proposed metric for performance evaluation, used
to rank the models investigated, are presented in this section
as well. Section III-C presents and analyzes the results of
the investigated deep learning-based approaches in this study.
Finally, Section IV concludes the paper and identifies some
research perspectives.

II. FRAMEWORK

The proposed framework seeks to generate synthetic data
sets of mechanical strain data (i.e. virtual strain gauges),

simulating the crack growths in structures based on the Paris-
Erdogan model. These synthetic data sets will be composed
of labeled data, i.e. measurement sequences of structures until
failure, where the label is the RUL of the structure at each
time step of the strain measurements.

A. Simulation of the crack growth : a theoretical approach

1) Crack growth model: Fatigue crack propagation is mod-
eled by the Paris-Erdogan’s law [18]

d

a m
7 = C(Aoy/ma) (1)

where a is the half crack size, k£ is the number of
loading cycles, C' and m are the empirical parameters of the
Paris-Erdogan’s law, and Ao is the difference between the
minimum o&,,;, and maximum o,,., far field stress.

This law will be used to simulate the crack growth in the
current setting to give the crack length at a given number of
cycles, which will in turn be used to generate the deformation
data on which the data-driven models will be trained. To get
the crack length after k cycles, the analytical solution to Paris-
Erdogan’s law from [19] provided in Eq. 2 will be used.

ay = [k:C (1 _ %) (Aov/m)™ + aé”ﬂ =)

where ag is the initial crack length.

The critical crack size a.,;; that causes structural failure can
be calculated by the empirical formula in Eq. (3).

Kr
Ao/

where K; is a conservative estimate of the fracture
toughness in Mode I crack loading [20].
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2) Strain fields around the fatigue crack: In order to
obtain the strain field around the crack, we work under the
assumption of a finite crack in an infinite plate under Mode
I crack loading [20], assuming Ao = Oumee — Omin With
Omin = 0 MPa. In practice, the infinite plate assumption
implies that the crack size must be much smaller than the
size of the plate, which is typically verified for structures
such as fuselage panels. A figure of a crack of length 2a and
a loading of 0,4, is given in Figure 1.

To calculate the displacements around the crack, a complex
variable formulation along with a Westergaard approach is
used [18], [20], [21]. In a Cartesian coordinate system (x,y),
a complex variable z is introduced :

z=x+1y 4)

The Airy stress function ¢ used in this approach is defined
such that :
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Fig. 1. Crack of length 2a in a plate under Mode I loading
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The stresses in a plane stress state, which is assumed here,
can then be expressed as

o = R(¢)—yS(e” )
022 = éR((b/) + y%(ﬂs//) + Omaa 9)
012 = *y%(éﬁﬁ) (10)

where R(.) and (.) are respectively the real part and the
imaginary part of a complex number.

The corresponding strain state for this stress state are given

by Hooke’s law [22], which can be written under the plane
stress assumption as :

1

€11 = E(UH —V022) (11)
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€12 = E 012 (13)
—v

€33 = (011 + 022) (14)

where F/ and v are the elastic parameters, respectively
Young’s modulus and Poisson’s ratio. A typical normal
strains state is shown in Fig. 2.

Finally, the strain measurements ¢ of a strain gauge placed
at the position (x,y) with an angle 6 between the z-axis and
the strain gauge measurements direction are given by Eq. 15.
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Fig. 2. Example normal strains state for a crack of length 2a

B. Generation Algorithm

All data sets composed of strain measurements are gener-
ated using the previously defined crack growth model and, for
initialization, each structure n is defined by three parameters
that vary from structure to structure within the data set :
the initial crack length ag ,, and the two material parameters
C, and m, generating the crack growth. Note that in this
paper, we consider that C is distributed following a log-normal
law, and log C' and m are assumed to follow a multivariate
distribution with a linear correlation coefficient p, based on the
literature [23], [24]. The steps of the numerical implementation
of the data set creation are summarized below, illustrated in
Fig. 3:

1) For the n'* structure (n = 1, ..., N), draw the samples of
initial crack size and the Paris-Erdogan’s law parameters
respectively : ag , ~ N (ftay, 0a,) and (my,logCy) ~
N(:U'ma Om; Hlog C's Olog C's p)-

2) Using the crack growth model described in Section
II-A1, propagate the crack size of the n*" structure until
it reaches the critical crack size a..;;. Every Ak cycles
until failure, compute and collect the strain measure-

ments at the n, strain gauge positions according to Eq.
15.

In order to train prognostics models based on this strains
dataset we also need the RUL at each cycle. For the n'"
structure at cycle k, the remaining useful life RUL,, ; can
be computed such that RUL,, ; = kcrit — k (Where kepit iS
the number of cycles for the crack to reach the critical size,
such that a,,,, = @Gcrie). An illustration of three generated
sequences (i.e. three strain gauges) for a single structure until
failure is given in Fig. 4.

III. ILLUSTRATION

In this section, an illustration of the framework, the gener-
ated data sets and the use of Deep Learning (DL) techniques
for the estimation of the Remaining Useful Lifetime (RUL) is
provided.

A. Data Set

Starting from the analytical setup described in the previous
section, a synthetic data set is generated containing the
variations of the strains at my, = 3 positions in the plate
as a function of the number of cycles. This setup can
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Fig. 3. Flow chart of the strain gauge sequence generation.
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Fig. 4. Strain values time series corresponding to a sensor sample generated.
In this illustration, three strain gauges are placed at the following positions
(x,y) : (3,14), (14,14) and (25,14) mm.

be seen representative of real experiments under fatigue
loading where the strain state is monitored at three strain
gauge positions. The strain data, or measurement sequences,
are obtained until the critical crack size a,;; is reached.
In this experiment, an Aluminum alloy 7075-T6 plate
was considered, which is typical of aeronautic structures.
The elastic parameters considered are Young’s modulus
E = 71.7GPa and Poisson’s ratio v = 0.33 (assumed to
be constant at their nominal values). The critical crack size
acri¢+ that causes structural failure can be calculated by the
empirical formula in Eq. (3), in which K; = 19,7 M Pa\/m
and Ao = 0az — Omin = 78,6 M Pa with 0,,;,, = 0 M Pa
in this work.

In this series of numerical experiments, it is assumed
that the initial crack position is at the origin of the (z,y)
reference frame and that the crack is along the x direction.
Furthermore, it is assumed that the strain gauges are placed at
an angle 6 = 45° with z-axis, so they are sensitive to both €

and ey strains. The n, = 3 strain gauges are placed at the
following positions (x,y) : (3,14), (14,14) and (25,14) mm.
Considering that the evolution of the changes from one cycle
to another are small, it was decided to collect the data every
Ak = 500 cycles. Fig. 4 illustrates an instance of sequences
generated for a single structure until failure.

In the following illustration, artificial experiments are set
up in order to acquire a training, validation and testing data
set. The validation set is used to monitor and optimize the
models hyperparameters during the training phase; the testing
set is used to evaluate the performance of the trained models
as a held-out data set that has not been used prior, either for
training the model or tuning the model hyperparameters. For
training, data sets of various sizes Ny, = 100, Nz, = 500,
Nz, = 1000 structures are generated, while for validation a
set of Ny = 100 structures is generated, and for testing, a
set of Npest = 100 structures is generated. Each structure
n is defined by three parameters that vary from structure to
structure within the data set (i.e. the initial crack length ag ,
C,, and the exponent m,,), such that :

1) ag varies following a Gaussian law with a mean of 1 -
10~3[m] and a coefficient of variation (C,) of 0.125,
such that C,, (ag) = :ZU , where the Gaussian is truncated
to avoid negative values.

2) C is distributed following a log-normal law with a
geometric mean equal to 1 - 107! and a geometric
standard deviation such that the exponential of the upper
and lower bounds of the 95% confidence interval for
log C have a ratio of 8 - 103, which is consistent with
the data from [25].

3) Finally, m is distributed following a Gaussian law such
that the bounds of the 95% confidence interval are 2 and
4, as suggests [18] and is again roughly consistent with
[25]. Again, the distribution is truncated at the lower end
at 0 so that m cannot become negative.




Parameter Denotation Type Value Unit
Elastic parameters

Young’s modulus E Deterministic 71.7 GPa
Poisson’s ratio v Deterministic 0.33 -
Strain field parameters

Maximum stress intensity Omazx Deterministic 78, 6.106 Pa
Fracture toughness Kr Deterministic 19,7.106 Pa\/m
Strain gauges

Number of gauges placed ng Deterministic 3 -
Position of the gauges placed (Tis Yi)i=1,..,ny Deterministic (3,14),(14,14),(25,14) mm
Angle of the gauges placed Deterministic 45 deg
Initialization parameters

Initial crack size ag Gaussian distribution N (,u,ao s O'ao) m
Mean of ag Hag Deterministic 1.10—3 m
Standard deviation of ag Tag Deterministic 0, 125.1073 m
Paris-Erdogan’s law parameters (m,log C) Multivariate Gaussian distribution ~ N (tm, om, Hlog C» Olog C» P) -
Mean of m Hm Deterministic 3,5 -
Standard deviation of m Om Deterministic 0,125 -
Mean of C' ne Deterministic 1.1010 -
Standard deviation of C' oc Deterministic 5.10~11 -
Correlation coefficient of m and log C p Deterministic —0.996 -

Generated data set

Number of training structures (N1, N1y, N1y) Deterministic (100, 500, 1000) -

Number of validation structures v Deterministic 100 -

Number of testing structures Niest Deterministic 100 -

Data collection interval Ak Deterministic 500 -
TABLE T

PARAMETERS FOR NUMERICAL STUDY.

For the material studied in this paper (i.e. alluminum alloys),
m and log C are assumed to follow a multivariate distribution
with a negative correlation coefficient of p = —0.996 [26].
The parameters of this numerical case study are summarized
in Table L.

B. Methodology

In this section, an overview of some Deep Learning
methods commonly used in prognostics is provided, followed
by a description of the problem considered in this paper and
the way these methods were implemented on it.

1) Deep Learning in Prognostics: Deep Learning has
shown multiple times to provide good results when applied
to RUL prediction [9], [27]. Among the deep learning tech-
niques, we can enumerate two widely used algorithms in the
prognostics field :

o Recurrent Neural Networks

o Convolutional Neural Networks

Both will be briefly introduced below.

a) Recurrent Neural Networks: The most common
type of Deep Learning model for Time Series Forecasting
are Recurrent Neural Networks (RNN) [28]. The algorithm
remembers its input due to an internal memory, which
makes it well suited for problems that involve sequentially
evolving data. Good results have been obtained by applying
RNNs to a variety of problems in non-PHM fields, such as
speech recognition or language modeling [29]-[31]. Due to
their ability to capture time-dependent relationships, RNNs
have achieved interest among PHM researchers as well,
especially given the sequential nature of the sensor data in

the prognostics field (e.g. sensors data).

However, standard RNNs are limited to looking back
only a few steps due to the vanishing gradient or exploding
gradient problem (see for example [32], [33]). To address
this issue, Long Short-Term Memory (LSTM) networks were
proposed, and have established themselves as one of the
most used Deep Learning model types in many fields and
especially in Natural Language Processing (NLP) [34]. More
recently, LSTM networks have also grown in popularity and
have been used by several researchers in the PHM community
[9]. One of the major drawbacks of LSTM concerns their
relatively high computational cost and memory requirement
for training [35]. A slightly simplified variation of the LSTM
is the Gated Recurrent Unit (GRU), introduced by Cho et al.
[36], gaining in popularity in recent years due to its relative
simplicity [37]. In [38], results showed GRU model could
achieve competitive results with a better training performance
than LSTM for RUL estimation.

b) Convolutional Neural Networks: Convolutional
Neural Networks (CNN) concern a specific type of deep
neural network inspired by the organization of neurons in
the visual cortex. Presented by LeCun et al. in 1998 [39],
CNNs achieved significant success in many research and
industry fields including computer vision, natural language
processing and speech recognition [40], [41]. Input data
for CNNs are usually 2-dimensional (e.g. height and width
pixels for images) so to learn abstract spatial features. Li
et al. [42] investigated how a 2D-DeepCNN model can be
used in prognostics and remaining useful life prediction.
1D-CNNs have also been introduced to the analysis of time



sequences in RUL estimation. The key difference between
1D-CNN, 2D-CNN and 3D-CNN is the dimensionality and
management of the input data and how the feature detector
(or filter) slides across the data. In this paper, only 1D-CNNs
will be considered due to the format of our data sets (Time
Series). Indeed, the application of the CNN architecture to
time series prediction aims to exploit the filters’ feature
extraction capability demonstrated in image classification, and
CNNs are easier to train than recurrent neural networks due
to the implementation of convolutional rather than recursive
operations, allowing improved numerical efficiency. However,
note that CNNs were initially introduced as a classifiers [39],
thus more suitable for classification problems than regression
problems in sequence modeling (i.e. for RUL estimation
problems that have been essentially considered as regression
problems so far).

According to [43], sequence modeling was synonymous
with recurrent networks for most deep learning practitioners
until 2018. Bai et al. [43] introduced a novel CNN architecture
for sequence modeling, using dilated causal convolution to
preserve the causal order of the input time series : Temporal
Causal Networks (TCN). Their results showed that the TCN
outperformed the standard recurrent neural networks (RNN,
LSTM and GRU) in most Sequence Modeling Tasks (better
performances on ten tasks out of eleven). Among PHM
researchers, Liu et al. [44] proposed a TCN model for RUL
prediction of rolling bearings based on raw vibration data. In
their paper, results confirmed that the proposed model is able
to outperform generic recurrent architectures such as LSTM
and GRU in sequence modeling. Moreover, the authors showed
that offline training of the proposed model is almost four
times faster than an LSTM network. Indeed, according to
Bai et al. [43], the TCN has several advantages that make
it superior to the Recurrent Neural Networks (RNN, LSTM,
GRU), specifically :

« better control of the model’s memory size with a flexible
receptive field size (stacking more dilated causal convo-
lutional layers, using larger dilation factors, or increasing
the filter size);

o a backpropagation path different from the one used by
recurrent neural networks, which allows to avoid the
exploding/vanishing problem.

2) Problem statement: In this paper, the RUL prediction
problem is considered as a multivariate time-series-related
regression problem and, as illustration, the five most com-
monly used deep learning-based algorithms in Time Series
Forecasting (RNN, LSTM, GRU, 1D-CNN and TCN) have
been applied to the generated data set.

In the training phase, a sliding window approach is used.
At each time-step t, the input of the predictive model cor-
respond to the current and past measures, such that X; :=
(Tt—ny+t1,---,xt) € R™ * ™ where n, is the number of
strain gauges and thus of time series and n,, is the length

of the sliding window; the output of the predictive model is
a point-wise estimation of the RUL of the structure at time
t, denoted RUL; € R. Note that each training structure is
composed of S samples (sliding windows of size n,,) with
S = np — ny, ny the number of timesteps in the sequence.

After training, the models are evaluated on the testing set
composed of Ny, different structures, and for each structure
a unique RUL estimation is performed at a time ¢};. For each
structure n € {1,..., Ngest}, the parameter ¢ is randomly
drawn such that t% ~ k., x U([0,33;0,9]), where k., is
the cycle of failure for the n-th structure. In plain words, this
means that we carry out a test prediction for the RUL at a
time ¢;, which is drawn uniformly between 33% and 90% of
the sequence’s length. Hence, the input data for the model is
X = (T4x —p,41,---,2z) € R * " and the output of
the model is RUL,: € R.

3) Training and Evaluation: For the recurrent neural
networks, the input data is pre-processed using a min-max
scaler before being fed into the models. Fig. 5 shows an
example of how the time series data of the strain gauges from
a single structure are processed, and gives an illustration of
recurrent neural networks architecture used in this work.

X = (Xm0 0 %) € R XM

Min-Max
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Fig. 5. Brief illustration of recurrent neural networks (RNN, LSTM and GRU)
architectures. ng corresponds the number of gauges placed (i.e. number of
time series), and n4, to the window size.

The first layer of the 1D-CNN’s architecture is a
normalization layer. The architecture of the 1D-CNN models
is illustrated in Fig. 6.

The input data is not pre-processed for the TCN model
and we have kept the same architecture as presented in [45],
illustrated in Fig. 7.

Given that the RUL estimation problem is considered as
a regression problem, we aim to minimize a mean squared
error loss Ljssp during the training phase, and the mean
absolute percentage error (MAPE) metric is used to evaluate
the performance of the investigated models such that :
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Fig. 6. Brief illustration of convolutions neural networks (ID-CNN) archi-
tecture. ng corresponds the number of gauges placed (i.e. number of time
series), and n., to the window size.
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Fig. 7. Architecture of a residual block of TCNs introduced in [45]. A TCN
is a stack of k residual blocks, each composed of two 1D-CNN layers (same
hyperparameters as illustrated in Fig. 6) with a dilation factor d followed by
a weight normalization layer used for regularization [46].
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where S is the number of samples with RUL, being the
prediction and RU L the target value.

In the training phase, our strategy consists of a
hyperparameters optimization stage using a Grid Search
algorithm [47], followed by a Fine-tuning stage. During the
Fine-tuning stage, we use the Adam optimizer with default
parameters and we decrease the learning rate incrementally :
we sequentially try the learning rates 1073,1074,10=5 for
a predefined number of epochs, saving the model weights
each time the validation MAPE decreases; the weights of

the best model are loaded each time the learning rate is
lowered. By using this approach, the model in the early
stages of training with a high learning rate is less likely to
get stuck in a local minimum and explores a wider range of
possible configurations. As the training comes closer to an
optimum, the decaying learning rate helps with convergence
and avoiding oscillations around local minima [48].

C. Experiments and Results

Due to the time series nature of the data and the sliding
window procedure (with n,, = 30 after some preliminary
experiments), the training sets with Ny, = 100, Nz, = 500
and Np, = 1000 structures correspond to respectively
10956, 54365 and 108452 training samples. The validation
set is processed in the same way : Ny contains 100
validation structures thus 10937 samples. For testing, a set
of Nres: = 100 structures is used, hence composed of 100
samples since only one RUL estimation is performed per
structure.

For the recurrent neural networks, the optimization strategy
was applied on 100, 500 and 1000 structures. The optimal
hyperparameters found are summarized in Table II.

Training structures 100 500 1000

Model RNN LSTM GRU|RNN LSTM GRURNN LSTM GRU

Hidden layers 3 2 3 3 2 2 3 2 2

Nodes per layer 32 64 256 (32 128 256 (32 128 256

Dropout rate 0 0 0 0 0 0 0 0 0
TABLE I

BEST MODELS OF THE RNN, LSTM AND GRU HYPERPARAMETER
OPTIMIZATION FOR 100, 500 AND 1000 TRAINING STRUCTURES

For the 1D-CNN and TCN model the hyperparameter
optimization were again performed on 100, 500 and 1000
training structures, and the optimal hyperparameters found are
summarized in Table III. Note that the dilation factor is set to
d = 6, so that the receptive field is of size 2¢7! = 2° = 32,
thus able to capture relationships over a time sequence of
size n,, = 30 in this work, as described in [45].

Training structures 100 500 1000
Convolutional layers | 6 2 4
Filters per layer 20 40 25
Kernel size 6 12 9
Dropout rate 00 0.0 0.0
(a) Best models of the 1D-CNN.
Training structures 100 500 1000
TCN residual blocks | 8 8 8
Filters per layer 30 25 35
Kernel size 2 2 2
Dropout rate 0.0 0.0 0.0
(b) Best models of the TCN.
TABLE III
HYPERPARAMETER OPTIMIZATION FOR 100, 500 AND 1000 TRAINING
STRUCTURES.



As the hyperparameters are optimized, the resulting models
are fine-tuned on the same data set with an adaptative learning
rate to optimize their performance, and then evaluated on 100
structures of the testing data set; for each structure we only
have one sample to evaluate, thus the models are evaluated
on 100 samples. Table IV shows an overview of the achieved
accuracy for all recurrent neural networks (RNN, LSTM and
GRU) and convolutional neural networks (1D-CNN and TCN).

Training structures 100 500 1000

MAPE(%) Val Test [Val Test |Val Test
RNN 3.5 295(2.22 1.54(0.91 0.67
LSTM 0.55 0.65|0.25 1.15|1.50 1.24
GRU 1.72 1.22/0.05 0.02 |0.08 0.04
1D-CNN 4.19 3.13|1.06 0.82]0.58 0.54
TCN 2.57 2.35|0.76 0.66|0.77 0.69

TABLE IV

REGRESSION TASK : MAPE (%) OF ALL FINE TUNED RNN (RNN, LSTM
AND GRU) AND CNN MODELS (1D-CNN AND TCN) ON THE
VALIDATION AND TESTING DATA SETS

LSTMs outperformed the other algorithms when trained on
100 structures (0.65% testing MAPE score), while the best
performance in general was achieved by GRU models (0.02%
testing MAPE score when trained on 500 structures, and
0.04% testing MAPE score when trained on 1000 structures).
Indeed, recurrent neural networks (especially GRU) appear
to be the best suited for the regression task in this RUL
estimation problem. Nevertheless, we can see that more
available training data leads to a better performance of the
models and a better identification of the most suitable models
for the problem.

IV. CONCLUSION

In this paper, a framework and code for synthetically
generating high dimensional data sets for a realistic fatigue
damage prognostics problem has been presented. The
proposed framework generates multivariate run-to-failure time
series data for structures subject to fatigue loading, consisting
of synthetic mechanical strain data sets (i.e. synthetic strain
gauges) and associated RUL based on the Paris-Erdogan
crack growth model. The authors believe that the proposed
framework will help facilitate the benchmarking of latest ML
algorithms for fatigue damage prognostics applications, in
particular in the aerospace domain (e.g. fuselage panels).

As illustration, pre-cracked Aluminum alloy 7075-T6 plates
were considered, which are typical of aeronautic structures,
and the applicability of some of the most commonly used
DL models to address failure prognostics (including RNN,
LSTM, GRU, 1D-CNN, and TCN) have been studied.
Without the “flaws” of real world data, good results were
expected and obtained. Indeed, there is no noise in the data
which would not be the case in reality : a gaussian noise
can be added to time series in order to mimic the effect of
aleatoric uncertainties that occur in real world applications.

In next steps, building upon the possibility to “play” with
the initialized parameters, this illustration case study can be
further varied in order to complexify the data set and make it
as realistic as possible.

Furthermore, the authors believe that the use of synthetic
data can improve the prognostic performance of data-driven
models in real-world cases in the absence of training
data or with very limited labeled data, using knowledge
transfer when a model is pre-trained on a large set of
related synthetic data (e.g. Transfer Learning [49], [50]), and
the presented framework might be useful in this aspect as well.
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