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Abstract: Physical activity involves movements, which can be considered sources of kinetic energy,
that are expected to be important during sports activities. Several transducers can transform this
energy into electrical energy. Piezoelectric generators are widely used, and several applications
highlight their relevance. However, the generated output power is location dependent, and the
analysis of the placement of this kind of generator can be challenging. In order to assess the availability
of kinetic energy sources, an acceleration data analysis method is presented. Temporal and harvester
model-based studies, using data from 17 inertial measurement units (IMUs) located across the whole
human body, were conducted. The results show that piezoelectric cantilever-beam harvesters can be
very sensitive to impacts. Extremity segments, such as the feet or hands, can be considered as good
energy sources. The most relevant features are proposed as criteria to easily evaluate the harvestable
energy sources.

Keywords: kinetic energy; physical activity; IMU; wearable electronics; simulation; piezoelectric
harvester; signal processing

1. Introduction

The growing market of wearable sensors, offers new solutions for monitoring param-
eters in athletes [1]. Sensors integrated into accessories are becoming more common. A
dozen brands offer watches equipped with different sensors, such as fēnix® 7S (Garmin
Ltd., Olathe, KS, USA) and Polar Pacer Pro (Polar Electro, Kempele, Finland), and some
research teams have worked on cloth-embedded sensors [2,3]. The development of these
systems not only facilitates the measurement of the desired parameters, but also allows
longer-term experiments, such as studies related to the field of occupational risk assessment,
to be conducted [4,5]. Nevertheless, these embedded systems face some challenges, e.g.,
they need a power supply to operate. Electrochemical batteries are the primary choice
for meeting electrical energy needs, as they show good performance. Indeed, innovative
materials and technologies such as the widely used lithium-ion batteries, have advanta-
geous characteristics, such as their energy density (120–750 Wh.L−1) [6]. Depending on the
use, the battery life can reach a few hours. Despite the attractiveness of this type of energy
storage, some drawbacks cannot be overlooked. The charging time can be a few hours
and can impact application feasibility, as it is necessary to extract and recharge the battery
in most integrated systems. Moreover, the battery lifespan is not endless. The number
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of charging cycles of lithium-ion and zinc–bromine batteries during their lifespan, are
roughly 5000 and 2000 cycles, respectively [6]. The life cycle analysis of these components
highlights the environmental impacts and the need for a recycling process [7]. In addition,
the use of single-use or replaceable batteries is widespread. Movesense (Suunto, Helsinki,
Finland) offers wearable sensors for medical and sports applications powered by a CR
2025 battery. This solution provides good compacity and energy density but requires
periodic replacement (depending on the application) and can generate a large amount
of waste. The presence of toxic heavy metals highlights the need to assess the polluting
potential to reduce possible negative impacts [8].

An alternative is the use of self-powered sensors, which is a field of interest [9]. For
example, triboelectric generators can be used for movement detection [10]. This type of
system is similar to wearable generators, as it converts the available energy sources on
the human body into electrical energy [11]. Matsunaga et al. [12] worked on stretchable
triboelectric generators, based on transparent carbon nanotube films. Some works have
discussed different types of energy sources in the human environment, for multisource
harvesting systems [13]. Among the different energy sources, the main ones are thermal
energy, radio frequency energy, solar energy, and kinetic energy. Thus, energy harvesting
could also be a relevant solution for power wearable sensors. Thermoelectric generators
can produce up to 153 µW.cm−2 on the human body, which is sufficient to power a few
components, such as micro-accelerometer sensors or temperature sensors [14]. Tainoff
et al. [15] developed planar thermoelectric devices for energy harvesting. Nevertheless,
drawbacks such as the toxicity of the materials, the mass of the system, and ergonomic
comfort, limit their use [16]. Solar and radio frequency energy generators are highly
dependent on the environment in which the activities are performed, and their produc-
tion is not always stable. Satharasinghe et al. [17] developed a solar energy harvesting
fabric based on a solar cell, for powering devices. Kinetic energy generators are highly
dependent on human motion. They can be divided into two types: piezoelectric gener-
ators (PEGs) and triboelectric generators (TEGs). The output power density can reach
~75.52 µW.cm−2 [18,19]. According to the design, PEGs and TEGs can also be slightly cum-
bersome. Moreover, most PEGs are based on PZT (lead, zirconate, and titanate) materials,
which are toxic and polluting. However, recent work has offered new perspectives on lead-
free piezoelectric materials, e.g., Poulin-Vittrant, G. et al.’s work on ZnO nanowire-based
piezoelectric nanogenerators [20,21] and Clementi, G. et al.’s work on LiNbO3 films [22].

Challenges related to the sports field can be divided into performance assessment
and athlete instrumentation, and various and numerous sensors are used [23]. Powering
the various devices needed can require significant amounts of energy. However, athletes
consume large amounts of energy during their training or during competitions [24,25],
which is related to the effort made and the performed actions. The resulting body activity
produces a lot of kinetic energy. Nevertheless, to the best of our knowledge, there are
almost no studies that precisely investigate kinetic energy sources on the human body
for sports applications. The energy sources depend on the performed actions, and can
be localized anywhere on the human body. Kim, J. et al. [26] developed a fabric-based
wearable piezoelectric energy harvester, which operates under bending and pressing. The
versatility and scalability of PEGs allow them to be organized in various configurations,
to harvest energy from kinetic sources, making the PEG a good candidate for a harvester
solution, to overcome the excessive use of batteries. Liu, Y. et al. [27] present a survey on
the different technologies to harvest energy from the human body. They show that the
piezoelectric transducer is a promising candidate.

Several architectures and technologies for piezoelectric harvesters exist in the litera-
ture [28]. They have many advantages, such as ease of use and implementation [19]. PEGs
can also be used for activity recognition [29]. These devices are self-powered, and their
beam structure is very common; thus, they have a lot of applications [30]. Further, the
generator operation is based on vibrations. The miniaturization of these devices makes
it very challenging to design them for optimal response to the human body (maximum
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energy production). In addition, the electrical tuning of the energy harvester circuit is an
important aspect, to maximize the power flow; Brenes A. et al. [31] presented a review
on the effective implementation of maximum power-point tracking. Human movement
operates mainly at low frequency, and is essentially nonperiodic [32]. It is necessary to
adapt the transducer to the source frequencies accordingly. Zhang Q. et al. [33] presented
an escapement mechanism to operate a piezoelectric cantilever beam below 2 Hz excitation.

The harvested energy depends on the localization and orientation of the PEG on the
human body. Indeed, the design of harmonic devices for non-stationary signals is complex,
especially for signals of highly dynamic actions, such as sports actions. Performing exper-
imental measurements aimed at optimizing the placement of PEGs, can be tedious, and
experimenting with combinations of possible localization and orientation is cumbersome.
Furthermore, the required experimental setup is neither trivial nor ergonomic. The actions
performed by athletes are restricted, and accurate measurements of the PEG output voltage
require high-impedance devices. An alternative approach that can be used is based on
electromechanical models, this method offers more flexibility. Regardless of whether the
models are lumped parameter models or distributed parameter models, the simulation of
cantilevered PEGs can be fastidious. There are tradeoffs between computational time and
model accuracy [34,35].

Thus, the aims of this paper are to give guidelines and propose a method for determin-
ing the optimal placement of cantilevered PEGs on the human body. The proposed method
is applied to the sports field and is based on real accelerometer data and electromechanical
models. Features of interest are extracted from acceleration data, to analyze the available
kinetic energy sources from cantilevered PEGs.

2. Materials and Methods

To assess the availability of kinetic sources for energy harvesters, acceleration analysis
is generally conducted, as acceleration data directly translate the dynamic behavior of
systems. Using 3DOF accelerometers (IMU) allowed us to measure the acceleration in
every direction, to simulate different orientations of the generators. Moreover, IMUs
are widely used, and a large quantity of available data exist. This allowed us to assess
kinetic energy sources with ease before proceeding to the experiments. Thus, experimental
acceleration data were recorded from the human body, details of which are provided in the
following sections. Newton’s second law illustrates, according to the following formula,
the fundamental principle of dynamics:

∑
→
Fi = m.

→
a (1)

where
→
FI is the external force applied to a system, m is the system mass in motion, and

→
a is

the acceleration of the system. Piezoelectric materials are characterized by their capacity
to transform mechanical stress into electric charge. Thus, the acceleration is related to the
electric charge displacement into the material. Linear piezoelectricity is modeled as an
augmentation of elasticity and dielectric behavior, according to two governing equations
linking stress, T, strain, S, electric field, E, charge density, D, elastic flexibility, s, permittivity,
ε, and piezoelectric coefficient, d.

{S} =
[
sE
]
{T}+

[
dt]{E} (2)

{D} = [d]{T}+
[
εT
]
{E} (3)

2.1. Harvester Considerations

This paper focuses on cantilever beam-based piezoelectric harvesters. As illustrated in
Figure 1, this kind of harvester can be represented as a beam, clamped at one end and free
at the other.
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Figure 1. Schematic of a clamp-free unimorph beam.

Many parameters can be adapted, such as the shape, the material, and the structure,
and tip mass can be added to modify the beam’s behavior.

The operating principle is based on vibrations. The input acceleration amplitude and
frequency are the main criteria to be evaluated. Thus, the generator is designed according to
its application. Human motion frequencies are mainly between 3 and 26 Hz [36]. However,
sports movements also possess many action-induced impacts. Running, sprinting, striking,
and similar actions cause many impacts. These signals present a wide frequency spectrum
and can also operate generators.

The appearance of the different actions performed during a circuit can be biased.
Indeed, basic training, competition training, and competition conditions are different.
Movement frequencies and intensities are also dependent on the particular sport [37].
The conducted study illustrates a kinetic energy availability assessment method and
its relevance.

2.2. Distributed Parameter Model

A unimorph structure, in the absence of tip mass, was used, as it offers greater
simplification for the analysis method. The distributed parameter model offers the best
predictions, as it is based on the analytical solution of the coupled electromechanical system
equations [35,38]. This model considers modal analysis, with Euler–Bernoulli assumptions.
The resulting equations are as follows:

d2ηr(t)
dt2 + 2ζrωr

dηr(t)
dt

+ ω2
r ηr(t)− χrv(t) = fr(t) (4)

dv(t)
dt

+
v(t)

R
−

∞

∑
1

ϕr
dηr(t)

dt
= 0 (5)

with Z =
εS

33bL
hp

and ϕr = −Ypd31bhpc
dΦr(x)

dx

∣∣∣∣
x=L

where v(t) is the voltage response to a resistive load R, ηr(t) is the modal coordinate for the
r-th vibration mode, ζr is the mechanical damping ratio of the r-th vibration mode, ωr is the
undamped natural frequency of the r-th vibration mode, χr is the modal electromechanical
coupling term for the r-th vibration mode, and fr(t) is the modal mechanical forcing
function. Equation (2) is the mechanical equation of motion in modal coordinates, and
Equation (3) is the governing electrical circuit equation. In the absence of tip mass and by
neglecting the small base rotation of the beam, the modal mechanical forcing function can
be written as

fr(t) = −m
d2g(t)

dt2

∫ L

0
Φr(x)dx (6)
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where m is the mass per unit length, g(t) is the transverse displacement of the beam base,
and Φr(x) is the mass-normalized eigenfunction of the r-th vibration mode

Φr(x) = Ar

[
cos

λr

L
x− cosh

λr

L
x + σr

(
sin

λr

L
x− sinh

λr

L
x
)]

(7)

where λr, Ar, and σr are obtained as

1 + cosλrcoshλr = 0 (8)

Ar =

√
1

mL
(9)

σr =
sinλr − sinhλr

cosλr + coshλr
(10)

The various necessary parameters are listed in Table 1.

Table 1. Parameters of the model.

Parameter Description

L Beam length

b Beam width

hp, Yp, ρp, e31, εS
33

Piezoceramic layer: thickness, elastic modulus, mass
density, piezoelectric constant, and permittivity constant

hs, Ys, ρs
Substructure layer: thickness, elastic modulus, and

mass density

YI Bending stiffness of the composite

χr
Ypd31b(hc

2−hb
2)

2hp

dΦr(x)
dx

∣∣∣
x=L

hpc
nhs(hp+hs)
2(hp+nhs)

N Ys
Yp

hb hc − hp

hc
hp

2+2nhshp+nhs
2

2(hp+nhs)

ωr λr
2
√

YI
mL4

M b (ρshs + ρshp)

The single-mode voltage response function can be written in the Laplace domain using
(2) and (3).

V(p) =
pRϕr fr(p)

(ωr2 + p2 + 2pζrωr)(1 + pRZ) + pRχr ϕr
(11)

The modal mechanical forcing function can be rewritten as

fr(p) = −mp2g(p)
∫ L

0
Φr(x)dx = −A(p)m

∫ L

0
Φr(x)dx (12)

where A(p) is the base acceleration. Thus, the resulting transfer function can be written as
V(p)
A(p) = H(p). The Mathworks Matlab (R2022b) software was used to simulate the model.
Specifically, the Matlab lsim() function was used; it discretizes the continuous transfer
function, (H(p)), to a recurrence equation and converts the sampled acceleration data, (a(t)),
with a first-order hold. The output was then computed using the recurrence equation
applied to the samples as a digital finite-response filter. This numerical method is fast.
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For simulation purposes, the acceleration data were upsampled. This operation
does not add information to the signal and allows smaller time step computations to be
performed, for better precision. The resampling factor was evaluated using the relative
error (RE) in the simulated energy.

RE = 100
EN − Ei

EN
, i = 1 . . . N (13)

where i is the resampling factor, and E is the simulated energy obtained from the model
using the associated upsampled acceleration data.

Finally, passive control was assumed, with a constant resistive load R, at the harvester
output, and the energy of the simulated harvester model was calculated as

Ep =
∫ v (t )2

R
dt (14)

where v is the harvester model voltage response. To simulate the harvester model response,
the data extracted from [38] were used, the characteristics are reported in Table 2.

Table 2. Materials properties of the unimorph cantilever, extracted from [38].

Parameter Piezoceramic Substructure

Material PZT Composite

L (mm) 100 100

b (mm) 20 20

h (mm) 0.4 0.5

Tip mass - -

ρp, ρs

(
kg/m3) 7800 7165

Yp, Ys (GPa) 66 100

Damping coefficient (ζ1) 0.01

External load (R) 5 × 106 Ohm

d31 (pm/V) −190 -

εS
33 (nF/m) 15.93 -

2.3. Hardware and Software Configurations

The computations were performed using Matlab R2022b (MathWorks, Inc., Portola
Valley, CA, USA) on Windows 10 (Microsoft Corporation, Redmond, WA, USA). The
hardware system was built on an AMD Ryzen 5 2600 Six-Core 3.4 GHz (CPU), with
16 Gb RAM memory. Computations were performed in less than 1 s, for 992,290 samples of
temporal data.

2.4. Motion Capture

A (right-handed) subject performed a ~13-min circuit of simulated sports actions,
where classical actions related to basketball, volleyball, and handball were represented. Raw
acceleration data were recorded and then manually labeled; the acquisition was performed
using Xsens MVN Link (Xsens Technologies B.V., Enschede, The Netherlands) [39]. The
system was composed of 17 IMUs, with 9 degrees-of-freedom (3-axis accelerometer, 3-axis
gyroscope, 3-axis magnetometer), located on both hands, both forearms, both upper arms,
both shoulders, both feet, both lower legs, both upper legs, pelvis, head, and T8 (sternum).
The sampling frequency was 240 Hz.

The attachments and protocol provided by Xsens were used to place the sensors on
the body. Extra sports straps were used to increase the robustness of the attachment. Soft
tissue artifacts were not considered. The sensors were placed close to the bones, to limit
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these undesirable effects. Consequently, the results of the studied harvesters are valid if
the attachment method is similar. The x-axis of the sensors was aligned with the length
of the segments; the y-axis was aligned with the thickness of the segments; and the z-axis
was aligned with the outgoing normal direction. Figure 2 presents the Xsens sensor frames
on the human body segments. Details about the sensors’ placement are given in the MVN
manual [40].
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2.5. Data Characteristics

Acceleration data can be mathematically categorized as finite energy signals, as they
are non-stationary and have a finite time span. L2(R, C) is the space of finite energy signals.
The mathematical signal energy, Esignal , is obtained as

Esignal = ‖s‖2 (15)

where s is the finite energy signal. Moreover, sport-related actions can be manifold, and
high-velocity interactions between the body and the environment are observable. Feet come
into contact with the floor during running and jumping, and there are ball interactions
during hits and passes; all of these cause high acceleration and deceleration magnitudes,
translated as abrupt changes. To perform a detailed time–frequency analysis, it is not
possible to use a common tool such as the Fourier transform, because it does not allow
one to precisely locate the transients of the signal. Thus, here, the wavelet transform
was used [41]. For the precise representation of the different frequencies present in the
acceleration, the continuous wavelet transform (CWT [42]) was computed (using the cwt()
function in Matlab), and for signal decomposition or reconstruction, the maximum overlap
discrete wavelet transform (MODWT [43]) was computed (using the modwt() function
in Matlab).

As discussed in the above paragraph, acceleration data contain impacts. This is related
to quick and abrupt changes in the signal transients. Depending on the width of the
impacts, the frequency spectrum can be very wide or even present all frequencies, as in the
theoretical Dirac delta distribution. Nevertheless, the whole dynamic is only observable if
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the sampling frequency is at least two times greater than the maximum frequency of the
impacts, according to the Nyquist–Shannon theorem [44].

2.6. Harvester Orientation Influence

The harvested energy is inherently related to the harvester’s location on the human
body. Positions with periodic and highly dynamic motions are the most suitable ones. More-
over, the harvester’s orientation impacts the potential energy harvested. The harvester’s
structure allows voltage to be generated from unidirectional stress only, in correspondence
with the deflection axis (DA) of the beam. To assess orientation influence, the harvester
model was simulated for multiple angular rotations from the IMU reference frame. Never-
theless, to avoid redundancy in the results, the range of angular variation was restricted.
The Cartesian space is defined by three axes

(→
x ,
→
y ,
→
z
)

; thus, three rotations could be in-
troduced, and Rx(θ1), Ry(θ2), Rz(θ3) are the rotation matrixes for the x-axis (which rotates
the y-axis to the z-axis), the y-axis (which rotates the z-axis to the x-axis), and the z-axis
(which rotates the x-axis to the y-axis), respectively. The general orientation in space can
be obtained by multiplying R = Rz(θ3)Ry(θ2)Rx(θ1), i.e., the Cardan angles. The number
of possible rotations for one vector can be represented by a sphere (Figure 3); however,
according to the harvester structure, this space can be reduced:

• The harvester has a single degree of freedom. Therefore, it has rotation invariance
around the DA, which does not change its direction;

• The harvested energy is independent of the voltage sign (i.e., the acceleration sign).
Therefore, it has symmetry invariance, as shown below:

Ep =
∫ v (t )2

R
dt =

∫
(−v (t )) 2

R
(16)
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The space of possible orientation is now contained in a hemisphere. Assuming that
the DA is equal to the

→
x axis, every possible rotation in 3D space can be obtained with

General case, R = Rz(θ3)Ry(θ2)Rx(θ1)

With space reduction,

{
Rx(θ1) = I(DA rotation invariance)

θ3, θ2 ∈
[−π

2 ; π
2
]
(DA symmetry invariance)

where I is the identity matrix.

2.7. Most Relevant Features (MRFs)

As the input signals of the model are not stationary, it is interesting to analyze the
features offering optimal harvesting. Depending on the quality factor, the best efficiency
is obtained when the harvester operates in its bandwidth. Impulses are relevant to the
power harvester because of the large frequency spectrum. They are a frequent occurrence
in sports. To determine if impulses were part of the MRFs, they were extracted from the
acceleration data and compared to both the total signal energy and the harvested energy of
the simulated model. The method is described in Figure 4.
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Figure 4. Flowchart of impact evaluation. The first step consists of calculating the mathematical
signal energy and simulating the harvester model energy, using the total acceleration data. The
second step consists of extracting the impacts from the acceleration data, and then calculating the new
mathematical signal energy and simulating the new harvester model energy. The numbers displayed
above the blocks represent the paper sections where the method is discussed.

To extract the impacts from the acceleration data, the first step was performing high-
pass filtering, using MODWT and inverse MODWT, to keep the high-frequency components.
Then, peak localization was performed with the Matlab findpeaks() function, which gives
the local maxima in a sliding window. Finally, using the corresponding peak localization
on the acceleration data, the impacts were extracted with an adapted time window. This
method is illustrated in the Section 3.
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3. Results and Discussion
3.1. Simulation of Harvester Model

The resonant frequency of the first vibration mode of the simulated model was equal
to 48.8 Hz, with a phase of−90 degrees. The Bode diagram is shown in Figure 5. Here, only
the first vibration mode was considered, as the second mode (~301.5 Hz) was far from the
Nyquist frequency of the acceleration data (120 Hz). To accurately simulate the temporal
voltage responses, the acceleration data were upsampled using a resampling factor, where
the value was chosen to obtain a relative error (RE) of less than 1%. Figure 6 presents the
RE for each axis of each sensor.
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Figure 6. Relative error in energy simulations according to the resampling factor of the acceleration
data. One line is drawn for each of the 17 sensors.

It is suitable to increase the resampling factor to reduce the simulation artifacts, but
high values impact the simulation time. Consequently, the value of the factor was fixed
to five.

The resampled acceleration data were used as inputs to the harvester model. Figure 7
presents the predicted voltage response using the acceleration data on the y-axis of the
left-foot IMU.
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Figure 7. Acceleration data of the left foot on the y-axis (black) and model voltage response (red).
The original data were clipped for illustration purposes.

Observing the temporal response highlights that a brief impact of high acceleration
magnitude gave a higher voltage generation. Indeed, impacts present large frequency
spectra, which can operate the harvester in its bandwidth. The observed pseudo-periods in
the voltage transients, were equal to the resonance frequencies of the harvester.

3.2. Harvester Orientation

Not all sensor locations experienced the same acceleration profiles nor impacts, related
to the physical activity of the subject. Depending on the original positioning of the IMUs
on the body, the optimal DA orientation was obtained by rotating the local reference frame
according to two axes of rotation. Assuming that the DA was aligned with the IMU’s x-axis,
Figure 8 presents the orientation influence on energy simulation for the right hand, found
by investigating the y- and z-axis rotations (results for all evaluated locations are presented
in Figure A1).
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Taking the results for the right hand, the optimal DA orientation was obtained with
rotations of −88◦ around the y-axis and 4.5◦ around the z-axis (Figure 9). In this case, it
approximately represented the direction normal to the surface of the hand. The optimal
DA orientation was obtained for each location in the same way.
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Figure 9. Initial and optimal orientations of the harvester on the right hand. On the top, the initial
fictive placement of the harvester is presented. This position corresponds to the IMU orientation with
the DA aligned with

→
x . On the bottom, the optimal orientation, according to Figure 8, is presented,

with rotation around
→
y and

→
z .

3.3. Body Optimal Placement

By extracting the best orientation for all locations, the optimal placement for harvesting
energy based on the simulated actions was evaluated. Figure 10 presents the normalized
simulated energy at the 17 sensor locations for optimal DA orientation.
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Figure 10. Normalized energy simulation of the different sensor locations, mapped on the biome-
chanical model constructed using Xsens. In this case, with a right-handed subject, the best location is
the right hand.

Body extremity segments were found to be suitable for energy harvesting. In this
study, the best placement was found to be located on the right hand. Hands and feet were
both mainly used, and showed various impacts related to the performed sports actions.
Shoulders, sternum, head, and upper legs were less relevant.

Moreover, differences between left and right body parts were caused by the non-
symmetrical nature of the performed actions, and by the fact that the subject was right-handed.

3.4. Impact Distribution

To better understand the energy simulation results of the harvester model, a time–
frequency analysis of the acceleration data was conducted. Figure 11 shows the CWT of
the acceleration data of one IMU location, using the Morse wavelet.
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Figure 11. (a) CWT of acceleration data of the left foot for optimal DA orientation. The Morse wavelet
was selected for visualization. (b) Partial visualization of the CWT for illustrating the frequency
components present in jumps. (c) Temporal frame of the frequency spectrum of an impact caused by
a jump. This figure shows the frequency spectrum repartition for a fixed time.

Frequencies were mainly between 1 Hz and 120 Hz. As mentioned above, frequency
band observation was limited by the value of the IMU sampling frequency. For the left
foot, magnitudes were higher when the frequency was greater than 10 Hz. Vertical lines,
corresponding to impacts related to the subject’s jumps, can be observed. One can observe
that the frequency bands of the impacts were relatively large, and the maximum value
reached was ~52 Hz.

To assess the influence of impacts on the simulated energy, the method presented in
Figure 4 was used. The acceleration data were filtered using the first four frequency bands
of MODWT with the Sym4 wavelet, which corresponded to frequencies between 75 Hz
and 1200 Hz (due to resampling). The minimum peak value detection was set to 30 m/s2,
and the minimum space between peaks was set to 50 ms. Localized peaks were extracted
from a centered window of 50 samples (~41 ms). Figure 12 presents the original data and
their reconstructed signals, based on impacts only.
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The mathematical energy of the original acceleration data was compared to the sim-
ulated energy of the harvester model. Figure 13 shows the different normalized energy
values for raw acceleration data (TSE) and harvester model simulation (TSME), according
to each location.
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Figure 13. Normalized energy of acceleration data (TSE) and simulated harvester model (TSME), at
different body locations.

Overall, the trends of TSE and TSME were similar. A large value of simulated energy
in the harvester model, can be translated as a high mathematical signal energy value. TSE
can be seen as a meta-indicator that indicates the presence of suitable locations to harvest
energy. Nevertheless, this indicator only allows qualitative observations to be conducted.
This observation was then conducted for the extracted impacts. Figure 14 presents the
energy ratios obtained from the original acceleration data and the extracted impacts.
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Figure 14. Ratios of energy from original data and extracted impacts only. The signal energy was
obtained using the mathematical energy (Equation (12)), and the simulated energy was obtained
using the harvester model simulation.

In locations such as hands and forearms, the impacts caused more than 90% of the
simulated energy. The extracted impacts caused less than 30% of the mathematical energy
of the original data. More than 70% of the simulated energy for feet and lower legs was
caused by impacts. The extracted impacts caused less than 50% of the original mathematical
energy. Some locations such as upper arms, head, T8, and shoulders were not affected by
impacts, since they had very few detected peaks. Overall, a high simulated energy value
was caused by impacts, which could then be considered MRFs. Impact number, period,
and amplitude for each location are summarized in Table 3.

Table 3. Impact characteristics for each location. Mean and standard deviation (SD) are shown for
period and amplitude features (mean ± SD).

Location Right Hand Left Shoulder Left Upper Arm Left Forearm Left Hand Right Upper Leg

Number of impacts 201 8 0 119 184 35
Period (s) 3.4 ± 4.1 66.6 ± 149.9 0 ± 0 5.7 ± 9.8 3.7 ± 7.7 19.7 ± 31.9

Amplitude (m/s2) 138 ± 70.2 77.8 ± 14.6 0 ± 0 138.1 ± 60.3 134.4 ± 72.2 76.2 ± 31.5

Location Pelvis T8 Head Right Shoulder Right Upper Arm Right Forearm

Number of impacts 22 1 0 0 0 133
Period (s) 35.1 ± 37.3 0 ± 0 0 ± 0 0 ± 0 0 ± 0 5.1 ± 7.7

Amplitude (m/s2) 76.6 ± 30.3 92.4 ± 0 0 ± 0 0 ± 0 0 ± 0 139.1 ± 65.2

Location Right Lower Leg Right Foot Left Upper Leg Left Lower Leg Left Foot

Number of impacts 91 247 20 98 221
Period (s) 8.7 ± 17 3.3 ± 5.6 35.1 ± 78.9 8 ± 14.2 3.5 ± 6.6

Amplitude (m/s2) 96.8 ± 49.7 93.9 ± 53.4 70.8 ± 41 91.7 ± 47.5 93.7 ± 49.5

As mentioned above, impacts affected the extremities of the human body more and
occurred more often than once every 3.3 s.

3.5. Limitations and Future Studies

The performed actions could have impacted the results, as the results were based on
accelerometer data and harvester parameters. However, identifying impacts as MRFs is
relevant, as they are representative of sports activity.

Some aspects, such as IMU sampling frequency, can give a better interpretation of the
optimal placement. It was seen that impacts can present many frequencies. Thus, increasing
the sampling frequency could make a better acquisition of dynamics possible. In addition,
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this could allow the model to be simulated with smaller time steps and, thus, predictive
precision to be improved. One could then also use this method to quantify the available
power, using the model to design sensors for various applications. Additionally, it is also
necessary to consider the number of vibration modes to simulate the model, especially if
the acceleration frequencies are close to the mode frequencies.

Acceleration data can be biased, due to soft tissue artifacts. Indeed, skin or muscles can
add relative movement, depending on the robustness of the fixations. Moreover, impacts
can be slightly absorbed or dampened by these tissues. However, the experiments were
conducted with acquisition devices mounted on a real person, in the way harvesters could
be. The generators can be attached in the same way as the IMUs. Indeed, they have the
same mass and a similar size. Typically, in the Xsens MVN Link combination, used to
generate data, the IMUs are in plastic cases, attached to the human body by self-gripping
strips. Thus, soft tissue artifacts and other defects in the transmission of motion from the
human body to the sensor or the energy recovery device, are similar.

Concerning the harvester, the mechanical limits of the beam were not considered.
An excessive acceleration value could induce a very large deflection in the beam, causing
damage that could lead to loss of performance and eventually to the destruction of the
device. Some applications defer the use of casings designed to mechanically limit deflection.
Thus, the maximum voltage could be deduced, and used in the method as a constraint.

Ergonomics aspects were not studied in this paper. Nevertheless, the proposed method
allows the determination of the optimal configuration and mapping of the distribution
of the energy prediction, according to the acceleration measurements. Tradeoffs could be
drawn to obtain the best configuration under ergonomic and practical constraints.

Future studies will look at ergonomic and practical validity aspects through experiments.

4. Conclusions

This paper presents a method for determining the optimal placement of cantilevered
PEGs, using a numerical model and experimental acceleration data from sports movements.
The assumptions and materials used are listed, which could later help other similar studies
to be performed under the desired application conditions.

The optimal placement and orientation of a cantilevered PEG were assessed. The
results show that, in the current application, the axis normal to the surface of the right
hand was the optimal placement. Extremity segments such as the feet, hands, and lower
arms were identified as better energy sources. The predicted energy for the foot locations
is about 50% of the predicted energy for the right hand location. In general, upper arm
and leg locations correspond to less than 20% of the predicted energy of the right hand
location. Impacts, among the acceleration data, were identified as relevant features for
operating the harvester. Indeed, for the most promising locations, at least 80% of the
predicted energy is due to the impacts. They can represent the majority of the available
energy sources. The MRFs can be good indicators to quickly determine the variables of
interest for qualitative energy source assessment. This method offers more flexibility and
ease for the determination of energy sources. There are many databases composed of
inertial data (i.e., acceleration), which offer the opportunity to conduct studies on various
applications in an easier way. However, when it comes to accurately quantifying simulated
values, it is necessary to consider the experimental conditions, to evaluate the quality of
the measured acceleration data.

Future studies could focus on the experimental analysis of energy sources. Experi-
mental methods are challenging and cumbersome, because they require high-precision
instruments (high-impedance analyzers) and body instrumentation. As compared to the
use of IMUs, the range of possible actions and flexibility are reduced.
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