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INTERIOR TRANSMISSION PROBLEMS WITH COEFFICIENTS OF LOW

REGULARITY

GEORGI VODEV

Abstract. We obtain parabolic transmission eigenvalue-free regions for both isotropic and
anisotropic interior transmission problems with L∞ coefficients which are Lipschitz near the
boundary. We also suppose that the restrictions of the coefficients on the boundary are Cµ

smooth with an integer µ ≥ 2 and we investigate the way in which the transmission eigenvalue-
free regions depend on µ.

Key words: interior transmission problems, transmission eigenvalues.

1. Introduction

Let Ω ⊂ R
d, d ≥ 2, be a bounded, connected domain with a C∞ smooth boundary Γ = ∂Ω,

and consider the interior transmission problem

(1.1)





(∇c1(x)∇ + λ2n1(x))u1 = 0 in Ω,

(∇c2(x)∇ + λ2n2(x))u2 = 0 in Ω,

u1 = u2, c1∂νu1 = c2∂νu2 on Γ,

where λ ∈ C, Reλ ≥ 0, ν denotes the Euclidean unit inner normal to Γ and cj , nj ∈ L∞(Ω),
j = 1, 2, are real-valued functions satisfying cj(x) ≥ b0, nj(x) ≥ b0 for some constant b0 > 0. We
also suppose that the coefficients are Lipschitz near the boundary. Given a parameter 0 < δ ≪ 1,
set Ωδ = {x ∈ Ω : dist(x,Γ) < δ}. More precisely, we suppose that

(1.2) cj , nj ∈ C1(Ωδ), j = 1, 2,

for some δ. Throughout this paper, given an integer k ≥ 1, Ck will denote the space of the
functions a such that ∂αxa ∈ L∞ for all multi-indices α with |α| = k.

In this paper we will consider two types of interior transmission problems. The isotropic one
when we have the condition

(1.3) c1(x) ≡ c2(x) ≡ 1 in Ω, n1(x) 6= n2(x) on Γ,

and the anisotropic one when we have

(1.4) (c1(x)− c2(x))(c1(x)n1(x)− c2(x)n2(x)) 6= 0 on Γ.

If the equation (1.1) has a non-trivial solution (u1, u2) the complex number λ is said to be
an interior transmission eigenvalue. An important question in the theory of the transmission
eigenvalues is that one of finding conditions on the coefficients that guarantee that the trans-
mission eigenvalues form a discrete set. Various such conditions were found in the papers [1],
[5], [6], [8], [12], the most general ones being those in [8]. It follows from the results in [8] that
under the above conditions the transmission eigenvalues are discrete in both the isotropic and
anisotropic cases, so it is natural to ask if the counting function of these transmission eigenval-
ues admits Weyl asymptotics. Indeed, such asymptotics were obtained in [10], [11] in the case
of C∞ smooth coefficients, and more recently in [3], [9] for coefficients of very low regularity
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but with much worse remainder terms. The proof in [10] relies heavily on the location of the
transmission eigenvalues on the complex plane and the C∞ regularity of the coefficients is not
essential. Roughly speaking, the result in [10] says that parabolic eigenvalue-free regions imply
Weyl asymptotics with a remainder term depending on the shape of the eigenvalue-free region,
namely, the biger the eigenvalue-free region is, the smaller the remainder term is. In the C∞

setting, parabolic eigenvalue-free regions were obtained in the papers [14], [15], [16] in both
the isotropic and anisotropic cases. It follows from the results in [14] and [16] that under the
condition (1.3) there are no transmission eigenvalues in the region

(1.5) |Imλ| ≥ C

for some constant C > 0. Note that the eigenvalue-free region (1.5) is optimal as shown in
Section 4 of [7]. In the one dimensional case (1.5) was obtained in [13]. In the anisotropic case
it is proved in [16] that under the condition

(1.6) (c1(x)− c2(x))(c1(x)n1(x)− c2(x)n2(x)) < 0 on Γ,

there are no transmission eigenvalues in the region

(1.7) Reλ ≥ 1, |Imλ| ≥ C.

On the other hand, it is proved in [14] that under the condition

(1.8) (c1(x)− c2(x))(c1(x)n1(x)− c2(x)n2(x)) > 0 on Γ,

there are no transmission eigenvalues in the region

(1.9) |λ| ≥ C, |Imλ| ≥ C|λ|3/5.

Moreover, if in addition to (1.8) the condition

(1.10)
c1(x)

n1(x)
6=
c2(x)

n2(x)
on Γ,

is assumed, it is proved in [16] that there are no transmission eigenvalues in the region

(1.11) |λ| ≥ C, |Imλ| ≥ C log |λ|.

Our goal in the present paper is to extend the above results to coefficients having as low
regularity as possible. The eigenvalue-free regions we get are not as big as those in the C∞ case,
but they are still parabolic. This fact is important in view of possible applications to obtaining
Weyl asymptotics as in [10]. Our main result is the following

Theorem 1.1. Suppose that the coefficients satisfy (1.2) and that cj |Γ, nj |Γ ∈ Cµ(Γ) with some
integer µ ≥ 2. Then, under the condition (1.3), there exists a constant C > 2 such that there
are no transmission eigenvalues in the region

(1.12) |λ| ≥ C, |Imλ| ≥ C|λ|1−p1 (log |λ|)p2 ,

where

p1 =
µ

2µ + 2d− 1
, p2 =

2

2µ + 2d− 1
, if µ ≤ 2d− 1,

p1 =
µ+ 2

2µ + 2d+ 5
, p2 =

2

2µ + 2d+ 5
, if 2d− 1 < µ ≤ 4d,

and p1 =
2
5 , p2 = 0 if µ > 4d. Under the condition (1.6), there are no transmission eigenvalues

in the region

(1.13) |λ| ≥ C, |Imλ| ≥ C|λ|1−p1 (log |λ|)p2 , Reλ ≥ C|λ|1−p3 (log |λ|)p4 ,
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where p1 and p2 are the same as above, and

p3 =
µ

2µ+ 2d+ 2
, p4 =

1

µ+ d+ 1
.

Under the condition (1.8), there are no transmission eigenvalues in the region (1.12) with

p1 =
µ

2µ + 2d+ 2
, p2 =

1

µ+ d+ 1
, if µ ≤

4

3
(d+ 1),

and p1 =
2
7 , p2 = 0 if µ > 4

3(d+ 1).

Remark. In fact, the theorem remains valid for all µ ≥ 2 not necessairily integers. However,
we prefer assuming that µ is integer because this simplifies the exposition significantly.

This result seems to be new even in the radial case when Ω = {x ∈ R
d : |x| ≤ 1} and cj = cj(r),

nj = nj(r) depend only on the radial variable r = |x|. Since in this case the restrictions of cj
and nj on the boundary are constants, the above theorem implies the following

Corollary 1.2. Suppose that the coefficients cj(r), nj(r) are Lipschitz on the interval [1− δ, 1]
for some 0 < δ ≪ 1. Then, under the condition (1.3), there exists a constant C > 2 such that
there are no transmission eigenvalues in the region

(1.14) |λ| ≥ C, |Imλ| ≥ C|λ|3/5.

Under the condition (1.6), there are no transmission eigenvalues in the region

(1.15) |λ| ≥ C, |Imλ| ≥ C|λ|3/5, Reλ ≥ Cǫ|λ|
1/2+ǫ,

for every 0 < ǫ ≪ 1. Under the condition (1.8), there are no transmission eigenvalues in the
region

(1.16) |λ| ≥ C, |Imλ| ≥ C|λ|5/7.

To prove Theorem 1.1 we adapt the methods developed in [14], [15], [16] for C∞ smooth
coefficients. In these papers the transmission eigenvalue-free regions were derived from suitable
approximations of the interior Dirichlet-to-Neumann map outside a parabolic neighbourhood
of the real axis. In other words, the problem of finding transmission eigenvalue-free regions
was reduced to that one of finding as good as possible approximation of the interior Dirichlet-
to-Neumann map by a semiclassical pseudodifferential operator (h − ΨDO) on the boundary
(with a semiclassical parameter h ∼ |λ|−1) outside as small as possible parabolic neighbourhood
of the real axis. With such an approximation in hands, in order to get the eigenvalue-free
regions, one has to invert a semiclassical pseudodifferential operator whose symbol, say a, can
be camputed explicitly in terms of the restrictions of the coefficients on the boundary and the
principal symbol of the Laplace-Beltrami operator on the boundary. Recall that the boundary
Γ can be considered as a compact Riemannian manifold of dimension d − 1 without boundary
with a Riemannian metric induced by the Euclidean one. Then the conditions (1.3) and (1.4)
guarantee that the function a is invertible outside some parabolic neighbourhood of the real
axis. Then to show that the semiclassical pseudodifferential operator Oph(a) with symbol a is
invertible, one has to make use of some pseudodifferential calculas which are well-known in the
C∞ setting. Thus one arrives at the conclusion that the eigenvalue-free regions correspond to the
regions where the Dirichlet-to-Neumann map has a good approximation and where the operator
Oph(a) is invertible. Therefore, to get as big as possible eigenvalue-free regions one has to find
as good as possible approximation of the interior Dirichlet-to-Neumann map. In the C∞ case
this is done in [14], [15], [16] by constructing semiclassical parametrices for the solutions of the
equation (1.1) near the boundary mod O(h∞). Note that the C∞ regularity of the coefficients
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near the boundary is essential in the analysis in these papers. The main difficulty in constructing
such parametrices is that one has to solve the eikonal equation mod O(x∞1 ) and the transport
equations mod O(x∞1 +h∞), where 0 < x1 ≪ 1 is the normal coordinate near the boundary, that
is the distance to Γ. This is especially difficult to do when the boundary data is microlocally
supported near the glancing region. Of course, when the coefficients are of low regularity this
analysis does not work any more. In this case we built (see Section 4) a less accurate parametrix
by solving the eikonal equation mod O(x1) and with no need to solve the transport equations.
In other words, our parametrix is the simplest possible in this context. Nevertheless, this leads
to some approximation of the Dirichlet-to-Neumann map, which of course is not as good as in
the C∞ case. Consequently, the eigenvalue-free regions we get by using this approximation are
much smaller than those in the C∞ case. In order to make this approach work, however, we need
to use h−ΨDOs with symbols which are Cµ smooth with respect to the space variable. To this
end, we develop in Section 2 some pseudodifferential calculas for such operators. In particular,
we find some useful criteria for L2 boundedness (see Proposition 2.4) and we also show how to
invert such operators (see Proposition 2.6). Note finally that µ = 2 is the lowest regularity that
makes possible the construction of some parametrix.

The paper is organized as follows. In Section 2 we recall some basic properties of the h−ΨDOs
with C∞ symbols concerning the L2 boundedness and the composition of two operators. We
then extend these properties to h − ΨDOs with symbols which are Cµ smooth with respect to
the space variable. This is done by using a suitable interpolation between symbols which are
L∞ and C∞ smooth with respect to the space variable. To this end, we establish a criteria for
L2 boundedness for h − ΨDOs with L∞ symbols (see Proposition 2.3). In Section 3 we prove
a priori estimates which allow us to bound the norm of the difference between the Dirichlet-to-
Neumann map and the parametrix. In Section 4 we build a parametrix for the solutions of the
equation (1.1) near the boundary, which is a finite sum of h−FIOs. We then use it to get the
parametrix for the Dirichlet-to-Neumann map. In Section 5 we improve our parametrix in the
elliptic region in the isotropic case. This allows us to get a better approximation of the Dirichlet-
to-Neumann map in this case. This improvement is crussial in order to get the eigenvalue-free
regions in the isotropic case. In Section 6 we invert the operator Oph(a) with a symbol a as
above outside some parabolic neighbourhoods of the real axis as well as outside some parabolic
neighbourhoods of the imaginary axis when the condition (1.6) is assumed. This gives us the
eigenvalue-free regions. Note that in our case a is Cµ smooth with respect to the space variable,
so we need to use the pseudodifferential calculas developed in Section 2.

2. h−ΨDOs with symbols of low regularity

We begin this section by recalling some basic properties of the h−ΨDOs with C∞ symbols.
In what follows we will identify the cotangent space T ∗

R
d−1 with R

d−1 × R
d−1. Introduce the

space Sk, k ∈ R, of all functions a(x, ξ) ∈ C∞(Rd−1 × R
d−1) satisfying

(2.1)
∣∣∣∂αξ ∂βxa(x, ξ)

∣∣∣ ≤ Cα,β〈ξ〉
k−|α|

for all multi-indices α and β, where 〈ξ〉 := (1 + |ξ|2)1/2. We define the h−ΨDO with a symbol
a ∈ Sk by

(Oph(a)f) (x) = (2πh)−d+1

∫

Rd−1

∫

Rd−1

e−
i
h
〈x−y,ξ〉a(x, ξ)f(y)dξdy,

where 0 < h ≤ 1 is a semiclassical parameter. Denote by Hk
h(R

d−1) the Sobolev space equipped
with the h-semiclassical norm

‖u‖Hk
h
:=

∥∥∥Oph(〈ξ〉
k)u

∥∥∥
L2
,
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where ‖ · ‖L2 denotes the norm in L2(Rd−1). It is well-known that the operator Oph(a) :
Hk

h(R
d−1) → L2(Rd−1) is bounded for symbols a ∈ Sk. In fact, we have a stronger result.

Proposition 2.1. Let a ∈ C∞(Rd−1 × R
d−1) satisfy

(2.2)
∣∣∣∂αξ ∂βxa(x, ξ)

∣∣∣ ≤ Cα,β〈ξ〉
k

for all multi-indices α and β. Then there exists an integer sd depending only on the dimension
such that we have the bound

(2.3) ‖Oph(a)‖Hk
h
→L2 .

∑

|α|+|β|≤sd

h
|α|+|β|

2 Cα,β.

Proof. Since Oph(a) = Oph(a〈ξ〉
−k)Oph(〈ξ〉

k) and the function a〈ξ〉−k satisfies (2.2) with
k = 0, it suffices to prove (2.3) for k = 0. In this case, it is easy to see that the norm in the

left-hand side of (2.3) is equal to the norm ‖Op1(ah)‖L2→L2 , where ah(x, ξ) = a(h1/2x, h1/2ξ).
On the other hand, by Theorem 18.6.3 of [4] (see also Theorem 7.11 of [2]) the operator Op1(ah) :
L2 → L2 is bounded and

‖Op1(ah)‖L2→L2 .
∑

|α|+|β|≤sd

sup
∣∣∣∂αξ ∂βxah(x, ξ)

∣∣∣ ,

which clearly implies (2.3) with k = 0. ✷

We will now use this proposition to prove the following

Proposition 2.2. Let a1 satisfy (2.2) with k = 0 and constants C
(1)
α,β, and let a2 satisfy (2.2)

with constants C
(2)
α,β . Then we have the bound

‖Oph(a1)Oph(a2)−Oph(a1a2)‖Hk
h
→L2

(2.4) .
∑

|α1|+|β1|+|α2|+|β2|≤s′
d
, |α1|+|β1|≥1, |α2|+|β2|≥1

h
|α1|+|β1|+|α2|+|β2|

2 C
(1)
α1,β1

C
(2)
α2,β2

,

where s′d = 2d+ 5 + sd.

Proof. We will use the fact that

Oph(a1)Oph(a2) = Oph(b),

where
b(x, ξ) = eih〈Dη ,Dy〉a1(x, η)a2(y, ξ)|y=x,η=ξ

= (2π)−d+1

∫

Rd−1

∫

Rd−1

ei〈ζ1,ζ2〉a1(x, ξ − h1/2ζ1)a2(x− h1/2ζ2, ξ)dζ1dζ2,

where we have put Dη = −i∇η, Dy = −i∇y. Set ζ = (ζ1, ζ2) ∈ R
2d−2 and ϕ(ζ) = 〈ζ1, ζ2〉.

Clearly,
∇ζϕ = (∇ζ1ϕ,∇ζ2ϕ) = (ζ2, ζ1),

so we have |∇ζϕ| = |ζ|. Consider now the function

g(t) = a1(x, ξ − th1/2ζ1)a2(x− th1/2ζ2, ξ), 0 ≤ t ≤ 1.

An easy computation leads to the formulas

g′(t) = −h1/2〈ζ1,∇ξa1(x, ξ − th1/2ζ1)〉a2(x− th1/2ζ2, ξ)

−h1/2〈ζ2,∇xa2(x− th1/2ζ2, ξ)〉a1(x, ξ − th1/2ζ1),
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g′′(t) = G1(t) + G2(t),

where
G1 = h〈ζ1,∇ξ〈ζ1,∇ξa1(x, ξ − th1/2ζ1)〉〉a2(x, ξ)

+h〈ζ2,∇x〈ζ2,∇xa2(x− th1/2ζ2, ξ)〉〉a1(x, ξ),

G2 = h〈ζ1,∇ξ〈ζ1,∇ξa1(x, ξ − th1/2ζ1)〉〉
(
a2(x− th1/2ζ2, ξ)− a2(x, ξ)

)

+h〈ζ2,∇x〈ζ2,∇xa2(x− th1/2ζ2, ξ)〉〉
(
a1(x, ξ − th1/2ζ1)− a1(x, ξ)

)

+2h〈ζ1,∇ξa1(x, ξ − th1/2ζ1)〉〈ζ2,∇xa2(x− th1/2ζ2, ξ)〉.

Clearly, the function G2 satisfies the bounds

(2.5)
∣∣∣∂γζ G2

∣∣∣ . 〈ξ〉k
3∑

ℓ=0

|ζ|ℓ
∑

|α|+|β|=|γ|+ℓ, |α|≥1, |β|≥1

h
|α|+|β|

2 C
(1)
α,0C

(2)
0,β

for all multi-indices γ, uniformly in t. Observe now that we can write

g(1) = g(0) + g′(0) +

∫ 1

0
(1− t)g′′(t)dt,

where
g(0) = a1(x, ξ)a2(x, ξ),

g′(0) = −h1/2〈ζ1,∇ξa1(x, ξ)〉a2(x, ξ)− h1/2〈ζ2,∇xa2(x, ξ)〉a1(x, ξ).

On the other hand, given any function ψ ∈ C∞(Rd−1), we have the formula

(2π)−d+1

∫

R2d−2

eiϕ(ζ)ψ(ζj)dζ = ψ(0)

where j = 1, 2. Therefore we have
∫

R2d−2

eiϕg′(0)dζ =

∫

R2d−2

eiϕG1(t)dζ = 0.

We get from the above formulas

(2.6) b− a1a2 = (2π)−d+1

∫ 1

0
(1− t)

∫

R2d−2

eiϕG2(t)dζdt.

Let φ ∈ C∞
0 (R), φ(σ) = 1 for |σ| ≤ 1, φ(σ) = 0 for |σ| ≥ 2. We will now bound the integrals

I1 = (2π)−d+1

∫

R2d−2

eiϕφ(|ζ|)G2(t)dζ,

I2 = (2π)−d+1

∫

R2d−2

eiϕ(1− φ)(|ζ|)G2(t)dζ.

By (2.5) with γ = 0, we have

(2.7) |I1| . 〈ξ〉k
∑

|α|+|β|≤3, |α|≥1, |β|≥1

h
|α|+|β|

2 C
(1)
α,0C

(2)
0,β

uniformly in t. To bound the second integral we will integrate by parts. To this end observe
that

Lζe
iϕ = eiϕ,

where
Lζ = −i|ζ|−2〈∇ζϕ,∇ζ〉.
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It is easy to see that, given any integer m ≥ 1, the adjoint operator to Lm
ζ satisfies

(2.8)
∣∣(Lm

ζ )∗f(ζ)
∣∣ . |ζ|−m

∑

|γ|≤m

∣∣∣∂γζ f(ζ)
∣∣∣ .

We can now write the integral I2 in the form

I2 = (2π)−d+1

∫

R2d−2

eiϕ(Lm
ζ )∗ ((1− φ)G2(t)) dζ.

Using (2.5) and (2.8) we obtain

|I2| . 〈ξ〉k
3∑

ℓ=0

∫

ζ∈R2d−2:|ζ|≥1
|ζ|ℓ−mdζ

∑

|α|+|β|≤m+ℓ, |α|≥1, |β|≥1

h
|α|+|β|

2 C
(1)
α,0C

(2)
0,β

(2.9) . 〈ξ〉k
∑

|α|+|β|≤2d+5, |α|≥1, |β|≥1

h
|α|+|β|

2 C
(1)
α,0C

(2)
0,β

if we take m = 2d+ 2. By (2.6), (2.7) and (2.9), we conclude

(2.10) |b− a1a2| . 〈ξ〉k
∑

|α1|+|β2|≤2d+5, |α1|≥1, |β2|≥1

h
|α1|+|β2|

2 C
(1)
α1,0

C
(2)
0,β2

.

Similarly, given any multi-indices α and β, we can obtain the bounds

〈ξ〉−kh
|α|+|β|

2 |∂αξ ∂
β
x (b− a1a2)|

(2.11) .
∑

|α1|+|α2|+|β1|+|β2|≤|α|+|β|+2d+5, |α1|+|β1|≥1, |α2|+|β2|≥1

h
|α1|+|α2|+|β1|+|β2|

2 C
(1)
α1,β1

C
(2)
α2,β2

.

Clearly, the bound (2.4) follows from (2.11) and Proposition 2.1. ✷

The above definition of the h−ΨDOs makes sense also for symbols a(x, ξ) which are smooth
only with respect to the variable ξ and satisfy

(2.12)
∣∣∂αξ a(x, ξ)

∣∣ ≤ Cα〈ξ〉
k−|α|

for all multi-indices α, where k ∈ R. For such operators, we will prove the following

Proposition 2.3. Let a satisfy (2.12) and let k′ > k. Then we have

(2.13) ‖Oph(a)‖Hk′
h
→L2 . log(1 + h−1)

∑

|α|≤d

Cα.

Proof. As above, it suffices to prove (2.13) for k′ = 0. Then we have k < 0. Clearly, the
kernel K of the operator Oph(a) is

K(x, y) = (2πh)−d+1

∫

Rd−1

e−
i
h
〈x−y,ξ〉a(x, ξ)dξ.

In view of Schur’s lemma, it suffices to bound from above the integrals∫

Rd−1

|K(x, y)|dx+

∫

Rd−1

|K(x, y)|dy.

Integrating by parts in the above integral leads to the bounds

|K(x, y)| . h−d+1

(
h

|x− y|

)d ∑

|α|=d

∫

Rd−1

∣∣∂αξ a(x, ξ)
∣∣ dξ
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.
h

|x− y|d

∑

|α|=d

Cα

∫

Rd−1

〈ξ〉k−ddξ

.
h

|x− y|d

∑

|α|=d

Cα.

Hence ∫

|x−y|≥h
|K(x, y)|dx +

∫

|x−y|≥h
|K(x, y)|dy

. h
∑

|α|=d

Cα

∫

w∈Rd−1:|w|≥h
|w|−ddw

. h
∑

|α|=d

Cα

∫ ∞

h
σ−2dσ .

∑

|α|=d

Cα.

We will now bound the kernel for |x−y| < h. Set A = h
|x−y| > 1. Let the function φ be as above

and decompose the kernel as K = K1 +K2, where

K1(x, y) = (2πh)−d+1

∫

Rd−1

e−
i
h
〈x−y,ξ〉a(x, ξ)φ(|ξ|/A)dξ.

An integration by parts leads to the bounds

|K1(x, y)| . h−d+1

(
h

|x− y|

)d−2 ∑

|α|=d−2

∫

Rd−1

∣∣∂αξ (a(x, ξ)φ(|ξ|/A))
∣∣ dξ

.
h−1

|x− y|d−2

∑

|α|≤d−2

A|α|+2−d

∫

|ξ|≤A

∣∣∂αξ a(x, ξ)
∣∣ dξ

.
h−1

|x− y|d−2

∑

|α|≤d−2

CαA
|α|+2−d

∫

|ξ|≤A
〈ξ〉k−|α|dξ

.
h−1

|x− y|d−2

∑

|α|≤d−2

CαA
|α|+2−d

∫ A+1

0
σk−|α|+d−2dσ

.
h−1A1+k

|x− y|d−2

∑

|α|≤d−2

Cα

.
Ak

|x− y|d−1

∑

|α|≤d−2

Cα.

Set ǫ =
(
log(1 + h−1)

)−1
. Clearly, there is 0 < h0 ≪ 1 such that ǫ < −k for 0 < h < h0, and

hence Ak < A−ǫ. Thus, taking into account that h−ǫ = e, we get

|K1(x, y)| .
1

|x− y|d−1−ǫ

∑

|α|≤d−2

Cα

for 0 < h < h0. Clearly, for h0 ≤ h ≤ 1 the above bound still holds with 0 < ǫ≪ 1 independent
of h. Hence, in all cases, we have

∫

|x−y|≤h
|K1(x, y)|dx +

∫

|x−y|≤h
|K1(x, y)|dy
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.
∑

|α|≤d−2

Cα

∫

w∈Rd−1:|w|≤h
|w|−d+1+ǫdw

.
∑

|α|≤d−2

Cα

∫ h

0
σ−1+ǫdσ . ǫ−1

∑

|α|≤d−2

Cα.

Similarly, we have

|K2(x, y)| . h−d+1

(
h

|x− y|

)d−1 ∑

|α|=d−1

∫

Rd−1

∣∣∂αξ (a(x, ξ)(1 − φ)(|ξ|/A))
∣∣ dξ

.
1

|x− y|d−1

∑

|α|≤d−1

A|α|+1−d

∫

|ξ|≥A

∣∣∂αξ a(x, ξ)
∣∣ dξ

.
1

|x− y|d−1

∑

|α|≤d−1

CαA
|α|+1−d

∫

|ξ|≥A
〈ξ〉k−|α|dξ

.
A−ǫ

|x− y|d−1

∑

|α|≤d−1

Cα

∫

Rd−1

〈ξ〉k−d+1+ǫdξ

.
1

|x− y|d−1−ǫ

∑

|α|≤d−1

Cα

∫ ∞

0
(σ + 1)k−1+ǫdσ

.
1

|x− y|d−1−ǫ

∑

|α|≤d−1

Cα.

As above, this implies
∫

|x−y|≤h
|K2(x, y)|dx +

∫

|x−y|≤h
|K2(x, y)|dy . ǫ−1

∑

|α|≤d−1

Cα,

which clearly completes the proof of (2.13) with k′ = 0. ✷

The logarithmic term in the right-hand side of (2.13) can be removed if some regularity of
the symbol in x is assumed. Indeed, in this case we can decompose a as a sum of a large symbol
which is C∞ in x and a small symbol which is L∞ in x. Then we can apply (2.3) to the C∞

part and (2.13) to the L∞ part. More precisely, we have the following

Proposition 2.4. Suppose that a satisfy (2.1) for all multi-indices α and β such that |β| ≤ µ,
µ ≥ 1 being integer, and let k′ > k. Then we have

‖Oph(a)‖Hk′
h
→L2 .

∑

|α|+|β|≤sd, |β|≤µ

h
|α|+|β|

2 Cα,β

(2.14) +hµ/2 log(1 + h−1)
∑

|α|≤d, |β|≤µ

Cα,β.

Moreover, if µ ≥ sd the second sum in the right-hand side of (2.14) can be removed.
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Proof. Let φ0 ∈ C∞
0 (Rd−1), φ0 ≥ 0, be such that

∫
Rd−1 φ0(x)dx = 1. Given a parameter

0 < t ≤ 1, set

at(x, ξ) = t−d+1

∫

Rd−1

φ0((y − x)/t)a(y, ξ)dy =

∫

Rd−1

φ0(w)a(x + tw, ξ)dw.

Clearly, the function at is C
∞ smooth in x and satisfies (2.1) uniformly in t for all multi-indices

α and β such that |β| ≤ µ, while for |β| ≥ µ+ 1 it satisfies the bounds

(2.15)
∣∣∣∂αξ ∂βxat(x, ξ)

∣∣∣ ≤ t−|β|+µ〈ξ〉k−|α|
∑

|β′|=µ

Cα,β′ .

The Taylor expansion of the function a(x+ tw, ξ) at t = 0 yields

a(x+ tw, ξ) =

µ−1∑

s=0

ts

s!
∂st a(x+ tw, ξ)|t=0 +

tµ

µ!
∂µt a(x+ tw, ξ)|t=t′

=

µ−1∑

s=0

ts

s!

∑

|β|=s

wβ∂βxa(x, ξ) +
tµ

µ!

∑

|β|=µ

wβ∂βxa(x+ t′w, ξ)

with some 0 ≤ t′ ≤ t. Clearly, the functions ∂βxa(x+ t′w, ξ) with |β| = µ satisfy (2.12) uniformly
in t′w. Therefore, by Proposition 2.3 we have

(2.16)
∑

|β|=µ

∥∥∥Oph(∂
β
xa(x+ t′w, ξ))

∥∥∥
Hk′

h
→L2

. log(1 + h−1)
∑

|α|≤d,|β|=µ

Cα,β.

We now apply Proposition 2.1 with at. In view of (2.15) we get

(2.17) ‖Oph(at)‖Hk
h
→L2 .

∑

|α|+|β|≤sd, |β|≤µ

h
|α|+|β|

2 Cα,β

if we take t = h1/2. Thus, by (2.16) and (2.17), we obtain

‖Oph(a)‖Hk′
h
→L2 .

µ−1∑

s=1

hs/2
∑

|β|=s

∥∥∥Oph(∂
β
xa)

∥∥∥
Hk′

h
→L2

(2.18) +hµ/2 log(1 + h−1)
∑

|α|≤d,|β|=µ

Cα,β +
∑

|α|+|β|≤sd, |β|≤µ

h
|α|+|β|

2 Cα,β,

where the first sum in the righ-hand side is zero if µ = 1. It is easy to see now that (2.14) follows
from (2.18) by induction in µ. ✷

We will next extend Proposition 2.2 to h − ΨDOs with Cµ smooth symbols, where µ ≥ 1 is
integer. We will first prove the following

Proposition 2.5. Let a1 satisfy (2.1) with k < 0 for all multi-indices α and β such that |β| ≤ µ

with constants C
(1)
α,β, and let a2 satisfy (2.1) for all multi-indices α and β with constants C

(2)
α,β.

Then we have the bound

‖Oph(a1)Oph(a2)−Oph(a1a2)‖Hk
h
→L2

.
∑

|α1|+|β1|+|α2|+|β2|≤s′
d
, |β1|≤µ, |α1|+|β1|≥1, |α2|+|β2|≥1

h
|α1|+|β1|+|α2|+|β2|

2 C
(1)
α1,β1

C
(2)
α2,β2
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+hµ/2 log(1 + h−1)
∑

|α1|≤d, |β1|=µ, |α2|+|β2|≤sd

h
|α2|+|β2|

2 C
(1)
α1,β1

C
(2)
α2,β2

(2.19) +hµ/2 log(1 + h−1)
∑

|α1|+|α2|≤d, |β1|=µ, β2=0

C
(1)
α1,β1

C
(2)
α2,β2

.

Let a1 satisfy (2.1) with k = 0 for all multi-indices α and β with constants C
(1)
α,β, and let a2

satisfy (2.1) with k < k′ for all multi-indices α and β such that |β| ≤ µ with constants C
(2)
α,β.

Then we have the bound

‖Oph(a1)Oph(a2)−Oph(a1a2)‖Hk′
h
→L2

.
∑

|α1|+|β1|+|α2|+|β2|≤s′
d
, |β2|≤µ, |α1|+|β1|≥1, |α2|+|β2|≥1

h
|α1|+|β1|+|α2|+|β2|

2 C
(1)
α1,β1

C
(2)
α2,β2

+hµ/2 log(1 + h−1)
∑

|α1|+|β1|≤sd, |α2|≤d, |β2|=µ

h
|α1|+|β1|

2 C
(1)
α1,β1

C
(2)
α2,β2

(2.20) +hµ/2 log(1 + h−1)
∑

|α1|+|α2|≤d, β1=0, |β2|=µ

C
(1)
α1,β1

C
(2)
α2,β2

.

Let a1 satisfy (2.1) with k = 0 for all multi-indices α and β with constants C
(1)
α,β, and let a2 be

independent of the variable ξ and satisfies

(2.21)
∣∣∣∂βxa2(x)

∣∣∣ ≤ C
(2)
β

for all multi-indices β such that |β| ≤ µ. Then we have the bound

‖Oph(a1)Oph(a2)−Oph(a1a2)‖L2→L2

.
∑

|α1|+|β1|+|β2|≤s′
d
, |α1|+|β1|≥1, 1≤|β2|≤µ

h
|α1|+|β1|+|β2|

2 C
(1)
α1,β1

C
(2)
β2

(2.22) +hµ/2
∑

|α1|+|β1|≤sd, |β2|=µ

h
|α1|+|β1|

2 C
(1)
α1,β1

C
(2)
β2
.

Proof. We will only prove (2.19) since (2.20) and (2.22) can be obtained in the same way. We
approximate a1 by the smooth function a1,t as in the proof of Proposition 2.4. Then the Taylor
expansion allows us to write the difference a1 − a1,t in the form

(2.23) a1 − a1,t =

µ−1∑

s=1

tsa
(s)
1 + tµa

(µ)
1,t ,

where

a
(s)
1 =

∑

|β|=s

cβ∂
β
xa1(x, ξ), 1 ≤ s ≤ µ− 1,

a
(µ)
1,t = (µ!)−1

∑

|β|=µ

∫

Rd−1

φ0(w)w
β∂βxa1(x+ t′w, ξ)dw.

Clearly, when µ = 1 the sum in the right-hand side of (2.23) is zero. We also have that a
(s)
1 ,

1 ≤ s ≤ µ− 1, satisfy (2.1) with k < 0 for all multi-indices α and β such that |β| ≤ µ− s, while
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a
(µ)
1,t satisfies (2.12) with k < 0 uniformly in t for all multi-indices α. In view of (2.23), we can

write

(2.24) Oph(a1)Oph(a2)−Oph(a1a2) = A0 +

µ−1∑

s=1

tsAs + tµAµ,

where

A0 = Oph(a1,t)Oph(a2)−Oph(a1,ta2),

As = Oph(a
(s)
1 )Oph(a2)−Oph(a

(s)
1 a2),

Aµ = Oph(a
(µ)
1,t )Oph(a2)−Oph(a

(µ)
1,t a2).

We take t = h1/2 and use Proposition 2.2 to bound the norm of the operator A0. Taking into
account the bounds (2.15), we get

‖A0‖Hk
h
→L2

.
∑

|α1|+|β1|+|α2|+|β2|≤s′
d
, |β1|≤µ, |α1|+|β1|≥1, |α2|+|β2|≥1

h
|α1|+|β1|+|α2|+|β2|

2 C
(1)
α1,β1

C
(2)
α2,β2

.

To bound the norm of the operator Aµ we will use Propositions 2.1 and 2.3. We get

‖Aµ‖Hk
h
→L2 ≤

∥∥∥Oph(a
(µ)
1,t )

∥∥∥
L2→L2

‖Oph(a2)‖Hk
h
→L2 +

∥∥∥Oph(a
(µ)
1,t a2)

∥∥∥
Hk

h
→L2

. log(1 + h−1)
∑

|α1|≤d, |β1|=µ

C
(1)
α1,β1

∑

|α2|+|β2|≤sd

h
|α2|+|β2|

2 C
(2)
α2,β2

+ log(1 + h−1)
∑

|α1|+|α2|≤d, |β1|=µ, β2=0

C
(1)
α1,β1

C
(2)
α2,β2

.

Now (2.19) follows from the above bounds and (2.24) by induction in µ. ✷

We will now use the above proposition to prove the following

Proposition 2.6. Let a1 satisfy (2.1) with k < 0 for all multi-indices α and β such that |β| ≤ µ1

with constants C
(1)
α,β, and let a2 satisfy (2.1) with k < k′ for all multi-indices α and β such that

|β| ≤ µ2 with constants C
(2)
α,β. Then we have the bound

‖Oph(a1)Oph(a2)−Oph(a1a2)‖Hk′
h
→L2

.
∑

|α1|+|β1|+|α2|+|β2|≤s′
d
, |β1|≤µ1, |β2|≤µ2, |α1|+|β1|≥1, |α2|+|β2|≥1

h
|α1|+|β1|+|α2|+|β2|

2 C
(1)
α1,β1

C
(2)
α2,β2

+hµ1/2 log(1 + h−1)
∑

|α1|≤d, |β1|=µ1, |α2|+|β2|≤sd, |β2|≤µ2

h
|α2|+|β2|

2 C
(1)
α1,β1

C
(2)
α2,β2

+hµ1/2 log(1 + h−1)
∑

|α1|+|α2|≤d, |β1|=µ1, β2=0

C
(1)
α1,β1

C
(2)
α2,β2

+hµ2/2 log(1 + h−1)
∑

|α1|+|β1|≤sd, |β1|≤µ1, |α2|≤d, |β2|=µ2

h
|α1|+|β1|

2 C
(1)
α1,β1

C
(2)
α2,β2

+hµ2/2 log(1 + h−1)
∑

|α1|+|α2|≤d, β1=0, |β2|=µ2

C
(1)
α1,β1

C
(2)
α2,β2
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(2.25) +h(µ1+µ2)/2 log2(1 + h−1)
∑

|α1|≤d, |β1|=µ1, |α2|≤d, |β2|=µ2

C
(1)
α1,β1

C
(2)
α2,β2

.

Moreover, if a2 is independent of the variable ξ and satisfies (2.21) for all multi-indices β such
that |β| ≤ µ2, then we have the bound

‖Oph(a1)Oph(a2)−Oph(a1a2)‖L2→L2

.
∑

|α1|+|β1|+|β2|≤s′
d
, |α1|+|β1|≥1, |β1|≤µ1, 1≤|β2|≤µ2

h
|α1|+|β1|+|β2|

2 C
(1)
α1,β1

C
(2)
β2

+hµ1/2 log(1 + h−1)
∑

|α1|≤d, |β1|=µ1

C
(1)
α1,β1

C
(2)
0

(2.26) +hµ2/2
∑

|α1|+|β1|≤sd, |β1|≤µ1, |β2|=µ2

h
|α1|+|β1|

2 C
(1)
α1,β1

C
(2)
β2
.

Proof. The proof is similar to the proof of (2.19) and we keep the same notations replacing
µ by µ1. The only difference is that a2 is no longer C∞ in x, so we have to bound the norms
of the operators A0 and Aµ1

differently. To bound the norm of A0 we will use Proposition 2.5.
By (2.20), we have

‖A0‖Hk′
h
→L2

.
∑

|α1|+|β1|+|α2|+|β2|≤s′
d
, |β1|≤µ1 |β2|≤µ2, |α1|+|β1|≥1, |α2|+|β2|≥1

h
|α1|+|β1|+|α2|+|β2|

2 C
(1)
α1,β1

C
(2)
α2,β2

+hµ2/2 log(1 + h−1)
∑

|α1|+|β1|≤sd, |α2|≤d, |β1|≤µ1, |β2|=µ2

h
|α1|+|β1|

2 C
(1)
α1,β1

C
(2)
α2,β2

+hµ2/2 log(1 + h−1)
∑

|α1|+|α2|≤d, β1=0, |β2|=µ2

C
(1)
α1,β1

C
(2)
α2,β2

.

To bound the norm of the operator Aµ1
we will use Propositions 2.3 and 2.4. We get

‖Aµ1
‖
Hk′

h
→L2 ≤

∥∥∥Oph(a
(µ1)
1,t )

∥∥∥
L2→L2

‖Oph(a2)‖Hk′
h
→L2 +

∥∥∥Oph(a
(µ1)
1,t a2)

∥∥∥
Hk′

h
→L2

. log(1 + h−1)
∑

|α1|≤d, |β1|=µ1

C
(1)
α1,β1

∑

|α2|+|β2|≤sd, |β2|≤µ2

h
|α2|+|β2|

2 C
(2)
α2,β2

+hµ2/2 log2(1 + h−1)
∑

|α1|≤d, |β1|=µ1

C
(1)
α1,β1

∑

|α2|≤d, |β2|=µ2

C
(2)
α2,β2

+ log(1 + h−1)
∑

|α1|+|α2|≤d, |β1|=µ1, β2=0

C
(1)
α1,β1

C
(2)
α2,β2

.

Now (2.25) follows from the above bounds and (2.24) by induction in µ1. The bound (2.26) can
be derived from (2.22) in the same way. ✷

It is well-known that one can define h−ΨDOs with C∞ smooth symbols on an arbitrary com-
pact manifold without boundary using the definition on the Euclidean space (e.g. see Chapter
18 of [4]). Roughly speaking, an h − ΨDO on a manifold of dimension d − 1, say Γ, is a finite
sum of h − ΨDOs on R

d−1 with symbols compactly supported in x. In other words, studying
h−ΨDOs on compact manifolds is reduced to studying h−ΨDOs on the Euclidean space with
symbols compactly supported in x. In the same way, we can define h−ΨDOs on Γ with symbols
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of low regularity in x. To be more precise, we cover Γ by a finite number of open sets Uj ,
j = 1, ..., J , such that

κj : Uj → Ũj ⊂ R
d−1

are diffeomorphisms. Then we can associate to κj a diffeomorphism

Kj : T
∗Uj → T ∗Ũj ⊂ T ∗

R
d−1

such that

Kj(x, ξ) = (κj(x),
tκ′j(x)ξ).

Let ψj ∈ C∞(Uj) be such that
∑J

j=1 ψj = 1. If a is a function on T ∗Γ, we can write it in the

form a =
∑J

j=1 aj , where aj = aψj . Define the function aj ◦ K
−1
j on T ∗Ũj by

(aj ◦ K
−1
j )(y, η) = aj(K

−1
j (y, η)).

Then we define the operators Oph(aj ◦ K
−1
j ) as in the begining of the section. We now define

Oph(a) in terms of these operators as follows

Oph(a)f =

J∑

j=1

J∑

ℓ=1

Oph(ψja)ψℓf =

J∑

j=1

J∑

ℓ=1

(
Oph(aj ◦ K

−1
j )((ψℓf) ◦ κ

−1
ℓ )

)
◦ κj .

We will say that a ∈ Sk(Γ) if aj ◦ K
−1
j ∈ Sk for all j. Similarly, we can extend the other classes

of symbols on T ∗
R
d−1 above to symbols on T ∗Γ. It is then clear that the above propositions

extend to h−ΨDOs on Γ with the spaces L2 and Hk
h replaced by L2(Γ) and Hk

h(Γ), respectively.
To simplify the notations in the formulas that follow, we will omit the diffeomorphisms and will

identify T ∗Uj with T ∗Ũj.

3. A priori estimates

In this section we will prove a priori estimates for the solution to the equation

(3.1)

{
(h2∇c(x)∇ + zn(x))u = hv in Ω,

u = 0 on Γ,

where c, n ∈ L∞(Ω) are real-valued functions satisfying c(x) ≥ b0, n(x) ≥ b0 for some constant
b0 > 0, 0 < h≪ 1 is a semiclassical parameter and z ∈ Z+ ∪ Z−, where

Z± = {z ∈ C : |z| = 1, ±Re z ≥ 0}.

Set θ = |Im z| if z ∈ Z+ and θ = 1 if z ∈ Z−. We will prove the following

Theorem 3.1. Suppose that c, n ∈ C1(Ωδ) for some 0 < δ ≪ 1. Let θ ≥ h and let u ∈ H2(Ω)
satisfy equation (3.1). Then the function g = h∂νu|Γ satisfies the estimate

(3.2) ‖g‖L2(Γ) . h1/2θ−1/2‖v‖L2(Ω).

Proof. We will first prove the following

Lemma 3.2. We have the estimate

(3.3) ‖u‖H1
h
(Ω) . hθ−1‖v‖L2(Ω).
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Proof. By the Green formula we have

(3.4) 〈znu− hv, u〉L2(Ω) =
〈
−h2∇c∇u, u

〉
L2(Ω)

=

∫

Ω
c|h∇u|2.

Taking the imaginary part we get the identity

Im z
∥∥∥n1/2u

∥∥∥
2

L2(Ω)
= Im 〈hv, u〉L2(Ω) ,

which implies

(3.5) ‖u‖L2(Ω) . h|Im z|−1‖v‖L2(Ω).

Taking the real part of (3.4) we get
∫

Ω
c|h∇u|2 = Re z 〈nu, u〉L2(Ω) − Re 〈hv, u〉L2(Ω)

(3.6) ≤ (Re z + ε) 〈nu, u〉L2(Ω) +Oε(h
2)‖v‖2L2(Ω)

for every 0 < ε ≤ 1. In particular, (3.6) implies

(3.7)

∫

Ω
|h∇u|2 . ‖u‖2L2(Ω) + h2‖v‖2L2(Ω).

By (3.5) and (3.7) we obtain

(3.8) ‖u‖H1
h
(Ω) . h|Im z|−1‖v‖L2(Ω).

When |Re z| ≤ 1/2 we have |Im z| ≥ 1/2, so in this case (3.3) follows from (3.8). When
Re z ≥ 1/2 we have |Im z| = θ, so in this case (3.3) again follows from (3.8). When Re z ≤ −1/2
we have θ = 1, so in this case (3.3) follows from (3.6) with ε = 1/4. ✷

Let V ⊂ R
d be a small open domain such that V0 := V ∩ Γ 6= ∅. Let (x1, x

′) ∈ V+ := V ∩ Ω,
0 < x1 ≪ 1, x′ = (x2, ..., xd) ∈ V0, be the local normal geodesic coordinates near the boundary.
In these coordinates the principal symbol of the operator −∆ is equal to ξ21 + r(x, ξ′), where
(ξ1, ξ

′) are the dual variables to (x1, x
′), and r is a homogeneous polynomial of order two and

satisfies C1|ξ
′|2 ≤ r ≤ C2|ξ

′|2 with some constants C1, C2 > 0. Therefore, the principal symbol
of the positive Laplace-Beltrami operator on Γ is equal to r0(x

′, ξ′) = r(0, x′, ξ′).
Let V1 ⊂ V be a small open domain such that V0

1 := V1∩Γ 6= ∅. Choose a function ψ ∈ C∞
0 (V),

0 ≤ ψ ≤ 1, such that ψ = 1 on V1. Then the function u♭ := ψu satisfies the equation

(3.9)

{
(h2∇c(x)∇+ zn)u♭ = hv♭ in Ω,

u♭ = 0 on Γ,

where v♭ = ψv + h[∇c∇, ψ]u satisfies

(3.10) ‖v♭‖L2(Ω) . ‖v‖L2(Ω) + ‖u‖H1
h
(Ω).

We will now write the operator −h2∇c(x)∇ in the coordinates x = (x1, x
′). Denote Dxj

=
−ih∂xj

. We can write

(3.11) −h2∇c(x)∇ = c(x)D2
x1

+ c(x)r(x,Dx′) + hR(x,Dx),

where R is a first-order differential operator with L∞ coefficients. Denote

〈f, g〉0 =

∫
fgdx′, ‖f‖20 =

∫
|f |2dx′,
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and introduce the function

F (x1) =
∥∥∥Dx1

u♭
∥∥∥
2

0
−

〈
r(x1, ·,Dx′)u♭, u♭

〉
0
+Re z

〈
ñ(x1, ·)u

♭, u♭
〉
0
,

where ñ = c−1n ∈ C1(Ωδ). Since u
♭|x1=0 = 0, we have

(3.12) F (0) =
∥∥∥Dx1

u♭|x1=0

∥∥∥
2

0
.

On the other hand,

(3.13) F (0) = −

∫ δ

0
F ′(x1)dx1

for some constant δ > 0, where F ′ denotes the first derivative with respect to x1. We will now
bound F (0) from above. To this end we will compute F ′(x1) using that u

♭ satisfies (3.9) together
with (3.11). We have

F ′(x1) = −2Re
〈
(D2

x1
+ r − Re zñ)u♭, ∂x1

u♭
〉

0
−

〈
(r′ − Re zñ′)u♭, u♭

〉

0

= 2h−1Im
〈
(−h2∇c(x)∇ +Re zn− hR)u♭, c−1Dx1

u♭
〉
0

−
〈
(r′ − Re zñ′)u♭, u♭

〉
0

= 2Im
〈
(v♭ − ih−1Im znu♭ −Ru♭), c−1Dx1

u♭
〉
0

−
〈
(r′ − Re zñ′)u♭, u♭

〉
0
.

Hence

|F ′(x1)| . hθ−1‖v♭‖20 + θh−1
1∑

ℓ=0

‖Dℓ
x1
u♭‖20 +

∑

|α|≤1

‖Dα
xu

♭‖20.

Using this estimate together with (3.10), (3.13) and Lemma 3.2 we obtain

F (0) ≤

∫ δ

0
|F ′(x1)|dx1 . hθ−1‖v‖2L2(Ω) + (1 + θh−1)‖u‖2H1

h
(Ω)

(3.14) . (hθ−1 + h2θ−2)‖v‖2L2(Ω) . hθ−1‖v‖2L2(Ω).

Observe now that

Dx1
u♭|x1=0 = ψ0Dx1

u|x1=0, Dx′u|x1=0 = 0,

where ψ0 = ψ|x1=0 is supported in V0 and such that ψ0 = 1 on V0
1 . Therefore, by (3.12) and

(3.14),

‖ψ0Dx1
u|x1=0‖0 . h1/2θ−1/2‖v‖L2(Ω),

which clearly implies

(3.15) ‖ψ0g‖0 . h1/2θ−1/2‖v‖L2(Ω).

Since Γ is compact, there exist a finite number of smooth functions ψi, 0 ≤ ψi ≤ 1, i = 1, ..., I,

such that 1 =
∑I

i=1 ψi and (3.15) holds with ψ0 replaced by each ψi. Therefore, the estimate
(3.2) is obtained by summing up all such estimates (3.15). ✷
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4. Approximation of the Dirichlet-to-Neumann map

Given f ∈ H1(Γ) let u solve the equation

(4.1)

{
(h2∇c(x)∇ + zn(x))u = 0 in Ω,

u = f on Γ,

where c, n, h, z are as in previous section. We define the semiclassical Dirichlet-to-Neumann map

N (h, z) : H1(Γ) → L2(Γ)

by

N (h, z)f := −ih∂νu|Γ.

We would like to approximate N (h, z) by an h − ΨDO on Γ similarly to the C∞ case. To this
end, introduce the function

ρ(x′, ξ′, z) =
√

−r0(x′, ξ′) + zñ0(x′), Im ρ > 0,

where ñ0 = ñ|Γ, ñ := c−1n, and r0 is the principal symbol of the Laplace-Beltrami operator on
Γ written in the coordinates (x′, ξ′) ∈ T ∗Γ. Let η ∈ C∞(T ∗Γ) be such that η = 1 for r0 ≤ C0,
η = 0 for r0 ≥ 2C0, where C0 > 0 does not depend on h. It is easy to see (e.g. see Lemma 3.1
of [14]) that taking C0 big enough we can arrange

(4.2) C1θ
1/2 ≤ |ρ| ≤ C2, Im ρ ≥ C3|θ||ρ|

−1 ≥ C4|θ|

for (x′, ξ′) ∈ supp η, and

(4.3) |ρ| ≥ Im ρ ≥ C5|ξ
′|

for (x′, ξ′) ∈ supp (1− η) with some constants Cj > 0. In other words, supp (1− η) is contained
in the elliptic region of the boundary value problem (4.1). Our goal is to prove the following

Theorem 4.1. Let θ ≥ h2/5. Suppose that c, n ∈ C1(Ωδ) and ñ0 ∈ Cµ(Γ) with an integer µ ≥ 2.
Then for every f ∈ H1(Γ) we have the estimate

‖N (z, h)f −Oph(ρ)f‖L2(Γ) . h3/5‖f‖H1
h
(Γ)

(4.4) +hθ−5/2
(
1 + hµ/2 log(h−1)θ−d−µ

)
‖f‖H1

h
(Γ).

Suppose in addition that c ≡ 1. Then we have the better estimate

(4.5) ‖N (z, h)f −Oph(ρ+ hq)f‖L2(Γ) . hθ−5/2
(
1 + hµ/2 log(h−1)θ−d−µ

)
‖f‖H−1

h
(Γ),

where q ∈ C∞(T ∗Γ) is independent of z, h and the function n.

Proof. We will build a parametrix for the solutions of the equation (4.1). This parametrix
will not be as good as that one built in the C∞ case, but will suffice for the proof of the above
estimates. Let (x1, x

′) ∈ V+ be the local normal geodesic coordinates near the boundary. Take a
function χ ∈ C∞(T ∗Γ), 0 ≤ χ ≤ 1, such that πx′(suppχ) ⊂ V0, where πx′ : T ∗Γ → Γ denotes the
projection (x′, ξ′) → x′. Moreover, we require that either χ is of compact support or χ ∈ S0(Γ)
with suppχ ⊂ supp(1−η). We will be looking for a parametrix of the solution to equation (4.1)
in the form

ũ = φ(x1/δ)(2πh)
−d+1

∫ ∫
e

i
h
(〈y′,ξ′〉+ϕ(x,ξ′,z))a(x, ξ′, z)f(y′)dξ′dy′
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where φ ∈ C∞
0 (R), φ(t) = 1 for |t| ≤ 1/2, φ(t) = 0 for |t| ≥ 1, 0 < δ ≪ 1 being a parameter

independent of h and z. We require that ũ satisfies the boundary condition ũ = Oph(χ)f on
x1 = 0. We take a = χ(x′, ξ′). Furhtermore, we choose the phase function in the form

ϕ = −〈x′, ξ′〉+ x1ρ.

Then it is easy to see that ϕ satisfies the following eikonal equation

(4.6) (∂x1
ϕ)2 + r(x,∇x′ϕ)− zñ(x) = x1Φ,

where |Φ| is bounded as x1 → 0. By assumption, we have

ñ(x) = ñ0(x
′) + x1ñ

♯(x), ñ0 ∈ Cµ, ñ♯ ∈ L∞.

Furthermore, it is clear that the function r can be written in the form

r(x, ξ′) = 〈R(x)ξ′, ξ′〉

where R is a C∞ smooth (d− 1)× (d− 1) matrix-valued function. Hence we can write

R(x) = R0(x
′) + x1R

♯(x)

where R0 = R|x1=0 and R♯ are C∞ smooth functions. Thus we obtain

Φ = −zñ♯ + 〈R♯(x)ξ′, ξ′〉 − 2〈(R0(x
′) + x1R

♯(x))ξ′,∇x′ρ〉+ x1〈R(x)∇x′ρ,∇x′ρ〉.

Observe now that

(4.7) ∇x′ρ = (2ρ)−1 (−∇x′r0 + z∇x′ ñ0) .

Hence we can write the function Φ in the form

Φ = −zñ♯ + 〈R♯(x)ξ′, ξ′〉+ ρ−1〈(R0(x
′) + x1R

♯(x))ξ′,∇x′r0 − z∇x′ñ0〉

+x1(2ρ)
−2〈R(x)(∇x′r0 − z∇x′ñ0),∇x′r0 − z∇x′ñ0〉.

Observe now that ũ satisfies the equation

(h2∇c(x)∇ + zn(x))ũ = hṽ,

where the function ṽ is of the form

ṽ = (2πh)−d+1

∫ ∫
e

i
h
〈y′−x′,ξ′〉eix1ρ/hA(x, ξ′, h, z)f(y′)dξ′dy′

= Oph

(
eix1ρ/hA

)
f

where

A = h−1e−iϕ/h(h2∇c(x)∇+ zn(x))
(
φ(x1/δ)e

iϕ/ha
)
.

To compute the function A observe that the operator −∇c∇ can be written in the coordinates
(x1, x

′) in the form

−∇c∇ = cD2
x1

+ c 〈R(x)Dx′ ,Dx′〉+ 〈Q(x),Dx〉 ,

where Dx1
= −i∂x1

, Dx′ = −i∇x′ , Dx = −i∇x = (Dx1
,Dx′), R is the smooth matrix-valued

function as above, and Q = (Q1, ..., Qd) with scalar-valued functions Qj ∈ L∞. Denote Q̃ =
(Q2, ..., Qd). Hence we can write

−h2∇c∇ = cD2
x1

+ hQ1(x)Dx1
+ c 〈R(x)Dx′ ,Dx′〉+ h

〈
Q̃(x),Dx′

〉
,

where Dx1
= hDx1

, Dx′ = hDx′ . Therefore, the function A can be decomposed as A1 +
φ(x1/δ)A2, where

A1 = e−iϕ/h
[
ch−1D2

x1
+Q1(x)Dx1

, φ(x1/δ)
] (
eiϕ/ha

)
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= −2icδ−1φ′(x1/δ)e
−iϕ/hDx1

(
eiϕ/ha

)

−hcδ−2φ′′(x1/δ)a − ihQ1δ
−1φ′(x1/δ)a

= −2icδ−1φ′(x1/δ) (a∂x1
ϕ+Dx1

a)

−hcδ−2φ′′(x1/δ)a − ihQ1δ
−1φ′(x1/δ)a

= −2icδ−1φ′(x1/δ)χρ − hcδ−2φ′′(x1/δ)χ− ihQ1δ
−1φ′(x1/δ)χ,

and

A2 = −h−1cx1Φ− 2ic (∂x1
ϕ∂x1

a+ 〈∇x′ϕ,∇x′a〉)

+ica
(
D2

x1
+ 〈R(x)Dx′ ,Dx′〉

)
ϕ+ hc

(
D2

x1
+ 〈R(x)Dx′ ,Dx′〉

)
a

+Q1 (a∂x1
ϕ+Dx1

a) +
〈
Q̃,∇x′ϕ

〉
a+

〈
Q̃,Dx′a

〉

= −h−1cx1Φ− 2ic〈−ξ′ + x1∇x′ρ,∇x′χ〉 − icx1χ 〈R(x)∇x′ ,∇x′〉 ρ

−hc 〈R(x)∇x′ ,∇x′〉χ+Q1χρ+
〈
Q̃,−ξ′ + x1∇x′ρ

〉
χ− ih

〈
Q̃,∇x′χ

〉

= −h−1cx1Φ+A3.

In view of (4.7), the function A3 can be written in the form

A3 = 2ic〈ξ′,∇x′χ〉+ ix1ρ
−1c〈∇x′r0 − z∇x′ ñ0,∇x′χ〉

−hc 〈R(x)∇x′ ,∇x′〉χ+Q1χρ−
〈
Q̃, ξ′

〉
χ− ih

〈
Q̃,∇x′χ

〉

−x1(2ρ)
−1

〈
Q̃,∇x′r0 − z∇x′ ñ0

〉
χ− icx1χ 〈R(x)∇x′ ,∇x′〉 ρ.

The last term can also be expressed in terms of negative powers of ρ. Indeed, if 2 ≤ ℓ, j ≤ d, we
have

∂xℓ
∂xj

ρ = ∂xℓ

(
(2ρ)−1

(
−∂xj

r0 + z∂xj
ñ0

))

= (2ρ)−1
(
−∂xℓ

∂xj
r0 + z∂xℓ

∂xj
ñ0

)
+ 2−1ρ−2

(
∂xj

r0 − z∂xj
ñ0

)
∂xℓ

ρ

= (2ρ)−1
(
−∂xℓ

∂xj
r0 + z∂xℓ

∂xj
ñ0

)
− 2−2ρ−3

(
∂xj

r0 − z∂xj
ñ0

)
(∂xℓ

r0 − z∂xℓ
ñ0) .

It is easy to see from the above expressions that we have the following

Lemma 4.2. The functions Φ and A3 are of the form

(4.8) Φ = b1 + b2ρ
−1 + x1ρ

−1
(
b3 + b4ρ

−1
)
,

(4.9) A3 = b5 + hb6 + b7ρ+ x1ρ
−1

(
b8 + b9ρ

−1 + b10ρ
−2

)
,

where bj are functions on T ∗Γ independent of h, ρ and depending on x1 and z. Moreover, each
function bj is of the form

(4.10) bj =
∑

|α|≤ℓj

ωj,α(x, z)χj,α(x
′, ξ′)ξ′α,

where χj,α are either χ or derivatives of χ, ωj,α ∈ L∞ uniformly in z, and 0 ≤ ℓj ≤ 4. More
precisely, we have ℓ1 = 2, ℓ2 = ℓ3 = 3, ℓ4 = 4, ℓ5 = 1, ℓ6 = ℓ7 = 0, ℓ8 = 2, ℓ9 = 3, ℓ10 = 4.

Using this lemma we will prove the following
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Proposition 4.3. Let 0 < x1 ≤ δ. If χ is of compact support, there exists a constant C > 0
such that, given any N ≥ 0 independent of h, we have the estimate

∥∥∥
(
Oph

(
eix1ρ/hA2

)
f
)
(x1, ·)

∥∥∥
L2(Γ)

(4.11) .
(
1 + hµ/2 log(h−1)θ−d−µ

)
θ−3/2e−Cx1θ/2h‖f‖H−N

h
(Γ).

If suppχ ⊂ supp(1− η), given any 0 < ǫ < 1/2 independent of h, we have the estimate

(4.12)
∥∥∥
(
Oph

(
eix1ρ/hA2

)
f
)
(x1, ·)

∥∥∥
L2(Γ)

. h(1−3ǫ)/2x
−1/2+ǫ
1 ‖f‖H1

h
(Γ).

Proof. Clearly, χ̃j,α := χj,αξ
′α ∈ C∞(T ∗Γ) is compactly supported if so is χ, and χ̃j,α ∈

S|α|(Γ), supp χ̃j,α ⊂ supp(1 − η) if χ ∈ S0(Γ), suppχ ⊂ supp(1 − η). In view of Lemma 4.2 we
can write

Oph

(
eix1ρ/hA2

)
= −h−1x1

∑

|α|≤2

cω1,αOph

(
eix1ρ/hχ̃1,α

)

−h−1x1
∑

|α|≤3

cω2,αOph

(
eix1ρ/hρ−1χ̃2,α

)

−h−1x21
∑

|α|≤3

cω3,αOph

(
eix1ρ/hρ−1χ̃3,α

)

−h−1x21
∑

|α|≤4

cω4,αOph

(
eix1ρ/hρ−2χ̃4,α

)

+
∑

|α|≤1

ω5,αOph

(
eix1ρ/hχ̃5,α

)
+ hω6,0Oph

(
eix1ρ/hχ̃6,0

)
+ ω7,0Oph

(
eix1ρ/hρχ̃7,0

)

+x1
∑

|α|≤2

ω8,αOph

(
eix1ρ/hρ−1χ̃8,α

)

+x1
∑

|α|≤3

ω9,αOph

(
eix1ρ/hρ−2χ̃9,α

)

+x1
∑

|α|≤4

ω10,αOph

(
eix1ρ/hρ−3χ̃10,α

)
.

Hence

∥∥∥Oph

(
eix1ρ/hA2

)
f
∥∥∥ .

2∑

ℓ=1

ℓ∑

k=ℓ−1

h−1xℓ1
∑

|α|≤k+2

∥∥∥Oph

(
eix1ρ/hρ−kχ̃j(k,ℓ),α

)
f
∥∥∥

+
∑

|α|≤1

∥∥∥Oph

(
eix1ρ/hχ̃5,α

)
f
∥∥∥+ h

∥∥∥Oph

(
eix1ρ/hχ̃6,0

)
f
∥∥∥+

∥∥∥Oph

(
eix1ρ/hρχ̃7,0

)
f
∥∥∥

+x1

3∑

k=1

∑

|α|≤k+1

∥∥∥Oph

(
eix1ρ/hρ−kχ̃7+k,α

)
f
∥∥∥ .

It is easy to see now that the proposition follows from
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Proposition 4.4. Let k ≥ 0 be an integer or k = −1 and let ℓ ≥ 0. If χ̃ ∈ C∞(T ∗Γ) is of
compact support, there exists a constant C > 0 such that, given any N ≥ 0 independent of h,
we have the bound ∥∥∥Oph

(
eix1ρ/hρ−kχ̃

)∥∥∥
H−N

h
(Γ)→L2(Γ)

(4.13) . x−ℓ
1 hℓθ−ℓ−k̃/2

(
1 + hµ/2 log(h−1)θ−d−µ

)
e−Cx1θ/2h,

where k̃ = 0 if k = −1 and k̃ = k if k ≥ 0. If χ̃ ∈ Sp(Γ), supp χ̃ ⊂ supp(1 − η), we have the
bound

(4.14)
∥∥∥Oph

(
eix1ρ/hρ−kχ̃

)∥∥∥
H1

h
(Γ)→L2(Γ)

. hℓx−ℓ
1 ,

provided p < k + ℓ+ 1.

Proof. We will first prove the following

Lemma 4.5. Let k and k̃ be as in Proposition 4.4. Then, there exists a constant C > 0 such
that we have the bounds

(4.15)
∣∣∣∂αξ′∂

β
x′

(
eix1ρ/hρ−k

)∣∣∣ ≤ Cαθ
−k̃/2−|α|−|β|e−Cx1θ/h on supp η,

(4.16)
∣∣∣∂αξ′

(
eix1ρ/hρ−k

)∣∣∣ ≤ Cα|ξ
′|−k−|α|e−Cx1|ξ′|/h on supp(1− η),

for all multi-indices α and β such that |β| ≤ µ.

Proof. It follows from Lemma 3.2 of [14] that, if k ≥ 1 is an integer or k = −1, we have the
bounds

(4.17)
∣∣∣∂αξ′∂

β
x′(ρ

−k)
∣∣∣ ≤

{
Cα|ρ|

−k−2|α|−2|β| on supp η,

Cα|ρ|−k−|α| on supp(1− η),

for all multi-indices α and β such that |β| ≤ µ. By (4.17) together with (4.2) and (4.3) we get
that the function ρ−k, k ≥ 1 being integer, satisfies the bounds

(4.18)
∣∣∣∂αξ′∂

β
x′(ρ

−k)
∣∣∣ ≤

{
Cαθ

−k/2−|α|−|β| on supp η,

Cα|ξ
′|−k−|α| on supp(1− η),

while the function ρ satisfies

(4.19)
∣∣∣∂αξ′∂

β
x′ρ

∣∣∣ ≤
{
Cα|ρ|

1−2|α|−2|β| on supp η,

Cα|ξ
′|1−|α| on supp(1− η),

for all multi-indices α and β such that |β| ≤ µ. Clearly, the bounds (4.18) hold with k = −1,
provided |α|+ |β| ≥ 1. Therefore, to prove the lemma it suffices to prove the bounds (4.15) and
(4.16) with k = 0. This in turn follows from Lemma 4.2 of [17], but we will sketch the proof
here for the sake of completeness.

Let us see that the functions

cα,β = e−ix1ρ/h∂αξ′∂
β
x′

(
eix1ρ/h

)
, |α|+ |β| ≥ 1, |β| ≤ µ,

satisfy the bounds

(4.20)
∣∣∣∂α′

ξ′ ∂
β′

x′ cα,β

∣∣∣ .
|α|+|β|+|α′|+|β′|∑

j=1

(
x1
h|ρ|

)j

|ρ|−2(|α|+|β|+|α′|+|β′|−j)
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on supp η, and

(4.21)
∣∣∣∂α

′

ξ′ ∂
β′

x′ cα,β

∣∣∣ .
|α|+|β|+|α′|+|β′|∑

j=1

(x1
h

)j
|ξ′|−(|α|+|α′|−j)

on supp(1 − η), for all multi-indices α′ and β′ such that |β| + |β′| ≤ µ. We will proceed by
induction in |α|+ |β|. Let α1 and β1 be multi-indices such that |α1|+ |β1| = 1 and observe that

cα+α1,β+β1
= ∂α1

ξ′ ∂
β1

x′ cα,β + ix1h
−1cα,β∂

α1

ξ′ ∂
β1

x′ ρ.

More generally, we have

(4.22) ∂α
′

ξ′ ∂
β′

x′ cα+α1,β+β1
= ∂α1+α′

ξ′ ∂β1+β′

x′ cα,β + ix1h
−1∂α

′

ξ′ ∂
β′

x′

(
cα,β∂

α1

ξ′ ∂
β1

x′ ρ
)
.

By (4.19) and (4.22), it is easy to see that if (4.20) and (4.21) hold for cα,β , they hold for
cα+α1,β+β1

as well.
Using (4.20) together with (4.2) we obtain

∣∣∣eix1ρ/hcα,β

∣∣∣ .
|α|+|β|∑

j=1

(
x1
h|ρ|

)j

|ρ|−2(|α|+|β|−j)e−2Cθx1(h|ρ|)−1

.

|α|+|β|∑

j=1

θ−j|ρ|−2(|α|+|β|−j)e−Cx1θ/h . θ−|α|−|β|e−Cx1θ/h.

Similarly, by (4.21) we obtain

∣∣∣eix1ρ/hcα,β

∣∣∣ .
|α|+|β|∑

j=1

(x1
h

)j
|ξ′|−|α|+je−2Cx1|ξ′|/h . |ξ′|−|α|e−Cx1|ξ′|/h.

✷

In view of the inequality

e−Cx1θ/2h . x−ℓ
1 hℓθ−ℓ,

the bound (4.13) follows from Proposition 2.4 and (4.15). Since

e−Cx1|ξ′|/h . hℓx−ℓ
1 |ξ′|−ℓ,

the bound (4.14) follows from Proposition 2.3 and (4.16). ✷

Since the function A1 is supported in δ/2 ≤ x1 ≤ δ, the next lemma is an immediate conse-
quence of Lemma 4.5 with k = −1.

Lemma 4.6. For every m ≥ 0 we have the estimates

(4.23)
∣∣∣∂αξ′

(
eix1ρ/hA1

)∣∣∣ ≤
{
Cα,mh

mθ−m−|α| on supp η,

Cα,mh
m|ξ′|−m−|α| on supp(1− η),

for all multi-indices α with constants Cα,m > 0 independent of x1, θ, z and h.

This lemma together with Proposition 2.3 imply the following

Proposition 4.7. Given any N ≥ 0 independent of h, we have the estimate

(4.24)
∥∥∥
(
Oph

(
eix1ρ/hA1

)
f
)
(x1, ·)

∥∥∥
L2(Γ)

. h‖f‖H−N
h

(Γ).
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Let u satisfy equation (4.1) with u|Γ = Oph(χ)f . Then u− ũ satisfies equation (3.1) with v
replaced by ṽ. Therefore, taking into account that

−ih∂ν ũ|x1=0 = Oph(ρχ)f,

by (3.2) we get the estimate

(4.25) ‖N (z, h)Oph(χ)f −Oph(ρχ)f‖L2(Γ) . h1/2θ−1/2‖ṽ‖L2(Ω).

On the other hand, Propositions 4.3 and 4.7 imply the following

Lemma 4.8. If χ is of compact support, given any N ≥ 0 independent of h, we have the estimate

(4.26) ‖ṽ‖L2(Ω) . h1/2θ−2
(
1 + hµ/2 log(h−1)θ−d−µ

)
‖f‖H−N

h
(Γ).

If suppχ ⊂ supp(1− η), given any 0 < ǫ < 1/2 independent of h, we have the estimate

(4.27) ‖ṽ‖L2(Ω) . h(1−3ǫ)/2‖f‖H1
h
(Γ).

Proof. Clearly,

‖ṽ‖2L2(Ω) .

∫ δ

δ/2

∥∥∥Oph

(
eix1ρ/hA1

)
f
∥∥∥
2

L2(Γ)
dx1 +

∫ δ

0

∥∥∥Oph

(
eix1ρ/hA2

)
f
∥∥∥
2

L2(Γ)
dx1.

Therefore, if χ is of compact support, by (4.11) and (4.24), we get

‖ṽ‖2L2(Ω) . h‖f‖2
H−N

h
(Γ)

∫ δ

δ/2
dx1

+θ−3
(
1 + hµ/2 log(h−1)θ−d−µ

)2
‖f‖2

H−N
h

(Γ)

∫ δ

0
e−Cx1θ/hdx1

. hθ−4
(
1 + hµ/2 log(h−1)θ−d−µ

)2
‖f‖2

H−N
h

(Γ)

for every N ≥ 0, which clearly implies (4.26). Similarly, if suppχ ⊂ supp(1 − η), by (4.12) and
(4.24), we get

‖ṽ‖2L2(Ω) . h‖f‖2
H−N

h
(Γ)

∫ δ

δ/2
dx1 + h1−3ǫ‖f‖2H1

h
(Γ)

∫ δ

0
x−1+2ǫ
1 dx1 . h1−3ǫ‖f‖2H1

h
(Γ)

which implies (4.27). ✷

Combining (4.25) with Lemma 4.8 (with ǫ small enough) and taking into account that θ−1/2 ≤
h−1/5, we obtain the following

Lemma 4.9. If χ is of compact support, given any N ≥ 0 independent of h, we have the estimate

(4.28) ‖N (z, h)Oph(χ)f −Oph(ρχ)f‖L2(Γ) . hθ−5/2
(
1 + hµ/2 log(h−1)θ−d−µ

)
‖f‖H−N

h
(Γ).

If suppχ ⊂ supp(1− η), we have the estimate

(4.29) ‖N (z, h)Oph(χ)f −Oph(ρχ)f‖L2(Γ) . h3/5‖f‖H1
h
(Γ).

Since the function η can be written as a finite sum of functions χ for which (4.28) holds and
the function 1− η can be written as a finite sum of functions χ for which (4.29) holds, Lemma
4.9 implies the following
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Proposition 4.10. Given any N ≥ 0 independent of h, we have the estimates

(4.30) ‖N (z, h)Oph(η)f −Oph(ρη)f‖L2(Γ) . hθ−5/2
(
1 + hµ/2 log(h−1)θ−d−µ

)
‖f‖H−N

h
(Γ).

and

(4.31) ‖N (z, h)Oph(1− η)f −Oph(ρ(1 − η))f‖L2(Γ) . h3/5‖f‖H1
h
(Γ).

Clearly, the estimate (4.4) follows from (4.30) and (4.31). To prove the estimate (4.5) we need
to improve (4.31), only, assuming that c ≡ 1. To this end, we have to build a better parametrix
in the elliptic region in this case. This will be carried out in the next section.

5. Improved parametrix in the elliptic region

Our goal in this section is to prove the following

Proposition 5.1. Suppose that c ≡ 1 and n ∈ C1(Ωδ), n|Γ ∈ C2(Γ). Then we have the estimate

(5.1) ‖N (z, h)Oph(1− η)f −Oph(ρ(1− η) + hq)f‖L2(Γ) . h‖f‖H−1

h
(Γ),

where q ∈ S0(Γ) is independent of z, h and the function n.

Then the estimate (4.5) would follow from (4.30) and (5.1). To prove (5.1) we will improve
our parametrix when χ ∈ S0(Γ) with suppχ ⊂ supp(1 − η). To this end, we choose the phase
function in the form

ϕ = −〈x′, ξ′〉+ x1ρ+ x21ϕ2 + x31ϕ3,

where the functions ϕ2, ϕ3 ∈ S1(Γ) do not depend on x1, z and h, and will be choosen in such
a way that the eikonal equation (4.6) is satisfied with Φ = O

(
1 + x21|ξ

′|2
)
. Furthermore, we

choose the amplitude in the form

a = a0 + x1a1 + x21a2,

where a0 = χ, a1 = a1,0 + ha1,1 with functions a1,0, a2 ∈ S0(Γ), a1,1 ∈ S−1(Γ) independent of
x1 and h, and will be choosen in such a way that A3 = O

(
x21|ξ

′|+ hx1
)
. To find ϕ2 and ϕ3,

observe that the function Φ with the new phase can be written in the form

Φ = 2ρ(2ϕ2 + 3x1ϕ3) + x1(2ϕ2 + 3x1ϕ3)
2 − zn♯

−2〈R0(x
′)ξ′,∇x′(ρ+ x1ϕ2 + x21ϕ3)〉

+x1〈R0(x
′)∇x′(ρ+ x1ϕ2 + x21ϕ3),∇x′(ρ+ x1ϕ2 + x21ϕ3)〉

+〈R♯(x)ξ′, ξ′〉 − 2x1〈R
♯(x)ξ′,∇x′(ρ+ x1ϕ2 + x21ϕ3)〉

+x21〈R
♯(x)∇x′(ρ+ x1ϕ2 + x21ϕ3),∇x′(ρ+ x1ϕ2 + x21ϕ3)〉.

We need now the following

Lemma 5.2. On supp(1− η) we have the bounds

(5.2)
∣∣∣∂αξ′∂

β
x′

(
ρ− ir

1/2
0

)∣∣∣ ≤ Cα|ξ
′|−1−|α|,

(5.3)
∣∣∣∂αξ′

(
ρ−1 + ir

−1/2
0

)∣∣∣ ≤ Cα|ξ
′|−3−|α|,

(5.4)
∣∣∣∂αξ′

(
∇x′ρ− i2−1r

−1/2
0 ∇x′r0

)∣∣∣ ≤ Cα|ξ
′|−1−|α|,

for all multi-indices α and β such that |β| ≤ 2.
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Proof. The bound (5.2) with β = 0 follows from the identity

ρ− ir
1/2
0 =

zn0

ρ+ ir
1/2
0

together with (4.19) and the fact that |ρ+ ir
1/2
0 | ≥ Cr

1/2
0 , C > 0, on supp(1−η). Since n0 ∈ C2,

we can differentiate the above identity with respect to x′ to get (5.2) with 1 ≤ |β| ≤ 2 in the
same way. Furthermore, since

ρ−1 + ir
−1/2
0 = iρ−1r

−1/2
0

(
ρ− ir

1/2
0

)
,

the bound (5.3) follows from (5.2) and (4.18). Finally, the bound (5.4) follows from the identity
(4.7) together with the bounds (5.3) and (4.18). ✷

Write the function R♯ as

R♯(x) = R♯
0(x

′) + x1R
♯
1(x

′) + x21R
♭(x),

where R♯
0, R

♯
1, R

♭ are smooth functions. Then the function Φ can be written in the form

Φ = Φ0 + x1Φ1 +O
(
1 + x21|ξ

′|2
)
,

where
Φ0 = 4ir

1/2
0 ϕ2 − ir

−1/2
0 〈R0(x

′)ξ′,∇x′r0〉+ 〈R♯
0(x

′)ξ′, ξ′〉,

Φ1 = 6ir
1/2
0 ϕ3 + 4ϕ2

2 − 2〈R0(x
′)ξ′,∇x′ϕ2〉+ 〈R♯

1(x
′)ξ′, ξ′〉

−(4r0)
−1〈R0(x

′)∇x′r0,∇x′r0〉 − ir
−1/2
0 〈R♯

0(x
′)ξ′,∇x′r0〉.

We now choose the function ϕ2 so that Φ0 = 0 and the function ϕ3 so that Φ1 = 0. Clearly, the
functions ϕ2 and ϕ3 are smooth and satisfy the estimates

(5.5)
∣∣∣∂αξ′∂

β
x′ϕj

∣∣∣ ≤ Cα,β|ξ
′|1−|α|, j = 2, 3,

on suppχ, for all multi-indices α and β. It is easy to see that (5.5) together with Lemma 5.2
imply the following

Lemma 5.3. For 0 < x1 ≤ δ, we have the bounds

(5.6)
∣∣∂αξ′Φ

∣∣ ≤ Cα

(
1 + x21|ξ

′|2
)
|ξ′|−|α|

for all multi-indices α with constants Cα > 0 independent of x1, z and h.

To find the functions a1 and a2, observe that in this case the function A3 is of the form

A3 = −2i(ρ+ 2x1ϕ2 + 3x21ϕ3)(a1 + 2x1a2)

−2i〈−ξ′ + x1∇x′(ρ+ x1ϕ2 + x21ϕ3),∇x′(χ+ x1a1 + x21a2)〉

−2i(χ+ x1a1 + x21a2)(ϕ2 + x1ϕ3)

−ix1(χ+ x1a1 + x21a2) 〈R(x)∇x′ ,∇x′〉 (ρ+ x1ϕ2 + x21ϕ3)

−h 〈R(x)∇x′ ,∇x′〉 (χ+ x1a1 + x21a2)

+Q1(χ+ x1a1 + x21a2)(ρ+ 2x1ϕ2 + 3x21ϕ3)

+
〈
Q̃,−ξ′ + x1∇x′(ρ+ x1ϕ2)

〉
(χ+ x1a1 + x21a2)

−ih
〈
Q̃,∇x′(χ+ x1a1 + x21a2)

〉
.

Since c ≡ 1, the functions Q1 and Q̃ are smooth, so we can write them in the form

Q1(x) = Q1,0(x
′) + x1Q1,1(x

′) + x21Q
♭
1(x),
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Q̃(x) = Q̃0(x
′) + x1Q̃1(x

′) + x21Q̃
♭(x),

where all functions are smooth. Hence we can write the function A3 in the form

A3 = A3,0 + x1A3,1 +O
(
x21|ξ

′|+ hx1
)
,

where

A3,0 = 2r
1/2
0 a1 + 2i〈ξ′,∇x′χ〉 − 2iχϕ2 + iQ1χr

1/2
0 −

〈
Q̃, ξ′

〉
χ

−h
〈
R0(x

′)∇x′ ,∇x′

〉
χ− ih

〈
Q̃,∇x′χ

〉
,

A3,1 = 4r
1/2
0 a2 − 4ia1ϕ2 + 2i〈ξ′,∇x′a1,0〉+ r

−1/2
0 〈∇x′r0,∇x′χ〉

−2iχϕ3 − 2ia1ϕ2 + χ
〈
R0(x

′)∇x′ ,∇x′

〉
r
1/2
0

+2χQ1,0(x
′)ϕ2 + iQ1,0(x

′)r
1/2
0 a1,0 + iχQ1,1(x

′)r
1/2
0

−χ
〈
Q̃1(x

′), ξ′
〉
−

〈
Q̃0(x

′), ξ′
〉
a1,0 + i2−1r

−1/2
0

〈
Q̃0(x

′),∇x′r0

〉
χ.

We now choose the function a1 so that A3,0 = 0 and the function a2 so that A3,1 = 0. We get

a1,0 = −ir
−1/2
0 〈ξ′,∇x′χ〉+ ir

−1/2
0 χϕ2 − i2−1Q1χ+ 2−1r

−1/2
0

〈
Q̃, ξ′

〉
χ ∈ S0(Γ),

a1,1 = 2−1r
−1/2
0

〈
R0(x

′)∇x′ ,∇x′

〉
χ+ i2−1r

−1/2
0

〈
Q̃,∇x′χ

〉
∈ S−1(Γ).

The next lemma follows easily from (5.5) and Lemma 5.2.

Lemma 5.4. For 0 < x1 ≤ δ, we have the bounds

(5.7)
∣∣∂αξ′A3

∣∣ ≤ Cα

(
hx1 + x21|ξ

′|
)
|ξ′|−|α|

for all multi-indices α with constants Cα > 0 independent of x1, z and h.

Set

ρ̃ = ρ+ x1ϕ2 + x21ϕ3 = ρ+O(x1|ξ
′|).

Taking δ small enough we can arrange that the inequalities in (4.3) still hold with ρ replaced

by ρ̃ for all 0 < x1 ≤ δ. Therefore, the bound (4.16) (with k = 0) holds with eix1ρ/h replaced by

eix1ρ̃/h. This together with Lemmas 5.3 and 5.4 imply the following

Lemma 5.5. For 0 < x1 ≤ δ and for all 0 < ǫ < 1/2, we have the estimates

(5.8)
∣∣∣∂αξ′

(
eix1ρ̃/hA2

)∣∣∣ ≤ Cαh
5/2−ǫx

−1/2+ǫ
1 |ξ′|−3/2+ǫ−|α|

for all multi-indices α with constants Cα > 0 independent of x1, z and h.

It is easy also to see that the new function A1 satisfies the bound (4.23) (on supp(1−η)) with
eix1ρ/h replaced by eix1ρ̃/h. Hence Proposition 4.7 still holds with eix1ρ/h replaced by eix1ρ̃/h.
Therefore, in the same way as in the previous section we can deduce from Lemma 5.5 and
Proposition 2.3 that the function ṽ satisfies the estimate

(5.9) ‖ṽ‖L2(Ω) . h(5−3ǫ)/2‖f‖H−1

h
(Γ).

We also have

−ih∂ν ũ|x1=0 = Oph(ρχ− iha1)f = Oph(ρχ− iha1,0)f − ih2Oph(a1,1)f

and the operator Oph(a1,1) : H
−1
h (Γ) → L2(Γ) is uniformly bounded. Therefore, Proposition 5.1

follows from (3.2) and (5.9).
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6. Proof of Theorem 1.1

We have to show that if λ ∈ C belongs to the eigenvalue-free regions in Theorem 1.1, then
the solution (u1, u2) of the equation (1.1) is identically zero. Clearly, it suffices to show that the
function f = u1|Γ = u2|Γ is identically zero. We may suppose that |λ| ≫ 1. Set h = |λ|−1 ≪ 1
and z = (hλ)2. Clearly, z ∈ Z+ if Reλ ≥ |Imλ| and z ∈ Z− if |Imλ| ≥ Reλ, where Z+ and
Z− are as in Section 3. Set θ = |Im z| if z ∈ Z+ and θ = 1 if z ∈ Z−. In order to simplify the
notations, in what follows the restrictions of the functions cj , nj, ñj , j = 1, 2, on Γ will be again
denoted by cj , nj, ñj , respectively. By assumption, we have that they belong to Cµ(Γ). Define
the functions ρj, j = 1, 2, by replacing in the definition of ρ the function ñ by ñj. Denote by
Nj, j = 1, 2, the Dirichlet-to-Neumann map introduced in Section 4 associated to (cj , nj), and
set

T (z, h) = c1N1(z, h) − c2N2(z, h).

If λ is a transmission eigenvalue, then Tf = 0 on Γ. By Theorem 4.1 we get

‖Oph(c1ρ1 − c2ρ2)f‖L2(Γ) . h3/5‖f‖Hk
h
(Γ)

(6.1) +hθ−5/2
(
1 + hµ/2 log(h−1)θ−d−µ

)
‖f‖Hk

h
(Γ)

provided θ ≥ h2/5, where k = 1 in the anisotropic case and k = −1 in the isotropic case. Set

a1 = (r0 + 1)−1/2(c1ρ1 + c2ρ2), a2 = c1ρ1 − c2ρ2.

We will prove now the following

Proposition 6.1. Suppose that θ satisfes the condition

(6.2) hµ/2 log(h−1)θ1/2−d−µ ≤ 1.

Then we have the bounds

(6.3) ‖Oph(a1)‖L2(Γ)→L2(Γ) . 1,

(6.4) ‖Oph(a1)Oph(a2)−Oph(a1a2)‖Hk
h
(Γ)→L2(Γ) . hθ−1 + hµ/2 log(h−1)θ1/2−d−µ.

Proof. Clearly, the functions a1 and a2 are bounded on supp η. Moreover, it follows from
(4.19) and (4.2) that they satisfy the bounds

(6.5)
∣∣∣∂αξ′∂

β
x′aj

∣∣∣ . θ1/2−|α|−|β| on supp η,

for all multi-indices α and β such that |α| + |β| ≥ 1 and |β| ≤ µ. On the other hand, since

ρj = ir
1/2
0 +O(r

−1/2
0 ) for r0 ≫ 1, we have

a1 = i(c1 + c2) +O(r−1
0 ),

a2 = i(c1 − c2)r
1/2
0 +O(r

−1/2
0 ), if k = 1,

a2 =
z(n1 − n2)

ρ1 + ρ2
= (2i)−1z(n1 − n2)r

−1/2
0 +O(r

−3/2
0 ), if k = −1.

Set b1 = i(c1 + c2) and

b2 =

{
i(c1 − c2) if k = 1,

(2i)−1z(n1 − n2) if k = −1.
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We now decompose the functions aj as follows

aj =
3∑

ℓ=1

a
(ℓ)
j ,

where a
(1)
j = ηaj , a

(3)
1 = b1(1−η) and a

(3)
2 = b2(1−η)r

k/2
0 . Then the functions a

(2)
j are supported

on supp(1− η) and a
(2)
1 = O(r−1

0 ), a
(2)
2 = O(r

k/2−1
0 ). Moreover, they satisfy the bounds

(6.6)
∣∣∣∂αξ′∂

β
x′a

(2)
1

∣∣∣ . 〈ξ′〉−2−|α|,

(6.7)
∣∣∣∂αξ′∂

β
x′a

(2)
2

∣∣∣ . 〈ξ′〉k−2−|α|,

for all multi-indices α and β such that |β| ≤ µ. These bounds follow from the fact that (5.2)
holds for all β such that |β| ≤ µ, which in turn can be easily proved by induction in µ.

We can write

Oph(a1)Oph(a2)−Oph(a1a2) =

3∑

ℓ1=1

3∑

ℓ2=1

(
Oph(a

(ℓ1)
1 )Oph(a

(ℓ2)
2 )−Oph(a

(ℓ1)
1 a

(ℓ2)
2 )

)

=
2∑

ℓ1=1

2∑

ℓ2=1

(
Oph(a

(ℓ1)
1 )Oph(a

(ℓ2)
2 )−Oph(a

(ℓ1)
1 a

(ℓ2)
2 )

)

+b1

2∑

ℓ2=1

(
Oph((1− η))Oph(a

(ℓ2)
2 )−Oph((1− η)a

(ℓ2)
2 )

)

+b2

2∑

ℓ1=1

(
Oph(a

(ℓ1)
1 )Oph((1 − η)r

k/2
0 )−Oph(a

(ℓ1)
1 (1 − η)r

k/2
0 )

)

+

2∑

ℓ1=1

[
Oph(a

(ℓ1)
1 ), b2

]
Oph((1 − η)r

k/2
0 )

+b1 [Oph(1− η), b2] Oph((1− η)r
k/2
0 )

+b1b2

(
Oph(1− η)Oph((1− η)r

k/2
0 )−Oph((1− η)2r

k/2
0 )

)
.

Now we apply Proposition 2.6 to the operators in the double sum in the right-hand side, Propo-
sition 2.5 to the operators in the next two sums and Proposition 2.2 to the operator in the last
term. Furthermore, the operator

Oph((1− η)r
k/2
0 ) : Hk

h(Γ) → L2(Γ)

is bounded, while the norm of the commutators
[
Oph(a

(ℓ1)
1 ), b2

]
: L2(Γ) → L2(Γ)

can be bounded by using (2.26), and the norm of the commutator

[Oph(1− η), b2] = − [Oph(η), b2] : L
2(Γ) → L2(Γ)

can be bounded by using (2.22). Thus, taking into account the bounds (6.5), (6.6) and (6.7),
we arrive at (6.4). The bound (6.3) follows similarly from Propositions 2.1 and 2.4. ✷
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Combining Proposition 6.1 with the estimate (6.1) we get

(6.8) ‖Oph(a1a2)f‖L2(Γ) . h3/5‖f‖Hk
h
(Γ) + E1(h, θ)‖f‖Hk

h
(Γ)

provided θ ≥ h2/5 and θ satisfies (6.2), where

E1 = hθ−5/2
(
1 + hµ/2 log(h−1)θ−d−µ

)
+ hµ/2 log(h−1)θ1/2−d−µ.

Set

θ1(h) =





(
hµ/2 log(h−1)

)1/(d+µ−1/2)
if µ ≤ 2d− 1,

(
hµ/2+1 log(h−1)

)1/(d+µ+5/2)
if 2d− 1 < µ ≤ 4d,

h2/5 if µ > 4d.

It is easy to check that θ ≫ θ1 implies E1 ≪ 1 and θ ≥ h2/5 satisfies (6.2). We would like to
show that for such θ and h small enough the estimate (6.8) implies f ≡ 0 in the isotropic case.
To do so, we will use the identity

(6.9) (c1ρ1 + c2ρ2)(c1ρ1 − c2ρ2) = c21ρ
2
1 − c22ρ

2
2 = −(c21 − c22)r0 + z(c1n1 − c2n2).

So, in the isotropic case (6.9) gives

Oph(a1a2) = z(n1 − n2)Oph

(
(r0 + 1)−1/2

)
.

Recall that in this case we have |n1 − n2| ≥ c with some constant c > 0 by assumption. Since
∥∥∥Oph

(
(r0 + 1)−1/2

)
f
∥∥∥
L2(Γ)

∼ ‖f‖H−1

h
(Γ),

the estimate (6.8) implies

(6.10) ‖f‖H−1

h
(Γ) . h3/5‖f‖H−1

h
(Γ) + E1‖f‖H−1

h
(Γ).

Taking h and E1 small enough we deduce from (6.10) that ‖f‖H−1

h
(Γ) = 0, and hence f ≡ 0, as

desired. Hence the region θ ≫ θ1 is an eigenvalue-free region. It is easy to see that this region
corresponds to (1.12) on the λ plane.

Consider now the anisotropic case. Then the function

m =
c1n1 − c2n2
c21 − c22

is strictly negative under the condition (1.6) and strictly positive under the condition (1.8).
Moreover, we have m ∈ Cµ(Γ). Set

A1 = (r0 + 1)(r0 − zm)−1, A2 = (r0 + 1)−1/2(r0 − zm).

Let τ = |Im z| if z ∈ Z− and τ = 1 if z ∈ Z+. We need now the following

Proposition 6.2. Suppose the condition (1.8) fulfilled. Suppose also that θ satisfes the condition

(6.11) hµ/2 log(h−1)θ−d−µ ≤ 1.

Then we have the bounds

(6.12) ‖Oph(A1)‖L2(Γ)→L2(Γ) . θ−1,

(6.13) ‖Oph(A1)Oph(A2)−Oph(A1A2)‖H1
h
(Γ)→L2(Γ) . hθ−2 + hµ/2 log(h−1)θ−d−µ−1.

Suppose the condition (1.6) fulfilled. Suppose also that τ ≥ h1/2 satisfes the condition

(6.14) hµ/2 log(h−1)τ−d−µ ≤ 1.
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Then we have the bounds

(6.15) ‖Oph(A1)‖L2(Γ)→L2(Γ) . τ−1,

(6.16) ‖Oph(A1)Oph(A2)−Oph(A1A2)‖H1
h
(Γ)→L2(Γ) . hτ−2 + hµ/2 log(h−1)τ−d−µ−1.

Proof. Clearly, the function A2 satisfies the bounds

(6.17)
∣∣∣∂αξ′∂

β
x′A2

∣∣∣ . 〈ξ′〉1−|α|,

for all multi-indices α and β such that |β| ≤ µ. We would like to find similar bounds for
the derivatives of A1. To this end, observe that we can arrange |r0 − zm| ≥ Cr0, C > 0, on
supp(1− η), provided the constant C0 in the definition of η is taken large enough (what we can
do without loss of generality). The function A1 satisfies the following

Lemma 6.3. If mRe z ≥ 0 we have the bounds

(6.18)
∣∣∣∂αξ′∂

β
x′A1

∣∣∣ .
{

|Im z|−1−|α|−|β| on supp η,

|ξ′|−|α| on supp(1− η),

for all multi-indices α and β such that |β| ≤ µ. If mRe z ≤ 0 the bounds (6.18) hold with |Im z|
replaced by 1.

Proof. We have
|r0 − zm| ≥ C(r0 + 1),

if mRe z ≤ 0, and
|r0 − zm| ≥ C|Im z| on supp η,

|r0 − zm| ≥ C|ξ′|2 on supp(1− η),

if mRe z ≥ 0, where C > 0 is a constant. The bounds (6.18) can be easily derived from the
above inequalities by induction in |α|+ |β|. ✷

Decompose the functions Aj as follows

Aj =

3∑

ℓ=1

A
(ℓ)
j ,

where A
(1)
j = ηAj , A

(3)
1 = (1− η) and A

(3)
2 = (1− η)r

1/2
0 . Then the functions A

(2)
j are supported

on supp(1− η) and A
(2)
1 = O(r−1

0 ), A
(2)
2 = O(r

−1/2
0 ). Moreover, it follows from Lemma 6.3 that

they satisfy the bounds

(6.19)
∣∣∣∂αξ′∂

β
x′A

(2)
1

∣∣∣ . 〈ξ′〉−2−|α|,

(6.20)
∣∣∣∂αξ′∂

β
x′A

(2)
2

∣∣∣ . 〈ξ′〉−1−|α|,

for all multi-indices α and β such that |β| ≤ µ. We can write

Oph(A1)Oph(A2)−Oph(A1A2) =

3∑

ℓ1=1

3∑

ℓ2=1

(
Oph(A

(ℓ1)
1 )Oph(A

(ℓ2)
2 )−Oph(A

(ℓ1)
1 A

(ℓ2)
2 )

)

=

2∑

ℓ1=1

2∑

ℓ2=1

(
Oph(A

(ℓ1)
1 )Oph(A

(ℓ2)
2 )−Oph(A

(ℓ1)
1 A

(ℓ2)
2 )

)
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+
2∑

ℓ2=1

(
Oph((1− η))Oph(A

(ℓ2)
2 )−Oph((1 − η)A

(ℓ2)
2 )

)

+

2∑

ℓ1=1

(
Oph(A

(ℓ1)
1 )Oph((1 − η)r

1/2
0 )−Oph(A

(ℓ1)
1 (1− η)r

1/2
0 )

)

+
(
Oph(1− η)Oph((1− η)r

1/2
0 )−Oph((1− η)2r

1/2
0 )

)
.

Now we apply Proposition 2.6 to the operators in the double sum in the right-hand side, Propo-
sition 2.5 to the operators in the next two sums and Proposition 2.2 to the operator in the last
term. Thus, taking into account the bounds (6.17) and (6.18), we arrive at (6.13) and (6.16).
The bounds (6.12) and (6.15) follow from Propositions 2.1 and 2.4. ✷

In view of (6.9) we have A2 = −(c21−c
2
2)a1a2. By assumption, |c21−c

2
2| ≥ c > 0, so Proposition

6.2 together with the estimate (6.8) imply

(6.21) ‖Oph(A1A2)f‖L2(Γ) . h1/5‖f‖H1
h
(Γ) + E(h, θ, τ)‖f‖H1

h
(Γ)

provided θ ≥ h2/5, θ satisfies (6.2) and (6.11), and τ ≥ h1/2, τ satisfies (6.14), where E = E2 if
(1.8) holds, E = E1 if (1.6) holds and z ∈ Z+, and E = E3 if (1.6) holds and z ∈ Z−, where

E2 = hθ−7/2 + hµ/2 log(h−1)θ−d−µ−1,

E3 = hτ−2 + hµ/2 log(h−1)τ−d−µ−1.

Set

θ2(h) =

{ (
hµ/2 log(h−1)

)1/(d+µ+1)
if µ ≤ 4

3(d+ 1),

h2/7 if µ > 4
3 (d+ 1),

and

τ3(h) =
(
hµ/2 log(h−1)

)1/(d+µ+1)
.

It is easy to check that θ ≫ θ2 implies E2 ≪ 1 and θ ≥ h2/7 satisfies (6.2) and (6.11). Similarly,

τ ≫ τ3 implies E3 ≪ 1 and τ ≥ h1/2 satisfies (6.14). Since A1A2 = (r0 + 1)1/2 and

∥∥∥Oph

(
(r0 + 1)1/2

)
f
∥∥∥
L2(Γ)

∼ ‖f‖H1
h
(Γ),

the estimate (6.21) implies

(6.22) ‖f‖H1
h
(Γ) . h1/5‖f‖H1

h
(Γ) + E‖f‖H1

h
(Γ).

Taking h and E small enough we deduce from (6.22) that ‖f‖H1
h
(Γ) = 0, and hence f ≡ 0, as

desired. In other words, the regions θ ≫ θ2 when (1.8) holds, and θ ≫ θ1 and τ ≫ τ3 when (1.6)
holds are eigenvalue-free regions. It is easy to see that these regions correspond to eigenvalue-free
regions in Theorem 1.1 on the λ plane.
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