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Fig. 1. Given an input uplift field, we automatically generate the large-scale terrain elevation by simulating stream power erosion using a parallel drainage area algorithm inlined in the simulation. The user may define the uplift field, providing ridge and river networks, or using inverse procedural modeling by computing the uplift from an input digital elevation model.

Large-scale terrains are essential in the definition of virtual worlds. Given the diversity of landforms and the geomorphological complexity, there is a need for authoring techniques offering hydrological consistency without sacrificing user control. In this paper, we bridge the gap between large-scale erosion simulation and authoring into an efficient framework. We set aside modeling in the elevation domain in favour of the uplift domain, and compute emerging reliefs by simulating the stream power erosion. Our simulation relies on a fast yet accurate approximation of drainage area and flow routing to compute the erosion interactively, which allows for incremental authoring. Our model provides landscape artists with tools for shaping mountain ranges and valleys, such as copy-and-paste operations; warping for imitating folds and faults; point and curve elevation constraints to precisely sculpt ridges or carve river networks. It also lends itself to inverse procedural modeling by reconstructing the uplift from an input digital elevation model and allows hydrologically consistent blending between terrain patches.
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INTRODUCTION
Modeling realistic and controllable large-scale terrain models is essential for creating virtual worlds. The challenge stems not only from the complexity of landforms, the variety of details forming patterns at different scales, the need for geomorphological and hydrological realism, but also from the need to control the shape and location of landforms to follow the designer’s intent.

Existing terrain generation approaches encompass a variety of methods. Procedural methods [Ebert et al. 1998] mostly rely on sum of scaled noises to algorithmically reproduce the self-similarity across scales. However, those methods do not take erosion into account and require careful editing from specialists to obtain realistic erosion landmarks. Example-based methods [Zhou et al. 2007], including learning-based approaches [Guérin et al. 2017], tackle realism by using terrain patches extracted from real-world digital elevation models, but do not manage to generate hydrologically consistent large-scale models without significantly affecting terrain landforms. Finally, surface erosion simulations [Musgrave et al. 1989] typically enhance procedurally generated terrain with sedimentary valleys and small-scale erosion landmarks such as gorges and ravines, and generate visually convincing effects as long as the initial input terrain is sufficiently realistic regarding the large-scale landmarks. Such erosion algorithms apply on a limited set of surface phenomena, that are strongly linked to restricted time and spatial scale ranges, which intrinsically prevents their usage for generating large-scale terrains.

A key observation is that landforms are emerging structures resulting from the competition between uplift and erosion. Their diversity is the consequence of complex natural phenomena, including tectonics, stratification, aeolian and hydraulic erosion, which are involved at different spatial and time scales. Modeling those natural phenomena is complex and comes at the price of computationally intensive, involved, and hard to control simulations [Cordonnier
et al. 2016, 2018]. Another crucial observation is that artists require interactive editing processes when authoring terrains, and consequently favor techniques that provide user control. Even though a vast variety of methods exist for controlling landforms – in general through the use of curves and point controllers [Gain et al. 2009; Guérin et al. 2022; Hnaidi et al. 2010], little attention has been dedicated to combining geomorphologically coherent large-scale erosion simulations with interactive editing controls.

We address these limitations by proposing a novel approach for authoring and simulating large-scale terrains. In this work, we aim at bridging the gap between erosion simulation providing realism, and interactive editing giving control. The challenge consists in supplying the user with erosion-based sculpting tools with an interactive feedback of the stream power erosion to guarantee realistic mountain ranges with hydrologically consistent drainage networks [Cordonnier et al. 2018]. Our framework tries to combine the best of both worlds by relying on the computation of the uplift to generate predictable mountain ranges, and on the elevation space by introducing control and feature curves that constrain landscape erosion.

To achieve these goals, we introduce a hierarchical uplift construction tree to control the large-scale structures. Taking inspiration from Argudo et al. [2019], we propose several novel algorithms based on orometry, i.e., the distribution and connectivity between peaks and saddles points. We propose authoring tools compatible with tectonic erosion bringing sketching, copy-and-paste sequences, inverse procedural modeling into large-scale erosion simulations, thus providing ways for the designer to define or impose the location, the orientation and the distribution of specific mountain ranges while preserving the global hydrological consistency of the final terrain (Figure 1). More precisely, our contributions are as follows: 1) We propose a model allowing to author the terrain in the elevation domain or in the uplift domain. 2) We propose an iterative approximation of the drainage area, allowing for a parallel implementation and embedding in the stream power erosion simulation, which produces a coherent drainage computation. 3) We introduce the Uplift Tree, a hierarchical vector-based construction tree taking its inspiration from the implicit models construction trees, but with the particularity that it can represent complex uplift scalar fields with asymmetric profiles or faults.

Images shown throughout the paper as well as the accompanying video depict large-scale terrains ranging from 100x100 km² to 1000x1000 km², and demonstrate that our method combines interactive authoring and geomorphologically-based erosion simulations in a unified framework.

2 RELATED WORK

A vast variety of terrain generation methods exist and can be sorted into one of the following categories: procedural generation, texture synthesis and physical erosion simulation, as classified in a recent overview [Galin et al. 2019]. Given the identified goals of control, performance, and hydrological realism, we focus this review on authoring frameworks that evidence interactive response rates.

Procedural terrain modeling relies on noise synthesis, often combined with river network carving [Ebert et al. 1998; Kelley et al. 1988; Musgrave et al. 1989], to algorithmically reproduce the self-similarity across scales. They are in general computationally efficient and lend themselves for a parallel implementation on graphics hardware. Control typically takes the form of applying noise with circular brushes [de Carpentier and Bidarra 2009] or matching curve and point constraints using warping [Gain et al. 2009], shortest path traversal [Rusnell et al. 2009], multi-frequency blending [Bradbury et al. 2014], or diffusion [Hnaidi et al. 2010]. Recently, Guérin et al. [2022] advocated gradient domain editing for terrain modeling, demonstrating the effectiveness of gradient domain for seamless blending of terrain patches, copy-and-paste operations and generation from control feature points and curves. Unfortunately, those approaches do not take erosion into account and require careful editing from specialists to obtain erosion landmarks.

Example-based methods tackle realism by combining patches extracted from real-world digital elevation models. Here, control is achieved by structure-sensitive warping to match sketched silhouettes [Tasse et al. 2014], or the use of Conditional Generative Adversarial Networks to learn a correspondence between terrains and the sketch maps corollaries [Guérin et al. 2017]. Parallel texture-based terrain synthesis [Gain et al. 2015] modifies the matching process to support style painting, region-based copy-and-paste, and curve and point manipulators. The assembly of terrain patches, even locally geomorphologically correct, is not sufficient for generating globally consistent landscapes. Recently, Scott et al. [2021] advocated the use of a breaching algorithm interlaced in multi-resolution example-based terrain synthesis to improve hydrological consistency. Although hydrologically consistent, the breaching process still produces visually artificial canyons.

Erosion simulation methods can be broadly classified in two categories: surface erosion algorithms and tectonic-based simulations. Surface erosion algorithms enhance procedurally generated terrain with sedimentary valleys and small-scale erosion landmarks such as gorges and ravines. Musgrave et al. [1989] first presented a complete hydraulic model simulating material detachment, transport and deposition between heightfield cells. A geological representation for modeling the strata of the bedrock was introduced by Roudier et al. [1993] that considers the characteristics of the different materials during the erosion process. These early approaches were improved in several ways, by computing the acceleration or deceleration of the fluid to erode the bedrock or deposit sediments [Neidhold et al. 2005], combining a shallow water simulation with hydraulic erosion [Benes 2007], or using Smoothed Particle Hydrodynamics [Kristof et al. 2009]. As fluid simulations are computationally intensive, implementations on graphics hardware were proposed to speed-up computations [Mei et al. 2007; Štava et al. 2008; Vanek et al. 2011].

Surface erosion methods perform the simulations at a limited temporal and spatial scale and then implicitly scale up the results to approximate large-scale terrains. Although intrinsically flawed (as the equations of the corresponding phenomena are not linear), those methods generate visually convincing small-scale erosion effects as long as the initial input terrain is sufficiently realistic and supplies large-scale landmarks. Specific landforms can be authored exclusively through the initial terrain, and are often damaged by the simulation.
Tectonic simulations in contrast, attempt to reproduce large-scale erosion effects by taking into account the uplift of the bedrock balanced by different types of erosion described in geology. Contrary to previously described surface erosion methods, they produce realistic large-scale mountain ranges with dendritic river networks without the need for an initial elevation. Cordonnier et al. [2018] extended work was extended [Cordonnier et al. 2018] with a geologically-coherent model taking into account folds and faults and the characteristics of the different bedrock strata from the relative movement of the tectonic plates. Although the simulation can be guided by moving the tectonic plates, controlling the generation of the small-scale features remains difficult. Moreover, large-scale erosion simulations remain computationally intensive and challenging to control, which deters them from production environments.

In contrast, our method bridges the gap between tectonic erosion and interactive authoring and provides a unified framework combining the automatic generation of large scale landforms and user-constrained peaks, ridges, valleys or other landmarks. It combines the best of both worlds, allowing the user to control the shape of landforms with painting, region-based copy-and-paste, and curve and point manipulators while relying on a coherent stream power erosion to generate realistic and hydrologically consistent dendritic mountainous landforms.

3 OVERVIEW

The elevation of the terrain results from an equilibrium between uplift and stream power erosion (also called fluvial erosion). We depart from tectonic-based computation and propose to rely on a procedurally defined construction tree to control the uplift that indirectly defines the shape and elevation of the mountain ranges. Both representations are tightly coupled, which allows to intuitively author elevations by the mean of the uplift, while enforcing altitudes using sparse constraints defined in the elevation domain. Our authoring framework rests on the foundations of a fast erosion simulation based on a incremental and parallel drainage area approximation. Figure 2 presents a synthetic overview of the workflow.

In a typical workflow, the user constructs the static uplift $u_0$ using brushes (that are combinations of skeletal primitives and operators) and the erosion simulation carves the mountain ranges. At any time, the user can modify $u_0$, prescribe elevation constraints along crest lines, or directly modify the terrain in the elevation domain. The stream power erosion simulation ensures that the resulting elevation is coherent and flows towards the borders of the map.

Erosion

The shaping of mountainous landscapes by the Stream Power law and hill slope processes (linear diffusion) has been extensively studied in geomorphology [Howard and Kerby 1983; Whipple and Tucker 1999]. The simplified governing equation can be written as:

$$\frac{\partial h}{\partial t} = u - s^n a^m + \Delta h$$ (1)

The term $u - s^n a^m$ states that the rate of change of surface topography $h$ is controlled by the balance between the uplift $u$ and the fluvial erosion, which is a function of the local slope $s$ and the drainage area $a$ that represents the amount of water flowing through a point (see Section 4.1). The constant exponents $n$ and $m$ depend on the type of terrain; geomorphology studies [Theodoratos and Kirchner 2020; Whipple and Tucker 1999] agree that only the ratio $m/n$ is relevant and should be set to $\approx 1/2$. The hillslope term $\Delta h$ smooths the terrain by elevating concavities and lowering convexities by using the Laplacian. A crucial assumption of the stream power equation is that the sediments are transported by rivers and not deposited on the simulated domain. More complex models exist that account for sediment deposition [Yuan et al. 2019] but are beyond the scope of this work.

The drainage area $a$ of a point $p$ represents the amount of water that flows through $p$ (see Figure 3). Computing $a$ is the most computationally intensive part of the stream power erosion, as it requires processing cells in descending elevation order. Our work relies on an efficient and accurate approximation of the drainage area (Section 4.2).

The uplift defines the speed at which the ground is elevating due to tectonic processes. One originality of this work is to define the uplift as a sum of two terms $u = u_0 + \dot{u}$, where $u_0$ denotes the static part and $\dot{u}$ a dynamic correction term used to prescribe precise elevations (see Section 5). Those terms play a crucial part in the shape of large-scale mountain ranges, and our framework provides different strategies to construct them.

The static term $u_0$ is defined using a hierarchical construction tree, the Uplift Tree, an efficient vector-based model for constructing and interactively authoring uplift maps. Our model takes its inspiration from the construction tree used for terrain modeling [Génevaux et al. 2015], but notably differs as we model the uplift instead of the elevation. We detail several primitives adapted for the representation of asymmetric cross-section profiles observed in geomorphology.
Our model departs from elevation models as it does not require continuity: discontinuities account for an approximation of faults and folds and produce realistic effects after erosion.

Control
User-control is central to our framework and involves a variety of tools for authoring complex large-scale terrains (see Figure 2).

In the uplift domain, control is achieved by directly modifying \( u_0 \) using brushes that operate on the underlying Uplift Tree model. We also propose an inverse procedural modeling approach to infer \( u_0 \) from an input elevation map by detecting the ridge and river networks (Section 6.1 and 6.2). This reconstruction process yields an uplift \( u_0 \) that, under the effect of fluvial erosion, only approximates the input elevation. Finally, we also present an original procedural technique to generate uplift from a procedurally-defined tensor field representing the crust folds (Section 6.3).

In the elevation domain, sparse constraints enforce the elevation at user-given points or along curves (Section 6.4), in the spirit of features curves proposed by Hnaidi et al. [2010].

4 INTERACTIVE EROSION SIMULATION
We address the incremental and interactive resolution of the stream power equation. One particularity of this work compared to most simulations in geomorphology is that the uplift \( u = u_0 + \tilde{u} \) is not constant and can be modified at any time by the designer. Instead of using a triangulated irregular network combined with an implicit scheme [Cordonnier et al. 2016, 2018], we propose a framework operating on a regular grid and using an explicit integration scheme.

Let \( h_i, a_i, u_i, s_i \) denote the elevation, drainage area, uplift and steepest slope of a cell \( c_i \) respectively, with \( i \) denoting the linear index in the grid. Let \( \Delta \ tau \) denote the time step, at iteration \( k + 1 \), we have:

\[
h_i(k + 1) = h_i(k) + \Delta \tau ( a_i(k) - s_i^4(i) a_i^4(k) + \Delta h_i) \tag{2}
\]

Instead of relying on the steepest slope for evaluating the drainage area, we use an \( L^p \) metric (Section 4.1) that balances diffusive flow routing and steepest slope based algorithms. We then propose an approximation to the computation of the drainage area (Section 4.2) which can be directly integrated in the explicit integration scheme of equation 2.

4.1 Flow routing
The upstream drainage area \( a \) of point \( p \) is the amount of water that flows through \( p \). In the case of constant precipitation, \( a \) is proportional to the area of the surface where every downstream route passes through \( p \).

The efficient computation of the drainage area, based on flow routing between cells, is crucial in the stream power erosion simulation. Several algorithms [Holmgren, 1994; Seibert and McGlynn, 2007] have been proposed. Let \( V_i \) denote the set of 8-neighboring cells of \( c_i \). Let \( A_i = \{ j \in V_i | h_j > h_i \} \) and \( B_i = \{ j \in V_i | h_j < h_i \} \) denote the set of the indexes of the neighboring cells that are respectively above and below \( c_i \). Whenever all neighboring cells are above or of equal height, then the cell is considered as a pit by the drainage area algorithm, and the flow propagation stops. In practice, such pits are progressively removed by the stream power erosion process. Overall, in the discrete case, the drainage area \( a_i \) of a cell \( c_i \) can be recursively defined as the weighted sum of the drainage area \( a_j \) of the cells \( A_i \). In addition, the precipitation on the cell (proportional to the cell area, but here taken constantly as 1 for simplification) is also summed:

\[
a_i = 1 + \sum_{j \in A_i} w_{ij} a_j \tag{3}
\]

Let \( p \in [1, +\infty] \) denote a chosen exponent corresponding to a \( L^p \) metric. Let \( d_{ij} \) denote the Euclidean distance between \( c_i \) and \( c_j \), and \( s_{ij} = (h_i - h_j)/d_{ij} \) the slope between \( c_i \) and \( c_j \). The weighting coefficients \( w_{ij} \) define how the water in a cell \( c_j \) flows down to its lower neighbours:

\[
w_{ij} = \frac{s_{ji}^p}{\sum_{k \in B_j} s_{jk}^p} \quad p \in [1, +\infty (4)
\]

Setting \( p = \infty \) simulates that the flow follows the steepest slope, whereas setting \( p = 1 \) produces a uniform diffusion proportionally to the directional slope of the terrain. Figure 4 illustrates the computation of the drainage area for those exponents. We implemented the general case, while using specific cases for \( p = 1 \) and \( p = \infty \) avoid the computation of a series of computationally-intensive power functions. However, according to Holmgren [1994], the most accurate values are obtained with \( 4 \leq p \leq 6 \). Throughout the remainder of the paper, the exponent \( p \) is set to 4 unless stated otherwise.

![Fig. 4. Distribution of flow among neighboring cells. \( p = \infty \) corresponds to routing the flow along the steepest slope (bold arrow), whereas \( p = 1 \) simulates a diffusion proportionally to the terrain slope, which leads to a smoother drainage area map.](image)

4.2 Parallel approximation of the drainage area
In the general case, the computation of the drainage area proceeds as follows. Cells are first sorted according to their elevation and assigned a reference drainage area value of 1 corresponding to a uniform amount of rain. Cells are then processed in descending order, incrementally computing the drainage area by propagating the values to lower cells according to the flow routing equation. This algorithm has \( O(n^2 \ln n) \) complexity (with \( n \) the width of the terrain in cells) and cannot be easily parallelized. Improved techniques for cells connected by a graph perform in linear time [Cordonnier et al.
2019]. However, those methods do not lend themselves to parallel implementation on graphics hardware.

One particular challenge in accelerating the erosion simulation is to compute the drainage area in parallel [Barnes 2019]. Our solution consists of an iterative approximation of the drainage area that progressively converges to the exact value and can be used in the parallel erosion algorithm. At every step, we compute the flow routing for the 8 neighboring cells \( V_i \) according to equation 4. We then evaluate the fraction \( w_{ji} \) of the drainage area of each neighbor flowing into the cell \( c_i \), and update the value \( \hat{a}_i \). Therefore, for every cell \( c_i \), we analyse 5×5 cells (see Figure 5). The values \( \hat{a}_i(k) \) obtained at iteration \( k \) are used to compute the flow contributions at the next iteration \( k + 1 \):

\[
\hat{a}_i(k + 1) = 1 + \sum_{j \in A_i} w_{ji}(k) \hat{a}_j(k)
\]

The convergence rate of this approximation depends on the length of the maximum flow path in the terrain. Theoretically, the optimal case arises when the terrain has a pyramidal shape with its peak at the centre, with a maximum flow path length equal to \( n/2 \), where \( n \) denotes the grid resolution. In the worst case, a flow path is meandering through the terrain [Hooshyar et al. 2020], producing flow paths with \( O(n^2) \) length. The drainage area network progressively improves through the first iterations and becomes rapidly accurate over the entire domain. Figure 6 shows the evolution of the drainage network on a 256 × 256 terrain.

Using an iterative approximate solver rather than computing the exact solution is compensated by the parallel execution. Moreover, the approximation proves to be sufficiently accurate, even with only a few steps, to set up the erosion process (see accompanying video). One iteration takes a few milliseconds and the stream power erosion algorithm converges to the final steady-state elevation in a few seconds for medium sized grids, i.e. \( \leq 1024 \times 1024 \) (see Section 7.2).

The consistency of the surface flow of water is a crucial aspect of digital landscape realism. We qualify a river network as consistent when the flow is directed to the boundary of the domain, without pit-cells retaining water. Most terrain synthesis techniques do not guarantee the consistency of the water flow, and require a pit-removal process: mostly often depression breaching or filling [Barnes et al. 2014]. In contrast, our erosion simulation based on the stream power equation converges to a consistent water flow and a more natural river network.

Figure 7 shows a comparison between the stream power erosion with the drainage area approximation \( \hat{a} \) (left) and with the reference computation \( a \) (right). The two methods produce highly similar results.

Recall that the uplift defines the speed at which the ground is elevating, for each point of the domain. To build uplift maps efficiently, we introduce a hierarchical construction tree, the Uplift Tree, denoted as \( T \). We introduce asymmetric profile-based primitives for generating asymmetric large-scale mountain ranges and discontinues primitives and operators to approximate faults. Our algorithms synthesize and update the tree structure interactively. The construction tree can be queried at a specific point \( u(p) \) or converted into a discrete map and directly streamed to the GPU for the erosion simulation.

Figure 8 depicts a typical Uplift Tree structure, the corresponding map \( u_0 \), and the generated relief \( h \), and demonstrates its part in the creation of the terrain’s main features. The leaves of the tree are primitives defined over a compact region in \( \mathbb{R}^2 \). The nodes are either unary operators (deformations or affine transformations) or binary operators (minimum, maximum, blending) that combine

\[
\sum_{j \in A_i} w_{ji}(k) \hat{a}_j(k)
\]
values calculated by their sub-trees. The value at a given point is evaluated by recursively traversing the tree.

5.1 Uplift primitives

The function of a primitive, denoted as $u_P$, combines the distance $d$ to a skeleton $S$, with a falloff function $g$ parameterized by a radius $r$ and a maximum value located on the skeleton $u_S$:

$$u_P(p) = g \circ d(p) \quad g(d) = \begin{cases} \frac{u_S(1 - d/r)^3}{r^3} & \text{if } d \leq r \\ 0 & \text{otherwise} \end{cases} \quad (6)$$

Mountain ranges are typically asymmetrical, which is the consequence of tectonics [Willett et al. 1993]. On one side of the mountains, the strong gradient leads to elevated topography and steep surface slopes, whereas the other side features gentle slopes. Geomorphology demonstrates that this overall asymmetry comes from several factors, including crust folding, faulting and alignment orthogonal to the compression direction. Instead of taking those complex crust and layered strata phenomena into account as done by Cordonnier et al. [2018], we developed computationally efficient asymmetric primitives, taking inspiration from the implicit star-shaped surfaces of Crespin [1996].

To introduce asymmetry in the classic skeleton-based primitives, we replace the Euclidean distance with an anisotropic pseudo distance $\tilde{d}$. It is computed from a closed boundary curve $\Gamma$ that encompasses a curve skeleton $S$ (see Figure 9). In our framework, $\Gamma$ is a piece-wise quadric Bezier curve, which permits efficient nearest point computation and intersection with a segment. For a point $p$, we first compute its orthogonal projection $q$ on $S$, then define $m$ as the first intersection between $(q, p)$ and $\Gamma$. Finally, the pseudo distance $\tilde{d}$ is:

$$\tilde{d}(p) = \frac{||q - m||}{||q - m||} \quad (7)$$

$S$ defines the set of points where the uplift is maximum, i.e., the crest line in the elevation domain, whereas the curve $\Gamma$ determines the boundary of the compact support, i.e., the extent of the mountain range.

Figure 10 illustrates the effectiveness of star-shaped primitives for large-scale terrain authoring. The east-west asymmetry of the mountain ranges results from the asymmetry of the uplift. We observed that regions with a high gradient always create a high gradient in the elevation, i.e., a steep slope flank.

As more complex examples, we describe here two typical primitives useful for creating large-scale landscapes: the first used for mountain range modeling (see Section 6.3), the second designed to carve valleys (see Section 6.2).

The segment mountain range primitive is based on segment-skeleton $S = [a, b]$ associated with a varying radius $r : [0, 1] \rightarrow \mathbb{R}_+$ and profile $u_S : [0, 1] \rightarrow \mathbb{R}$ along the skeleton. For any point $p$ in the plane, we compute its projection $q$ on the segment. Let $x = ||a - q||/||a - b||$ clamped between 0 and 1, we compute the corresponding radius $r(x)$ and value on the skeleton $u_S(x)$. We finally compute $u_S(p)$ by evaluating the distance $||p - q||$ and applying the falloff function of equation (6) with radius $r(x)$ and skeleton $u_S(x)$.

The valley primitive is also based on a segment-skeleton $S = [a, b]$, whereas the classic falloff is replaced by a valley profile curve, with low values in the valley zone, and high values outside (see Figure 12). The main parameter of the profile is the varying width of the valley $w : [0, 1] \rightarrow \mathbb{R}_+$ along the segment. The user may edit specific profile curves, keeping in mind that high slopes are required to produce valleys during the simulation.

5.2 Operators

To complete the set of previously presented primitives, operators offer a flexible way to transform a subtree or combine several ones. Blending or warping in the elevation often yields unrealistic artificial-looking terrains with inconsistent drainage network featuring numerous pits, and a loss of the characteristic geometric proportions and power laws of landforms.
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Working in the uplift domain alleviates this limitation. Extreme deformations or even discontinuities are correctly handled by the erosion process and do not violate the geomorphological and hydrological coherence of the resultant terrain. We separate operators into two categories: unary operators encompass affine transformations and non-linear deformations, whereas binary operators implement adding, blending, or carving sub-trees. We present a relevant example for each of these two categories.

Warping. We use space deformations, implemented as a unary warping operator, to remove the regular pattern produced by skeleton-based primitives. The deformation is defined by a bijective function \( \omega : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), and applied to a sub-tree \( A \). Let \( u_{\omega(A)} \) the uplift of the resulting warped sub-tree, we have:

\[
u_{\omega(A)} = u_A \circ \omega^{-1}
\]  

The advantage of warping the uplift instead of the elevation is illustrated in Figure 25 and further discussed in Section 7.1. Faults and folds modeled in the uplift domain effectively approximate the large-scale deformed mountain ranges, preserve the erosion patterns, and avoid distorted elevations.

Blending. Modeling complex terrains often requires assembling parts of selected models. We adapt the blending operator that smoothly combines terrain patches described by Génevaux et al. [2015] in the uplift domain, casting the elevation computation to the simulation. A detailed comparison of the results is given in Section 7.1. The blending operator takes two sub-trees \( A, B \), and a weighting function \( \alpha : \mathbb{R}^2 \rightarrow [0,1] \). The resulting uplift \( u_{A+B} \) is defined as:

\[
u_{A+B} = (1-\alpha)u_A + \alpha u_B
\]

The stream power erosion guarantees the consistency of the drainage when it reaches a steady-state (see illustration in Figure 13) contrary to traditional blending that operates directly on elevation and that produces not only a blurring effect on elevations but also inconsistent drainage.

6 SIMULATION CONTROL

In this section, we show that authoring the base uplift \( u_0 \) offers a unified framework for generating large-scale structures and offers many terrain authoring possibilities for controlling the landforms produced by the erosion simulation, as outlined in Figure 2. This model provides landscape artists with tools for shaping mountain ranges and valleys, such as copy-and-paste operations, and warping for imitating folds and faults. Section 6.3 presents a procedural mountain range pattern generation algorithm based on user prescribed folds. Section 6.1 and 6.2 describe methods to build \( u_0 \) from graphs representing the ridge lines and river beds of a terrain.

While modeling the base uplift \( u_0 \) proves to be efficient for modeling mountain ranges, it remains somewhat limited for prescribing specific elevations for peaks or crest lines. Therefore, Section 6.4 introduces point and feature curve elevation-based constraints that modify the dynamic uplift component \( \tilde{u} \) throughout the simulation to retarget the elevation according to the designer prescriptions.

6.1 Ridge networks

In this section, we present a compact vector-based model for characterizing the prevailing landforms of a mountain range.

Argudo et al. [2019] provide a method to analyze and extract the representative characteristics of mountainous terrain as a spanning tree, namely a divide tree or ridge tree, connecting significant peaks and saddle points. Although a thorough presentation of the divide tree is beyond the scope of this method, let us briefly recall the definition of peaks and saddles. Peaks are defined as the most significant local maxima of the surface and connected together through a spanning tree that maximizes the minimum elevation of each peak-to-peak path. For each of those paths, the saddle is the point of minimum elevation. Finally, the divide tree is defined as a set of saddle-to-peak paths that we approximate as segments, associated with the elevation information of the points. This structure can either be extracted from DEMs, synthesized to respect a given style of landscape, or sketched by the user.

![Fig. 13. Example of uplift blending: the generated waterflow remains coherent while features from both input terrains are preserved thanks to the erosion simulation.](image)

![Fig. 14. Illustration of the ridge network constraint: the ridge network is extracted from a real terrain and converted into an Uplift Tree streamed to the simulation.](image)
mountain ranges. Another strategy consists in extracting the divide tree from a digital elevation model and using it in an inverse procedural modeling process to generate a static uplift. The stream power erosion process produces a terrain that approximates the original input terrain. Figures 14 and 15 highlight this inverse procedural modeling process and exhibit a lack of variety in the elevation of valleys, that comes from the absence of sediment depositions in the model (see Section 7.5). Actually, the main features of the input terrain are successfully reproduced by the simulation, confirming the inverse procedural modeling capacities of our model.

6.2 River networks
River networks and drainage valleys play a crucial part in shaping the mountain ranges. By limiting the amount of tectonic uplift within river and valley areas, we force the flow routing to those specific zones and guide the erosion process.

The river network can be either sketched or derived by analysing real terrain digital elevation models as exposed by Argudo et al. [2019]. In the case of a user-defined network, the graph should contain coherent elevations or drainage area values. Should the input be inconsistent, the simulation sill yields a hydrologically-coherent river network by construction which might not address some of the user’s prescriptions (see accompanying video).

Recall that a river tree \( R \) is a directed acyclic graph connecting nodes \( R_k \) defined as geometric points that are characterized by their elevation and drainage area values. Should the input be inconsistent, the simulation sill yields a hydrologically-coherent river network by construction which might not address some of the user’s prescriptions (see accompanying video).

Figure 16 shows that the valleys are perfectly shaped according to the river network.

6.3 Procedural generation
A key feature of large scale mountain ranges is the distribution of mountainous clusters following folds and faults produced by the tectonic forces. Instead of simulating the crust folds and faults as presented by Cordonnier et al. [2018], we propose an original procedural approach for generating an Uplift Tree controlled by a user-prescribed vector field \( \nu \) representing the crust folds.

![Figure 16](image1.png)

**Figure 16.** Example of a static uplift \( u_0 \) created by carving a river network with varying valley widths.

The algorithm operates in three steps (Figure 17). First, the designer defines a tensor field by interactively combining primitives which, in turn, define a vector field, as advocated by Zhang et al. [2007]. The large scale structures of the mountains are then generated by using an anisotropic off-lattice Eden growth model whose growth probability is driven by the direction of the vector field. Finally, the dendritic clusters are converted into primitives and assembled into an Uplift Tree \( T \). Altogether, the cluster-based generation algorithm synthesizes large-scale mountain ranges primitives aligned with user-defined directions.

![Figure 17](image2.png)

**Figure 17.** Principal components of the procedural dendritic ridge cluster generation algorithm.

The vector field \( \nu \) sets the main direction of the folds for every point \( p \) in the domain. It is computed from a tensor field \( \tau \) as presented by Zhang et al. [2007], designed through a construction tree combining primitives in a hierarchical structure, which allows for interactive modifications of the tensor field \( \tau \) like blending or copy-paste operations, hence the resulting vector field \( \nu \).

Once the vector field \( \nu \) has been set by the designer, we sample the domain using a Poisson-disc [Lagae and Dutré 2006] distribution with a radius \( r_D \) corresponding to the smallest mountainous landmark. Let \( D = \{ D_i \} \), \( 0 \leq i \leq n_D \) denote the set of discs. The discs are then assembled into clusters \( C_i \).

We generate clusters by applying a greedy off-lattice Eden growth algorithm [Murray. 1961; Wang et al. 1995] to the set of discs. To optimize Eden growth, we first perform a Delaunay triangulation of the discs to accelerate the nearest neighbor queries required in the growth process. Therefore, we define the neighborhood \( N_k \) of \( D_k \) as the set of discs that share an edge with \( D_k \) in the Delaunay triangulation.

Starting from a yet unlinked disc \( D_i \in D \), the growth process incrementally aggregates discs by repeating the following steps:
1) Select a random cluster \( C_i \) in the set of clusters, and a random disc \( D_j \) in \( C_i \); 2) Select an unlinked disc \( D_k \) in \( N_j \) if it exists, and add it to the cluster \( C_i \) by creating an edge between \( D_k \) and \( D_j \) (Figure 18) if the edge accords to the direction of the vector field \( v \). Otherwise, define \( D_j \) as a new cluster, remove it from the set of candidate discs. The creation of new clusters stops when the set of discs \( D \) is empty.

The condition for creating an edge in the cluster growth process is based on the underlying direction of the vector field \( v \). Aggregation depends on the angle between the edge and the direction of \( v \): a maximum angle \( \alpha \) is used. Let \( p_i \) and \( p_k \) centres of the discs \( D_k \) and \( D_i \), and \( m_{ik} \) the mid-point. We test the scalar product between the unit vector of the direction of the edge connecting \( D_k \) and \( D_i \) and the vector field:

\[
\frac{|(p_k - p_i) \cdot v(m_{ik})|}{\|p_k - q_i\|} \leq \cos(\alpha)
\]

The Eden clusters are converted into an Uplift Tree model by parsing the edges of the clusters’ graphs and generating segment-based primitives. At this stage, a variety of user-defined control maps modulate the construction process.

![Uplift map](image)

**Fig. 19.** Uplift map obtained from the tensor field \( r \) and elevation and density control maps \( E \) and \( P \), the resulting terrain shows dendritic mountain ranges aligned with the vector field.

In our model, we rely on two low-resolution density maps: \( P \) representing the probability of the presence of a mountain range, and \( E \) defining the target global elevation of mountain ranges. We remove segments according to \( P \) and parameterize the maximum uplift value \( u_S \) and radii of the primitives according to \( E \). Eventually, procedurally defined low-frequency deformation operators are inserted in the Uplift Tree \( T \) to warp crest lines. Figure 19 depicts the generation process with slightly warped primitives aligned with the direction of the user-defined vector field \( v \).

### 6.4 Elevation constraints

The Uplift Tree \( T \) defining \( u_0 \) provides a global control over the major landforms. However, the precise control of the elevation of characteristic landforms such as peaks, ridges or valleys can be difficult: the steady-state elevation reached at a point \( p \) does not only depend on \( u_0(p) \) but is a complex process ruled by the stream power erosion. This non-linearity can make the proper control of altitudes a challenging task, and controlling the altitude of specific points in the terrain remains difficult.

We define elevation constraints by introducing a dynamic uplift component \( \tilde{u} \) to adapt the values of \( u \) during the simulation. A fundamental aspect of elevation constraints is their compatibility with the global erosion simulation. The value depends on the measured error \( e(t) = h_0 - h(t) \) between the target elevation \( h_0 \), and the current one \( h(t) \) in the simulation. Depending on the sign of \( e(t) \), the uplift needs to increase or decrease by an unknown amount. This task is performed using a proportional–integral–derivative (PID) controller:

\[
\tilde{u}(t) = K_P e(t) + K_I \int_0^t e(t) dt + K_D \frac{de(t)}{dt}
\]

The coefficient \( K_P \) adjusts the uplift proportionally to the error. The integral coefficient \( K_I \) increases the response according to the persistence of the error: the longer a small error persists, the higher the uplift is pushed to make it disappear. Finally, the derivative coefficient \( K_D \) controls the influence of the variation of the error: the faster the error is rising, the higher the feedback to stabilize it.

In the discrete case, the dynamic uplift update at iteration \( k + 1 \) is defined as follows:

\[
\tilde{u}(k + 1) = K_P e(k) + K_I \sum_{j=0}^k e(j) + K_D \left( e(k) - e(k-1) \right)
\]

Updating \( \tilde{u} \) and the controller state at every iteration is not mandatory and can be performed only at a user-given regular interval. The parameters were set experimentally to \( K_P = 0.01, K_D = 0.01 \) and \( K_I = 0.001 \), for an update every 10 iterations.

![Dynamic update of \( \tilde{u} \) in response to the elevation error \( e \).](image)

Point-based constraints are useful for prescribing the elevation of peaks or other points of interest. Let \( P \) denote a point constraint located at \( q \in \mathbb{R}^2 \), and \( h_0 \) its prescribed elevation. We define a corresponding dynamic uplift primitive \( \tilde{u}_P \) defined as a compactly supported smooth step function centred at \( q \). The radius \( r \) is set by the user to define the influence of the constraint, and \( \tilde{u}_P(q,0) \) is initialized to 0. A controller is then assigned to this constraint with the error function \( e(k, q) = h_0 - h(k, q) \). At every iteration \( k \), we compute the correcting term \( \tilde{u}(k + 1) \) for the primitive (see Figure 20).

![Example of peak and ridges produced by elevations constraints.](image)
FIG. 22. Example of an interactive editing session. The designer first generated an Uplift Tree from a river network and let the erosion simulation converge. She then erased the uplift over an entire region, which removed mountains and instead used an Alpine brush to create a half-circle shaped mountain range. The circular mountain range was obtained by selecting, rotating and copying the previously defined Alpine uplift. Finally, the designer specified some explicit elevation constraints, before filling the flatlands with smaller mountain ranges (along a main direction, in a similar way to the Iranian Zagros range) produced by our procedural tensor field generation algorithm.

The uplift value corresponding to the target elevation \( h_0 \) is found when an elevation controller reaches a steady-state. The controllers are deactivated to freeze the corresponding dynamic uplift component \( \tilde{u} \) and integrate it into the static term \( u_0 \). The simulation finally converges while conforming to the elevation constraints with a coherent flow discharge.

Figure 21 illustrates curve constraints to set ridges elevation. Given a user-defined target ridge curve and its corresponding elevation, we sample the curve to place multiple point constraints that will form a continuous ridge; limitations are discussed in Section 7.5.

7 RESULTS

We implemented our method in C++, the drainage area and stream power erosion algorithms were coded as GLSL compute shaders. Experiments were performed on a desktop computer equipped with Intel® Core i7, clocked at 4 GHz with 16 GB of RAM, and an NVidia GTX 1080ti graphics card. The generated terrains were directly rendered in real-time with a GLSL shader using the optimized Sphere Tracing algorithm for terrains [Génevaux et al. 2015; Hart 1996] to provide immediate feedback to the user or streamed into Eon-Software Vue to produce photorealistic landscapes (Figures 1 and 29). The erosion simulation code is available at https://github.com/H-Schott/StreamPowerErosion.

7.1 Control

Figure 22 illustrates various aspects of user control with screenshots from a typical authoring session. In general, inexperienced users favour high-level tools such as copy-and-paste or predefined uplift maps computed from digital elevation models that allow efficient creation and duplication of complex mountain ranges. A variety of uplift tools generate realistic mountain ranges in a single stroke, which allows for rapid sketching of large-scale terrains but provides less precision than the low-level tools favoured by experienced artists. Elevation constraints lend themselves to specifying the elevation of peaks.

Users can model large-scale terrains featuring different types of valleys and landforms in a few minutes. The editing session in Figure 22 took 3 minutes (see the accompanying video), whereas...
Fig. 24. Two terrains obtained from the erosion simulation are blended together using their elevation or their uplift. The loss of natural features such as dendrites is emphasized in white, while the drainage areas show that the second method preserves a consistent flow.

Fig. 25. A terrain obtained from the erosion simulation is warped by twisting its elevation or its uplift. While the main lines are following the warping as intended in both cases, we observe that, with the elevation twist, the dendritic features are also inevitably distorted.

Table 1. Performance of the simulation with a constant uniform uplift $u_0$: grid resolution, number of steps, average time for one step $t_s$ (in milliseconds), total simulation time to converge $t_c$ (in seconds).

<table>
<thead>
<tr>
<th>Size</th>
<th>Steps</th>
<th>$t_s$ (ms)</th>
<th>$t_c$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>5k</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>512</td>
<td>5k</td>
<td>0.3</td>
<td>1.3</td>
</tr>
<tr>
<td>1024</td>
<td>11k</td>
<td>0.8</td>
<td>9.1</td>
</tr>
<tr>
<td>2048</td>
<td>39k</td>
<td>3.3</td>
<td>128</td>
</tr>
<tr>
<td>4096</td>
<td>81k</td>
<td>12.5</td>
<td>1036</td>
</tr>
</tbody>
</table>

Convergence speed. While the exact graph-based drainage area computations of Cordonnier et al. [2016] allows for fewer steps, our method still converges up to two orders of magnitude faster, thanks to the parallel implementation on graphics hardware. On a 160k points graph, equivalent to a 400 x 400 grid, their method requires $\approx 200$ steps to converge, and each step takes about 1.3 s (total time 252 s). Our approach needs $\approx 5000$ steps over a 512 x 512 grid with 0.3 ms per step for a total time of 1.3 s (see Table 1). Results demonstrate that the graphics hardware parallelism largely compensates the slower explicit solver.

The convergence to steady-state depends primarily on the grid resolution and the choice of $\Delta t$. The number of iterations to convergence increases for large grids (resolution greater than 1024 x 1024). One solution consists in adapting the time step $\Delta t$, which should be large enough to reduce iteration count, and small enough to guarantee stability. We observed that the number of pits-cell $\#P$, i.e., cells with no downward neighbors, is related to the overall stability, since it decreases toward zero through the simulation. Therefore, we implemented a heuristic that adapts the time step $\Delta t$ to the number of pit-cells by increasing it by 1% if $\#P$ decreases, and strongly reducing it if the $\#P$ significantly increases:

$$\Delta t_{i+1} = \begin{cases} 1.01\Delta t_i & \text{if } \#P \text{ is decreasing} \\ 0.75\Delta t_i & \text{otherwise} \end{cases}$$

While this heuristic allows the process to converge in most cases, more complex integration schemes or multigrid techniques would undoubtedly improve the convergence of the simulation. Table 1 shows the time required to converge to steady-state under uniform uplift conditions using an adaptive time step simulation.
Fig. 26. Evolution of the terrain under two editing scenarios in the uplift domain: top row shows the apparition of a large mountain range at the center, and bottom row shows the creation of deep valleys starting from the borders of the domains. In both cases, the erosion rapidly creates the desired landforms (already visible after 1k steps) and then converges to a steady state.

Fig. 27. Comparison between digital elevation models (North American Rockies and Himalaya) and the result of the inverse procedural method based on the erosion simulation (using the divide tree and the river tree respectively).

Fig. 28. Convergence curves for the terrains shown in Figure 26 under two editing scenarios using a $L^1$ metric.

7.3 Validation

In addition to control tools and performance, an authoring framework is also characterized by the variety of the terrains it can produce. Figure 29 shows four different outputs of the erosion simulation and demonstrates that our model is capable of producing various types of large scale landscapes.

Evaluating the plausibility of a generated terrain is not a simple assignment. One solution consists in assessing the geomorphological coherency by verifying if observations made by geologists remain valid for synthesized models. We rely on Hack’s river scaling power law observed in geomorphology [Hack 1957]. For a given point on the terrain, Hack’s law correlates the area of its watershed (fundamentally its drainage area) $a$ to the length of its longest upstream river $l$ as follows:

$$l = c a^n$$

(11)
The terms $c$ and $n$ are constants referred to as Hack’s coefficient and Hack’s exponent. Studies [Sassolas-Serrayet et al. 2018] report a range of $[1, 6]$ for $c$ and $[0.45, 0.7]$ for $n$. Figure 30 reports statistics for two different terrains generated using the stream power erosion simulation. The obtained Hack’s coefficients $c$ and $n$ lie in a valid range which demonstrates that our model conforms to this power law. Small watersheds ($a < 10 \text{ km}^2$) were removed from the plot to avoid artefacts to the grid resolution. The red line was fitted on the log-scaled terrain data using a least square method.

Table 2. Size (in kilometers), cell size (in meters), number of nodes $\#U$ in the Uplift Tree and memory size of the Uplift Tree (in kilobytes), of most of the generated terrains presented in the figures. All terrains are modeled by a $1024 \times 1024$ grid (except for Figure 23, which is $2000 \times 1200$).

<table>
<thead>
<tr>
<th>Figure</th>
<th>Size</th>
<th>Cell size</th>
<th>$#U$</th>
<th>Memory</th>
<th>Hack</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>300</td>
<td>293</td>
<td>967</td>
<td>76</td>
<td>1.27</td>
</tr>
<tr>
<td>13</td>
<td>300</td>
<td>293</td>
<td>911</td>
<td>89</td>
<td>1.19</td>
</tr>
<tr>
<td>14</td>
<td>80</td>
<td>78</td>
<td>3511</td>
<td>281</td>
<td>1.29</td>
</tr>
<tr>
<td>15</td>
<td>150</td>
<td>146</td>
<td>7899</td>
<td>632</td>
<td>1.25</td>
</tr>
<tr>
<td>16</td>
<td>80</td>
<td>78</td>
<td>653</td>
<td>55</td>
<td>1.38</td>
</tr>
<tr>
<td>19</td>
<td>300</td>
<td>293</td>
<td>540</td>
<td>41</td>
<td>1.10</td>
</tr>
<tr>
<td>23</td>
<td>1200</td>
<td>600</td>
<td>$\approx 35000$</td>
<td>$\approx 2800$</td>
<td>1.00</td>
</tr>
<tr>
<td>24</td>
<td>150</td>
<td>146</td>
<td>11411</td>
<td>914</td>
<td>1.22</td>
</tr>
<tr>
<td>25</td>
<td>260</td>
<td>254</td>
<td>10128</td>
<td>810</td>
<td>1.15</td>
</tr>
</tbody>
</table>

Fig. 29. Various large scale landscapes obtained through the erosion simulation, inspired from Himalayas, Nevada, Appalachians and Iran (from left to right).

Fig. 30. Hack’s Law validation for two terrains generated with the erosion framework. The obtained coefficients fit the ranges given in literature.

7.4 Comparison with other techniques

It is worth essaying a detailed comparison with other modeling approaches, particularly 1) hydrologically-based procedural models, 2) feature curves oriented models, and 3) surface erosion and tectonic simulation methods.

**Procedural techniques.** Procedural techniques and example-based techniques [Gain et al. 2015; Zhou et al. 2007] do not generate terrains that are hydrologically consistent. Scott and Dodgson [2021] propose to use a breaching algorithm [Lindsay. 2016] interlaced in multi-resolution example-based terrain synthesis to improve hydrological consistency, which only partially alleviates the problem as breaching still produces artificial canyons. In contrast, the stream power erosion algorithm always converges to hydrologically coherent terrains without pits, which allows the extraction and generation of river networks easier. Moreover, the Uplift Tree primitives can prescribe the width of valleys while preserving the overall drainage network. Génevaux et al. [2013] proposed a specific model focusing on the generation of a hydrologically correct river network. An essential limitation of this approach is that the procedurally generated mountain ranges may not be hydrologically correct, and may not exhibit characteristic dendritic shapes.

**Feature curve models.** Point and curve elevation constraints have already been introduced in other authoring contexts. Hnaidi et al. [2010] use control points on Bézier curves, whereas Guérin et al. [2022] rely on a user-defined gradient vector field with elevation and gradient constraints along curves and a tensor field to freely warp it. Gradient-based terrain editing based on control [Guerin et al. 2022] provide great control to the user but they do not create hydrologically-correct terrains, and using breaching [Lindsay. 2016] only partially alleviate the problems as visual artefacts can be created.

Hydrological realism comes from the stream power erosion simulation that carves the uplift-elevated terrain. Therefore, we neither rely on user-prescribed oriented noise to create dendritic features, nor need gradient constraints to assess coherent ridges or river networks. Nonetheless, we still need to set the elevation of the peaks or ridges, which is achieved by introducing elevation constraints with a varying uplift parameter $u$ (see Section 6.4).

**Erosion simulation.** Although producing visually convincing small-scale landmarks such as ravines or sedimentary valleys, surface erosion algorithms do not lend themselves to creating large-scale terrains. Most notably, those methods do not guarantee hydrologically correct reliefs and often produce pits in valleys, requiring...
further post-processing using breaching or depression filling [Lind- say, 2016]. Closer to our technique is the method from Cordonnier et al. [2018]. While controlling the simulation of the compression and folding of tectonic plates using displacement motions proves to be a good approximation for producing realistic large-scale landforms, this indirect control does not qualify this approach for authoring. Moreover, the stream power erosion simulation relies on a computationally intensive drainage area computation, which drastically limits the terrain resolution. In contrast, our approach broadens the scope of stream power erosion to interactive authoring. We provide different editing tools and allowing to author and control large-scale terrains interactively by combining brushes (Section 6.4), procedural generation (Section 6.3), or using an inverse procedural modeling approach by generating uplift from ridge or river networks extracted from digital elevation models (see Section 6.1 and Section 6.2).

The coherence of the surface flow of water is a crucial aspect of digital landscape generation. We qualify a river network as coherent when the flow is directed to the boundary of the domain, without pit-cells retaining water. Most terrain synthesis techniques do not guarantee the coherence of the water flow, and require a pit-removal process. This extra step can take various forms: Scott and Dodgson [2021] remove the depressions in parallel with the texture synthesis algorithm, whereas Cordonnier et al. [2016] uses the flow routing algorithm to connect depressions forming lakes and preserve the consistency of the river network. While those methods give some results, they cannot be performed on a GPU. In contrast, the erosion simulation based on the stream power equation consistently converges to a coherent river flow. While drainage area computations based on a hydrologically correct water flow require fewer steps, our iterative approach requires more steps but allows for a parallel implementation on graphics hardware.

7.5 Limitations

Elevation constraints are a powerful way to prescribe mountainous features through control points or curves describing peaks, crests lines, or river valleys. However, they do not come without limitations. First, the designer should handle constraints carefully by adapting them with either disjoint supports or compatible elevations. Placing several neighboring peak constraints with incompatible elevations and overlapping influence regions may lead to instabilities. The rationale is that each controller tries to satisfy different target constraints.

In the current implementation, the continuous update of the uplift allows for precise elevation constraints but slows down the overall simulation as the correction term \( \tilde{u} \) is computed on the CPU. A straightforward acceleration consisted in updating \( u = u_0 + \tilde{u} \) every \( \approx 10 \) iterations, which proved to be sufficiently accurate. Another solution would consist of computing the dynamic term \( \tilde{u} \) on graphics hardware, which is beyond the scope of the paper.

The resolution of the cells in the stream power erosion simulation ranges from 80 to 600 meters. Consequently, our synthesized terrains need to be post-processed using amplification techniques to reach a higher resolution, where details of a smaller scale can be added, like rivers with varying width [Peytavie et al. 2019], vegetation, or even roads. Our method produces standard heightfields and is therefore compatible with standard amplification techniques such as sparse modeling [Guérin et al. 2016], or learning-based approaches [Zhao et al. 2019]. Figure 1 (right) shows a synthesized terrain obtained after a \( \times 8 \) sparse amplification.

Our implementation of the stream power simulation ensures that the water flows outside the terrain. Although this gives realistic large-scale results, it does not allow for the placement of lakes. The temporal and spatial scale of the results also makes the conservation of matter challenging: uplift continuously elevates bedrock, whereas the stream power erosion removes material. Mass conservation is not guaranteed as the method considers that eroded material is transported and discharged out of the domain without any sediment deposition mechanism. Such processes could be taken into account [Yuan et al. 2019] at the expense of more intensive computation, or added as a post-processing step.

8 CONCLUSION

Combining the stream power erosion simulation with the uplift construction tree and user-prescribed sparse constraints provides foundations for interactive large-scale terrains authoring. Our method incorporates painting, sketching, and copy-and-paste of terrain fragments with automatic generation of hydrologically consistent reliefs. The controlled erosion formalism bridges the gap between simulation and authoring. Our fast parallel drainage area computation algorithm allows designers to interactively compose the large-scale shape of complex landforms with a broad spectrum of procedural and modeling tools, including landform feature primitives and ridge or river networks. Specific elevations prescribed by local controllers directly influence the erosion equation by dynamically retargeting the uplift.

While the erosion simulation and the orometry-based reconstruction do not provide a bijective mapping between the elevation and uplift domains, their relationship is intuitive and allows a variety of existing procedural and simulation-based modeling tools. Moreover, it lends itself to inverse procedural modeling by allowing the definition of the uplift from an input digital elevation model and capturing its essential landmarks.

This work opens avenues for future research. In particular, improving the stream power erosion model to take into account rock hardness (plateaus, strata), sediments (screes) [Yuan et al. 2019] or even glacial erosion (U-shaped and hanging valleys) [Hergarten. 2021] would be a direction worth investigating for modeling a broader range of landforms.
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