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#### Abstract

We derive, for the case of the asymmetric Hubbard dimer at half-filling, the exact functional associated with each singlet ground and excited state, using both Levy's constrained search and Lieb's convex formulation. While the ground-state functional is, as commonly known, a convex function with respect to the density (or, more precisely, the site occupation), the functional associated with the (highest) doubly-excited state is found to be concave. Also, we find that, because the density of the first excited state is non-invertible, its "functional" is a partial, multi-valued function composed of one concave and one convex branch that correspond to two separate sets of values of the external potential. These findings offer insight into the challenges of developing state-specific excited-state density functionals for general applications in electronic structure theory.


DFT for ground states. - Density-functional theory (DFT) is a mature theory built on firm and rigorous mathematical knowledge [1]. Originally based on the two Hohenberg-Kohn theorems [2] - known as the pillars of DFT - and its practical Kohn-Sham scheme [3] that makes it the workhorse of electronic structure theory, exact mathematical results and new theoretical developments are usually achieved thanks to Levy's constrainedsearch formulation [4]. In particular, the Hohenberg-Kohn variational principle states that, in the case of a ground state, the total energy is given by

$$
\begin{equation*}
E_{0}[v]=\min _{\rho}\left\{F[\rho]+\int v(\boldsymbol{r}) \rho(\boldsymbol{r}) d \boldsymbol{r}\right\} \tag{1}
\end{equation*}
$$

or, equivalently, via a Legendre-Fenchel transform, Lieb's convex formulation of DFT (or the Lieb variational principle) teaches us that the universal density functional is [5]

$$
\begin{equation*}
F[\rho]=\max _{v}\left\{E[v]-\int v(\boldsymbol{r}) \rho(\boldsymbol{r}) d \boldsymbol{r}\right\} \tag{2}
\end{equation*}
$$

which puts forward the duality between the concave function $E_{0}[v]$ with respect to the external potential $v$ and $F[\rho]$, a convex function of the density $\rho[6]$. In other words, these quantities, known as conjugate functions (or Fenchel conjugates), have the same content but different "packaging".

Levy's constrained search starts with the usual variational principle

$$
\begin{equation*}
E_{0}[v]=\min _{\Psi}\langle\Psi| \hat{H}_{v}|\Psi\rangle \tag{3}
\end{equation*}
$$

where the minimization is performed over all normalized $N$-electron antisymetrized wave functions $\Psi$ and the electronic Hamiltonian

$$
\begin{equation*}
\hat{H}_{v}=\hat{T}+\hat{V}_{e e}+\sum_{i=1}^{N} v\left(\boldsymbol{r}_{i}\right) \tag{4}
\end{equation*}
$$

is composed of the kinetic energy operator $\hat{T}$, the electron repulsion operator $\hat{V}_{e e}$, and the external potential contribution. Following Levy's seminal work [4], one recasts
the previous equation as

$$
\begin{equation*}
E_{0}[v]=\min _{\rho} \min _{\Psi \rightsquigarrow \rho}\langle\Psi| \hat{H}_{v}|\Psi\rangle \tag{5}
\end{equation*}
$$

where the notation $\Psi \rightsquigarrow \rho$ stands for a wave function $\Psi$ that yields a density $\rho$. By defining the universal functional as

$$
\begin{equation*}
F[\rho]=\min _{\Psi \leadsto \rho}\langle\Psi| \hat{H}_{0}|\Psi\rangle=\langle\Psi[\rho]| \hat{H}_{0}|\Psi[\rho]\rangle \tag{6}
\end{equation*}
$$

we recover the Hohenberg-Kohn variational principle defined in Eq. (1) with $\hat{H}_{0}=\hat{T}+\hat{V}_{e e}$.

Therefore, within the Hohenberg-Kohn formulation of DFT, for a given $v(\boldsymbol{r})$, we seek the density $\rho(\boldsymbol{r})$ such that the following Euler equation is fulfilled

$$
\begin{equation*}
\frac{\delta F[\rho(\boldsymbol{r})]}{\delta \rho(\boldsymbol{r})}+v(\boldsymbol{r})=0 \tag{7}
\end{equation*}
$$

with $F[\rho]=T[\rho]+V_{e e}[\rho]$, the total energy being given by

$$
\begin{equation*}
E_{0}[v]=F[\rho]+\int v(\boldsymbol{r}) \rho(\boldsymbol{r}) d \boldsymbol{r} \tag{8}
\end{equation*}
$$

with $T[\rho]=\langle\Psi[\rho]| \hat{T}|\Psi[\rho]\rangle$ and $V_{e e}[\rho]=\langle\Psi[\rho]| \hat{V}_{e e}|\Psi[\rho]\rangle$.
DFT for excited states. - Accessing excited states at the DFT level usually means resorting to time-dependent DFT (TD-DFT) [7-10]. However, other (time-independent) formulations do exist. For example, in ensemble DFT (EDFT), one describes the electron density by an ensemble of densities made of several states rather than a single density as in traditional DFT. In the context of excited states, EDFT was first introduced by Theophilou [11] based on equally-weighted ensembles followed by the Gross-Oliviera-Kohn generalization for unequally-weighted ensembles [12-14]. In recent times, EDFT has undergone significant developments that are crucial to its advancement [15-33].

Concerning pure excited states, orbital-optimized DFT [34-45] has been shown to be relatively successful for certain classes of excited states, such as doubly-excited and charge-transfer states [38, 39] (see also Ref. 46).

From a more theoretical point of view, based on the work of Levy and Nagy on a constrained search for excited states [47], Ayers et al. reported, in a series of papers, a generalization of the ground-state formalism, for Coulombic systems, to pure excited states [48-50]. The first paper of this series highlights the unique features of the Coulombic Hamiltonian that determines not only the Hamiltonian but also the degree of excitation [48]. The second paper deals with the generalization of the KohnSham scheme to this new theory [49], while the third and final paper of the series reports a generalization to subspaces [50]. Therefore, although there is, in general, a lack of Hohenberg-Kohn theorem for excited states (i.e., there is no one-to-one mapping between the excited state density and the external potential) [51], in the context of molecules, it is possible to identify excited states directly from their density, which enables the construction of exact DFT functionals for individual excited states (see also Ref. 52).

Here, we show that, for the simple asymmetric Hubbard dimer at half-filling, it is possible to determine the exact density functional for each singlet excited state by seeking - via a straightforward generalization of Levy's constrained search or Lieb's convex formulation - all the stationary points associated with Eq. (6) or Eq. (2). However, as we shall see below, the "functional" associated with the first excited state has some very peculiar mathematical properties.

The asymmetric Hubbard dimer. - The Hamiltonian of the asymmetric Hubbard dimer is $[53,54]$

$$
\begin{equation*}
\hat{H}=-t \sum_{\sigma=\uparrow, \downarrow}\left(a_{0 \sigma}^{\dagger} a_{1 \sigma}+\text { h.c. }\right)+U \sum_{i=0}^{1} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow}+\Delta v \frac{\hat{n}_{1}-\hat{n}_{0}}{2} \tag{9}
\end{equation*}
$$

where $t>0$ is the hopping parameter, $U \geq 0$ is the on-site interaction parameter, $\hat{n}_{i \sigma}=a_{i \sigma}^{\dagger} a_{i \sigma}$ is the spin density operator on site $i, \hat{n}_{i}=\hat{n}_{i \uparrow}+\hat{n}_{i \downarrow}$ is the density operator on site $i$, and $\Delta v=v_{1}-v_{0}$ (with $v_{0}+v_{1}=0$ ) is the potential difference between the two sites.

At half filling $(N=2)$, we expand the Hamiltonian in the $N$-electron (spin-adapted) site basis $\left|0_{\uparrow} 0_{\downarrow}\right\rangle$, $\left(\left|0_{\uparrow} 1_{\downarrow}\right\rangle-\left|0_{\downarrow} 1_{\uparrow}\right\rangle\right) / \sqrt{2}$, and $|1 \uparrow 1 \downarrow\rangle$ to form the following Hamiltonian matrix

$$
\mathbf{H}=\left(\begin{array}{ccc}
U-\Delta v & -\sqrt{2} t & 0  \tag{10}\\
-\sqrt{2} t & 0 & -\sqrt{2} t \\
0 & -\sqrt{2} t & U+\Delta v
\end{array}\right)
$$

which eigenvalues provide the singlet energies of the system. A generic singlet wave function can then be written as

$$
\begin{equation*}
|\Psi\rangle=x\left|0_{\uparrow} 0_{\downarrow}\right\rangle+y \frac{\left|0_{\uparrow} 1_{\downarrow}\right\rangle-\left|0_{\downarrow} 1_{\uparrow}\right\rangle}{\sqrt{2}}+z\left|1_{\uparrow} 1_{\downarrow}\right\rangle \tag{11}
\end{equation*}
$$

with $-1 \leq x, y, z \leq 1$ and the normalization condition

$$
\begin{equation*}
x^{2}+y^{2}+z^{2}=1 \tag{12}
\end{equation*}
$$

The energy is given by

$$
\begin{equation*}
E=T+V_{e e}+V \tag{13}
\end{equation*}
$$

with

$$
\begin{align*}
& T=-2 \sqrt{2} t y(x+z)  \tag{14a}\\
& V_{e e}=U\left(x^{2}+z^{2}\right)  \tag{14b}\\
& V=\frac{\Delta v \Delta n}{2}=\Delta v\left(z^{2}-x^{2}\right) \tag{14c}
\end{align*}
$$

and $\Delta n=\left\langle\hat{n}_{1}-\hat{n}_{0}\right\rangle$.
In the following, we call $E_{0}, E_{1}$, and $E_{2}$ the energies of the ground state, first (singly-)excited state, and second (doubly-)excited state, respectively. These are represented in Fig. 1 as functions of $\Delta v$ for $t=1 / 2$ and $U=1$. It is worth noting that $E_{0}$ (left panel) and $E_{2}$ (right panel) are concave and convex with respect to $\Delta v$, respectively, for any value of $t$ and $U$, while $E_{1}$ (central panel) is concave for $\Delta v$ smaller than a critical value $\Delta v_{\mathrm{c}}$ (blue curve labeled as $E_{1}^{\cap}$ ) and becomes convex for $\Delta v>\Delta v_{\mathrm{c}}$ (yellow curve labeled as $E_{1}^{\cup}$ ).

The corresponding differences in (reduced) site occupation

$$
\begin{equation*}
\rho=\frac{\Delta n}{2} \tag{15}
\end{equation*}
$$

for the ground state, $\rho_{0}$, first (singly-)excited state, $\rho_{1}$, and second (doubly-)excited state, $\rho_{2}$, are represented in Fig. 2. While the ground (red curve) and the doubly-excited (green curve) states have monotonic densities with respect to $\Delta v$ for any $t$ and $U$ values, $\rho_{1}$ is non-monotonic and reaches a critical value $\rho_{\mathrm{c}}$ at $\Delta v_{\mathrm{c}}$ before decaying to 0 as $\Delta v \rightarrow \infty$.

Levy's constrained search. - Substituting $x$ and $z$ in Eqs. (14a) and (14b) thanks to the normalization condition defined in Eq. (12) and the reduced site occupation difference

$$
\begin{equation*}
\rho=z^{2}-x^{2} \tag{16}
\end{equation*}
$$

we obtain the four-branch function

$$
\begin{align*}
f_{ \pm \pm}(\rho, y)=-2 t y\left( \pm \sqrt{1-y^{2}-\rho}\right. & \left. \pm \sqrt{1-y^{2}+\rho}\right) \\
& +U\left(1-y^{2}\right) \tag{17}
\end{align*}
$$

that one would minimize with respect to $y$ to obtain the exact ground-state functional [53, 55]. (Although one technically deals with functions in the Hubbard dimer, we shall stick to the term functional to emphasize the formal analogy between site-occupation function theory and DFT, as customarily done in the literature [55-58].)

Rather than only minimizing Eq. (17) for a given $\rho$, we seek all stationary points of $f_{ \pm \pm}(\rho, y)$ with respect to $y$, i.e.,

$$
\begin{equation*}
\frac{\partial f_{ \pm \pm}(\rho, y)}{\partial y}=0 \tag{18}
\end{equation*}
$$



FIG. 1. $E_{0}$ (left), $E_{1}$ (center), and $E_{2}$ (right) as functions of $\Delta v$ for $t=1 / 2$ and $U=1$. Note that $E$ is an even function of $\Delta v$. $E_{1}$ is concave $\Delta v<\Delta v_{\mathrm{c}}$ and becomes convex for larger $\Delta v$ values.


FIG. 2. $\rho$ as a function of $\Delta v$ for $t=1 / 2$ and $U=1$ for the ground state $\left(\rho_{0}\right)$, the singly-excited state $\left(\rho_{1}\right)$, and the doubly-excited states $\left(\rho_{2}\right) . \rho_{1}$ reaches a critical value, $\rho_{\mathrm{c}}$, at $\Delta v_{\mathrm{c}}$. Note that $\rho$ is an odd function of $\Delta v$.

Note that the choice of the minimizing variable $y$ in Eq. (17) is arbitrary and various other choices are possible yielding different functions than $f_{ \pm \pm}$[53], yet identical exact density functionals.

Because $f_{ \pm \pm}$is an even function of $y$, we restrict the discussion to the domain where $y \geq 0$, without loss of generalities. As depicted in Fig. 3, the branches $f_{++}$and $f_{--}$have one stationary point each for $y \geq 0$ (green square and red circle, respectively): the global minimum located at $y_{0}$ corresponds to the convex ground-state functional, $F_{0}(\rho)=f_{++}\left(\rho, y_{0}\right)$, while the global maximum at $y_{2}$ corresponds to the concave doubly-excited-state functional, i.e., $F_{2}(\rho)=f_{--}\left(\rho, y_{2}\right)$ (see Fig. 4). $F_{0}(\rho)$ and $F_{2}(\rho)$ merge at $\rho=1$. The stationary points located at $-y_{0}$ and $-y_{2}$ are associated with opposite values of $\Delta v$.

For $\rho<\rho_{\mathrm{c}}$, the branch $f_{+-}$has two stationary points (yellow diamonds): a local minimum at $y_{1}^{\cap}$ and a local
maximum at $y_{1}^{\cup}$ that yield a concave branch $F_{1}^{\cap}(\rho)=$ $f_{+-}\left(\rho, y_{1}^{\cap}\right)$ (yellow curve in Fig. 4) and a convex branch $F_{1}^{\cup}(\rho)=f_{+-}\left(\rho, y_{1}^{\cup}\right)$ (blue curve in Fig. 4) for the singly-excited-state functional. As expected though, $F_{1}^{\cap}(\rho)$ and $F_{1}^{\cup}(\rho)$ lead to convex and concave energies, $E_{1}^{\cup}$ and $E_{1}^{\cap}$ (see Fig. 1), respectively, preserving the property that the energy and the functional are conjugate functions [6]. Because the density of the first excited state is noninvertible, its "functional" is a partial (i.e., defined for a subdomain of $\rho$ ), multi-valued function constituted of one concave and one convex branch that correspond to two separate sets of values of the external potential. Again, the stationary points on $f_{-+}$located at $-y_{1}^{\cap}$ and $-y_{1}^{\cup}$ (blue triangles) are associated with opposite values of $\Delta v$. At $\rho=\rho_{\mathrm{c}}, y_{1}^{\cap}$ and $y_{1}^{\cup}$ merge and disappear for larger $\rho$ values. This critical value of the density decreases with respect to $U$ to reach zero at $U=0$, and $\rho_{\mathrm{c}} \rightarrow 1$ as $U \rightarrow \infty$.

In accordance with Eq. (7), the derivative of $F_{0}(\rho)$ with respect to $\rho$ gives back $\Delta v_{0}$ as a function of $\rho$, i.e., the inverse of $\rho_{0}(\Delta v)$ plotted in Fig. 2. Most notably, an analogous relation holds for the excited states. For the doubly-excited state, we simply have

$$
\begin{equation*}
\frac{\mathrm{d} F_{2}(\rho)}{\mathrm{d} \rho}=-\Delta v_{2}(\rho) \tag{19}
\end{equation*}
$$

In particular, for $\rho=0$, we have $\Delta v_{2}=0$, while $\Delta v_{2} \rightarrow \infty$ as $\rho \rightarrow 1$, similarly to $\Delta v_{0}$ (except that $\Delta v_{0} \rightarrow-\infty$ as $\rho \rightarrow 1$ ).

For the first excited state, which has a non-invertible density, $\rho_{1}(\Delta v)$ (see Fig. 2), we still have

$$
\begin{align*}
& \frac{\mathrm{d} F_{1}^{\cup}(\rho)}{\mathrm{d} \rho}=-\Delta v_{1}^{\cup}(\rho)  \tag{20a}\\
& \frac{\mathrm{d} F_{1}^{\cap}(\rho)}{\mathrm{d} \rho}=-\Delta v_{1}^{\cap}(\rho) \tag{20b}
\end{align*}
$$



FIG. 3. $f_{--}(\rho, y)$ (red), $f_{-+}(\rho, y)$ (blue), $f_{+-}(\rho, y)$ (yellow), and $f_{++}(\rho, y)$ (green) as functions of $y$ for $t=1 / 2, U=1$, and $\rho=1 / 5$ (left), $1 / 2$ (center), and $3 / 5$ (right). The markers indicate the position of the stationary points on each branch. At $\rho=3 / 5$ (right panel), the stationary points of $f_{-+}$and $f_{+-}$have disappeared as $\rho>\rho_{c}$ (see Fig. 2).


FIG. 4. State-specific exact functionals $F_{n}(\rho)$ as functions of $\rho$ for $t=1 / 2$ and $U=1$. The ground-state functional $F_{0}(\rho)$ (red) is concave with respect to $\rho$, the singly-excited state multi-valued functional $F_{1}(\rho)$ has one concave branch (blue) and one convex branch (yellow), each associated with a separate set of $\Delta v$ values, while the doubly-excited state functional $F_{2}(\rho)$ (green) is convex. Note that $F$ is an even function of $\rho$.
where $\Delta v_{1}^{\cup}(\rho)$ ranges from $-\Delta v_{c}$ (at $\rho=\rho_{c}$ ) to 0 (for $\rho=0$ ), yielding the inverse of the blue curve in Fig. 2, and $\Delta v_{1}^{\cap}(\rho)$ ranges from $-\infty$ (for $\rho=0$ ) to $-\Delta v_{c}$ (for $\rho=\rho_{c}$ ), yielding the inverse of the yellow curve in Fig. 2.

The Levy constrained-search procedure producing these exact functionals is geometrically illustrated in Fig. 5. The surface of the (unit) sphere corresponds to the normalized wave functions such that $x^{2}+y^{2}+z^{2}=1$, onto which we have mapped the value of $T+V_{e e}$ as a function of $x, y$, and $z$. The gray parabolas correspond to the (potentially unnormalized) wave functions yielding $\rho=z^{2}-x^{2}$. Hence, the contours obtained by the intersection of these three-dimensional surfaces are the normalized wave functions yielding $\rho=z^{2}-x^{2}$. On these contours, one is looking for the points where $f_{ \pm \pm}$is stationary. These are represented by the colored dots in


FIG. 5. Illustration of the Levy constrained-search procedure for $t=1 / 2, U=1$, and $\rho=1 / 5$. The value of $T+V_{e e}$ is mapped on the surface of the unit sphere that represents the normalized wave functions. The gray parabolas correspond to densities $\rho=z^{2}-x^{2}$. The four branches of $f_{ \pm \pm}$[see Eq. (17)] are represented as contours and corresponds to the intersections of these three-dimensional objects. The dots locate the stationary points on each of these contours.

Fig. 5 (see also Fig. 3).
Lieb's convex formulation. - The exact functionals represented in Fig. 4 can also be obtained using the Lieb variational principle. To do so, let us define, for each singlet state, the following function

$$
\begin{equation*}
f_{n}(\rho, \Delta v)=E_{n}-\Delta v \rho \tag{21}
\end{equation*}
$$

However, instead of maximizing the previous expression for a given $\rho$ as in Eq. (2), we seek its entire set of stationary points with respect to $\Delta v$ for each $n$ value, i.e.

$$
\begin{equation*}
\frac{\partial f_{n}(\rho, \Delta v)}{\partial \Delta v}=0 \tag{22}
\end{equation*}
$$



FIG. 6. $f_{n}(\rho, \Delta v)$ as a function of $\Delta v$ for $t=1 / 2, U=1$, and $\rho= \pm 1 / 2$ : ground state ( $n=0$ ), singly-excited state $(n=1)$, and doubly-excited state $(n=2)$. The markers indicate the position of the stationary points. The transparent curves correspond to $\rho=0$. In this case, the linear term $-\Delta v \rho$ in Eq. (2) vanishes and the energy $E_{n}$ is recovered (see Fig. 1). For $\rho=1 / 2$ (solid curves), the linear term shifts the maxima of $E_{0}$ and $E_{1}$ (red circle and blue triangle, respectively) towards $\Delta v<0$ and the minimum of $E_{2}$ (green square) towards $\Delta v>0$. Moreover, a local minimum in $f_{1}$ (outermost blue triangle) appears. For $\rho=-1 / 2$ (dashed curves) the situation is exactly mirrored.

Figure 6 shows $f_{n}$ as a function of $\Delta v$ at $\rho=0$ and $\pm 1 / 2$ for each state and the location of the corresponding stationary points. For $\rho=0$ (transparent curves), one recovers the energies $E_{n}$ plotted in Fig. (1). The values of the functions $f_{n}$ at their stationary points (red circle, blue triangle, and green square at $\Delta v=0$ ) correspond to the initial values of $F_{0}, F_{1}^{\cup}$, and $F_{2}$ in Fig 4 . For $\rho=1 / 2$, $f_{0}$ (solid red curve) and $f_{2}$ (solid green curve) have a single extremum: a maximum and a minimum yielding the ground-state and second-excited-state functionals, $F_{0}(\rho)$ and $F_{2}(\rho)$, respectively, as depicted in Fig. 4. The blue curve $f_{1}$ exhibits a local maximum and minimum that corresponds to the two branches of the multi-valued functional associated with the first excited state, $F_{1}^{\cap}(\rho)$ and $F_{1}^{\cup}(\rho)$, respectively.

In practice, Lieb's formulation has a very neat geometric illustration in the Hubbard dimer: the total energies $E_{n}$ are "tipped" by the addition of the linear term $-\Delta v \rho$, which shifts their extrema: the maxima of $E_{0}$ and $E_{1}$ towards $\Delta v<0$ and the minimum of $E_{2}$ towards $\Delta v>0$. Moreover, in the case of the first excited state, the linear curve $-\Delta v \rho$ shifts the energy in such a way that, as soon as $\rho>0$, a local minimum appears (outermost blue triangle) in $f_{1}$. This minimum and maximum gradually get closer as $\rho$ increases, until they merge at $\rho=\rho_{c}, f_{1}$
becoming monotonic with no stationary points for $\rho>\rho_{c}$. For $\rho=-1 / 2$ (dashed curves) the situation is exactly mirrored.

Conclusion. - The present Letter reports the exact functional for the ground and the (singlet) excited states of the asymmetric Hubbard dimer at half-filling. To the best of our knowledge, this is the first time that exact function(al)s corresponding to singlet (non-degenerate) excited states are computed. While the ground-state functional is well-known to be a convex function with respect to the difference in site occupations, the functional associated with the highest doubly-excited state is found to be concave. Additionally, and more importantly, we discovered that the "functional" for the first excited state is a partial, multi-valued function of the density that is constructed from one concave and one convex branch associated with two separate sets of values of the external potential. Furthermore, we find that Levy's constrained search and Lieb's convex formulation are entirely consistent for all the states of the model, producing the same landscape of state-specific functionals. These findings may provide insight into the challenges of constructing state-specific excited-state density functionals for general applications in electronic structure theory.
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