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EXACT DIMENSION OF DYNAMICAL STATIONARY

MEASURES

FRANÇOIS LEDRAPPIER AND PABLO LESSA

Abstract. We consider a random walk on SLd(R) with finite first moment
and finite entropy. We show that the distributions of the unstable flag space

and of the stable flag space are exact dimensional.

1. Introduction

1.1. Exact dimension. We are given a probability measure µ on the group GLd(R)
and we are interested in the asymptotic properties of products of sequences of
matrices chosen independently with distribution µ. The logarithm of the determinant
follows a classical law of large numbers and we may restrict ourselves to probability
measures on SLd(R). We assume that the probability µ has a finite first moment.
Then, the behaviour of individual vectors under the random product of matrices
is described by Oseledets theorem ([Ose68], see section 2.1). Namely, there are
numbers, the Lyapunov exponents χ1 > . . . > χN , with multiplicities d1, . . . , dN ,
and, at almost every ω, a random decomposition

Rd = E1(ω)⊕ . . .⊕ EN (ω)

with dimEi(ω) = di for i = 1 . . . , N such that

v ̸= 0 ∈ Ei(ω) ⇐⇒ lim
n→±∞

1

n
log ∥g(n)(ω)v∥ = χi.

The space X of such decompositions is an open subset of ΠN
j=1Grdi

(d) and is
canonically endowed with a Borel structure and a Riemannian metric. From our
results follows that the distribution of the Oseledets decomposition in X is exact-
dimensional. We have

Theorem 1.1. Assume that the measure µ has countable support and finite entropy.
Let M be the distribution on X of the Oseledets decomposition: for any Borel
A ⊂ X , M(A) is the probability that (E1(ω), . . . , EN (ω)) belongs to A. Then, there
is a number ∆ such that, for M -a.e. x ∈ X :

lim
r→0

logM(B(x, r))

log r
= ∆.

The space X can be seen as a space of pairs of partial flags in general position
in Rd. With that setting, the measure M is the product of the natural dynamical
stationary measure ν on the space of unstable partial flags F and the natural
dynamical stationary measure ν′ on the space of stable partial flags F ′. The
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2 FRANÇOIS LEDRAPPIER AND PABLO LESSA

space (F , ν) is the Furstenberg boundary of the random walk (SLd(R), µ). We show
(theorem 2.1) that the measure ν is stationary ergodic and that the Furstenberg
entropy κ(µ, ν) (see section 2.2.4) satisfies

(1.1) κ(µ, ν) ≤
∑

0<i<j≤N

didj(χi − χj).

Assume that the measure µ has countable support and finite entropy. We show
(theorem 2.2) that the measure ν is exact dimensional with dimension δ. Since the
measure ν′ is the dynamical stationary measure for the random walk (SLd(R), µ′),
where µ′(g) := µ(g−1), the measure ν′ is exact dimensional as well (with dimension
δ′). Theorem 1.1 follows since the measure M is the product of the measures ν and
ν′. Moreover, ∆ = δ + δ′.

1.2. Structure of the flag space. Exact dimension holds for any coarser partial
flag space, and theorem 2.2 is stated for a general partial flag space. The case
of the projective space Pd−1 is due to A. Rapaport ([Rap21]). The dimension of

νPd−1 is given in [Rap21] by a sum
∑N−1

j=1 γj , where γj are partial dimensions. In
the general case of the dynamical stationary measure on the unstable flag space,
the dimension δ is a sum of partial dimensions γi,j , for 0 < i < j ≤ N. Fix the
multiplicities d1, . . . , dN such that d1 + . . .+ dN = d and consider the corresponding
spaces X ,F and F ′. The main novelty in this paper is the description of the bundle
X → F ′ as an array of SLd(R)-equivariant algebraic finite-dimensional vector bundle
extensions (see theorems 2.4 and 5.1). To each vector extension is associated a pair
(ik, jk), 0 < ik < jk ≤ N and the linear dimension of the fiber space is dikdjk .

Given µ on SLd(R) with finite first moment and multiplicities d1, . . . , dN , for
each vector extension, there exists a family of conditional measures on the fibers
associated to M . These conditional measures are M -almost everywhere defined.
They are M -a.e. exact dimensional (theorem 2.7) and the dimension γk is M -a.e.
constant. We have

(1.2) γk ≤ dikdjk .

Moreover, for each vector extension, there is a dynamically defined entropy κk
that satisfies κk = γk(χik − χjk) (theorem 2.7). In [LL23], we assume that the
multiplicities di are all 1, so that the bundle structure is simpler to describe and
the proof of theorem 2.7 is more direct.

1.3. Addition formulas. The structure of the array of extensions is not linear
(see Figures 1 and 2 in [LL23] for the cases N = 3 and N = 4) but there are paths
k1, . . . , kN(N−1)/2 of successive extensions from F ′ to X . Moreover, the associated
pairs ikℓ

, jkℓ
are such that all pairs (i, j), 0 < i < j ≤ N appear and appear once.

Along any such path, we have the entropy formula (see section 7):

(1.3) κ(µ, ν) =

N(N−1)/2∑
ℓ=1

κkℓ
=

N(N−1)/2∑
ℓ=1

γkℓ
(χikℓ

− χjkℓ
).

We obtain the exact dimension of the measure ν in theorem 2.2 by adding the
dimensions along a path of successive extensions from F ′ to M under two more
conditions:

(1) we consider a monotone path, such that ℓ 7→ χikℓ
− χjkℓ

is non-decreasing;

(2) we assume that the measure µ has countable support and finite entropy.
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Under those two conditions, the dimensions add (see theorem 2.8):

(1.4) δ =

N(N−1)/2∑
ℓ=1

γkℓ
.

The first condition is necessary: there are counter-examples already in SL3(R),
see [LL23], section 9. It is an open question whether the second condition can be
weakened. The conditions for the formula (1.4) is the main difference with [Fen23]
and [Rap21], where they consider the action of the projective space. In that case,
there is only one path of successive extensions, and it is automatically monotone.
We also replace the exponential moment condition by finite entropy.

1.4. Lyapunov dimension. We continue assuming that the measure µ has count-
able support, a first moment and finite entropy. Following [KY79] and [DO80], we
define the Lyapunov dimension of a stationary measure on F and show the relation
(1.5).

We order the differences λk = χik − χjk in such a way that

0 < λ1 ≤ λ2 ≤ . . . ≤ λN(N−1)/2.

Define the continuous, piecewise affine function DF,µ,ν on the interval [0,dimF ] as:

DF,µ,ν(0) = κ(µ, ν) and

D′
F,µ,ν(s) = −λℓ for

∑
k<ℓ

dikdjk < s <
∑
k≤ℓ

dikdjk , ℓ = 1, . . . , N(N − 1)/2.

We define the Lyapunov dimension dimLY(F , µ, ν) as the number such that

DF,µ,ν(dimLY(F , µ, ν)) = 0.

By (1.1), the definition makes sense: the function DF,µ,ν is decreasing and

DF,µ,ν(dimF) = κ(µ, ν)−
∑

0<i<j≤N

didj(χi − χj) ≤ 0.

Theorem 1.2. Assume that the measure µ on SLd(R) has countable support, a first
moment and finite entropy. Let ν be the dynamical stationary measure on the space
of unstable flags. With the above notations

(1.5) δ = dim ν ≤ dimLY(F , µ, ν).

Proof. By (1.2), γk ≤ dikdjk . Since we are following a monotone path, we can
apply (1.4) and write, since the slope of the function DF,µ,ν is at least χjℓ − χiℓ for∑

k<ℓ γk < s <
∑

k≤ℓ γk,

DF,µ,ν(δ) = DF,µ,ν(
∑
ℓ

γℓ) ≥ κ(µ, ν)−
∑
k

γℓ(χiℓ − χjℓ).

By (1.3), we have DF,µ,ν(δ) ≥ 0. □

From the proof, we see that if we have equality in (1.5), then the γℓ are known
in terms of the entropy κ(µ, ν): there is some k0 such that

• γℓ = diℓdjℓ for ℓ < k0,
• γℓ = 0 for ℓ > k0 and
• γk0

is such that (1.3) holds.



4 FRANÇOIS LEDRAPPIER AND PABLO LESSA

In other words, we have equality in (1.5) if the measure ν aligns along the directions
with the less contraction, the only constraint being the Furstenberg entropy. An
open problem is to find conditions under which we have equality in (1.5). This is
true when d = 2 and in some examples in higher dimensions, see [FS22] for the
latest results and a history of similar problems, in particular for IFS.

Define the functionDµ by replacing κ(µ, ν) by the random walk entropy hRW(µ) :=

infn
1
nH(µ∗n). The function Dµ does not depend anymore on F , ν, but there is

no guarantee that Dµ(dimF) ≤ 0. So, for any C1 SLd(R)-space Y, we can define

dimµ(Y) by

dimµ(Y) := dimY if Dµ(dimY) ≥ 0,

:= s such that Dµ(s) = 0 otherwise .

Since for any stationary measure ν on any SLd(R)-space, κ(µ, ν) ≤ hRW(µ)
([KV83]), we have dimLY(F , µ, ν) ≤ dimµ(F) and the equality δ = dimµ(F) is
harder to obtain than equality in (1.5). See [HS17] for the d = 2 case and [Rap22]
and the references therein for the latest developments.

1.5. Organization of the paper. In section 2, we fix the notations and state
the precise and complete form of our results. The proof of theorem 2.1 is given in
section 3. We describe the vector bundle structure of X → F ′ and the partial vector
bundles in section 4, and their algebraic change of coordinates in section 5. We then
describe some dynamical properties of these bundles in section 6. In section 7, we
recall the properties of the partial entropies associated to all the equivariant spaces
we constructed. We prove theorem 2.7 in section 8 and theorem 2.8 in section 9.

2. Statement of results

We fix G = SLd(R) and a probability µ on G.
We always assume in what follows that µ has finite first moment, meaning that∫

G

log ∥g∥dµ(g) < +∞.

We say µ has finite entropy if it is discrete, meaning it is a countable convex
combination of point masses, and H(µ) = −

∑
g∈G

µ(g) logµ(g) < +∞. For some

results we will assume H(µ) < +∞ in which case this will be explicitely stated.
We consider on the sequence space Ω = GZ, the Bernoulli measure m = µZ, we

let gn : Ω → G be the n-th coordinate projection, and σ : Ω → Ω be the left shift so
that gn ◦ σ = gn+1. We will also use the notation

gnm(ω) = gn−1(ω) · · · gm(ω),

for all m < n.

2.1. Oseledets splitting. By the Oseledets theorem there exists N ∈ {1, . . . , d},
multiplicities d1, . . . , dN with d1 + · · · + dN = d, and Lyapunov exponents χ1 >
· · · > χN such that for m-a.e. ω the set

Ei(ω) =

{
v ∈ Rd : lim

n→+∞

1

n
log ∥gn0 (ω)v∥ ≤ χi

}
∩
{
v ∈ Rd : lim

n→+∞

1

n
log ∥g0−n(ω)

−1v∥ ≤ −χi

}
,
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is a di-dimensional subspace of Rd for i = 1, . . . , N . Moreover, for any pair I, J of
disjoint non-empty subsets of {1, . . . , N}

(2.1) lim
n→±∞

1

|n|
log | sin∠(⊕i∈IEi(σ

nω),⊕j∈JEj(σ
nω))| = 0,

where ∠(E,E′) is the smallest angle between unit vectors of the vector spaces E
and E′.

2.2. Entropy and dimension on flag spaces.

2.2.1. Left filtrations. For any I ⊂ {1, . . . , N}, set d(I) =
∑
i∈I

di. We will call a set

L ⊂ {∅, {1}, {1, 2}, . . . , {1, . . . , N}},

containing ∅ and {1, . . . , N} a left filtration.
For each i ∈ {1, . . . , N} we denote by L(i) its atom in L, i.e. the smallest element

of L containing i.

2.2.2. Flag spaces. Recall that a flag in Rd is a sequence of increasing subspaces
beginning with the subspace {0} and ending in the subspace Rd.

Given a left filtration L let FL be the space of partial flags given as sequences
(xI)I∈L such that

(1) xI is a d(I)-dimensional subspace of Rd for each I ∈ L and,
(2) xI ⊂ xJ whenever I ⊂ J .

Each flag space FL is endowed with a distance coming from its embedding into
the product of Grasmannian manifolds of the corresponding dimension.

2.2.3. Dynamical stationary measures. The partial unstable flag EL(ω) ∈ FL is
defined by

EL(ω)I =
⊕
i∈I

Ei(ω),

for each I ∈ L.
We let νL denote the distribution of EL i.e. the probability on FL defined by

νL(A) = m ({ω ∈ Ω : EL(ω) ∈ A}) .

2.2.4. Furstenberg entropy. Recall that a probability ν defined on a space where G
acts continuously is said to by µ-stationary if

ν =

∫
G

g∗νdµ(g).

A µ-stationary probability is ergodic if it is extremal among µ-stationary measures.
Given a µ-stationary measure ν the Furstenberg entropy of the pair (µ, ν) is defined
as

κ(µ, ν) =

∫
G

∫
F

log
dg∗ν

dν
(gx)dν(x)dµ(g),

or +∞ if g∗ν is not absolutely continuous with respect to ν for µ-a.e. g.
Furstenberg entropy is always non-negative, and is equal to zero if and only if

g∗ν = ν for µ-a.e. g ∈ G. The fact that µ has finite first moment implies that the
Furstenberg entropy is finite.
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Theorem 2.1 (Entropy exponent inequality). For each left filtration L, the measure
νL is µ-stationary, ergodic, and satisfies

κ(µ, νL) ≤
∑

j /∈L(i)

didj(χi − χj).

2.2.5. Exact dimension. Let (X, ρ) be a metric space, ν a measure on X. The lower
dimension dim and the upper dimension dim of (X, ρ, ν) are defined by

dim = ess.inf
ν

lim inf
r→0

log ν(B(x, r))

log r
, dim = ess.sup

ν
lim sup

r→0

log ν(B(x, r))

log r
.

A measure ν on X is called exact dimensional with dimension δ if dim = dim = δ.

Theorem 2.2 (Exact dimension of dynamical stationary measures). Asssume that
µ has finite entropy.

Then, for each left filtration L the measure νL is exact dimensional. Furthermore
there is a formula for its dimension in terms of the Lyapunov exponents of µ and a
finite set of dynamically defined entropies.

2.3. Entropy and dimension on configuration spaces. In order to prove
theorem 2.2 and describe the formula for the dimension of each νL, we consider a
more general family of spaces than spaces of partial flags.

These spaces are parametrized by certain topologies on the finite set {1, . . . , N}
which we call admissible and will now define.

2.3.1. Admissible topologies. Given a topology T on {1, . . . , N} we denote by T (i)
the atom of i for each 1 ≤ i ≤ N . A topology is said to be admissible if T (i) ⊂
{i, i+ 1, . . . , N} for all i.

An admissible topology T is finer than another T ′ (denoted by T ≺ T ′) if T (i) ⊂
T ′(i) for all i. We say T is one step finer than T ′ (denoted by T

1
≺ T ′) if T ≺ T ′,

there is a single atom T (i) with T (i) ̸= T ′(i), and furthermore T ′(i) = T (i) ∪ {j}
for some j.

We denote by T1 ≺ T0 the finest and coarsest admissible topologies. An admissible
topology T is said to be filtered if it is generated by T0 and some left filtration L.

Whenever T
1
≺ T ′ with T ′(i) = T (i) ∪ {j} we define the Lyapunov exponent

χT,T ′ by

χT,T ′ = χi − χj .

A monotone path is a sequence T k = T
1
≺ T k−1

1
≺ · · ·

1
≺ T 0 = T ′ such that

χT 1,T 0 ≤ χT 2,T 2 ≤ · · · ≤ χTk,Tk−1 .

Lemma 2.3 (Existence of monotone paths). For each T ≺ T ′ there at least one
monotone path with T and T ′ as its endpoints.

Proof. This is [LL23, Proposition 2.1. part 1]. □

2.3.2. Configuration spaces. Given an admissible topology T , we define the (weighted)
configuration space XT (with weights d1, . . . , dN ) as the space of sequences (xI)I∈T

such that

(1) xI is a d(I)-dimensional subspace of Rd for each I ∈ T ,
(2) xI∪J = xI + xJ for all I, J ∈ T , and
(3) xI∩J = xI ∩ xJ for all I, J ∈ T .
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Each configuration space XT is endowed with the distance corresponding to its
natural embedding in the product of Grassmannian manifolds.

If T ≺ T ′ we denote by πT,T ′ : XT → XT ′ the projection which consists of
forgetting the subspaces xI for all I ∈ T \ T ′.

Theorem 2.4 (Configuration spaces are fiber bundles). Given admissible topologies
T ≺ T ′ the configuration space XT with the projection πT,T ′ is locally bilipschitz home-

omorphic to a vector bundle over XT ′ with fibers of dimension
N∑
i=1

∑
j∈T ′(i)\T (i)

didj.

The theorem above shows that XT with the projection πT,T ′ is a fiber bundle
over the base XT ′ with fibers which are locally bilipschitz homeomorphic to Rk for
certain k. Let us denote this bundle by XT,T ′ and by X x′

T,T ′ = π−1
T,T ′(x′) the fiber

over x′ ∈ XT ′ .

2.3.3. Dynamical measures on configuration spaces. Given an admissible topology
T , for m-a.e. ω setting

ET (ω)I =
⊕
i∈I

Ei(ω),

for all I ∈ T , defines a configuration in XT . Let νT be the distribution of ET i.e.

νT (A) = m ({ω : ET (ω) ∈ A}) .

For T ≺ T ′, clearly (πT,T ′)∗νT = νT ′ . Let x′ 7→ νx
′

T,T ′ be a disintegration of νT
with respect to the projection πT,T ′ .

Lemma 2.5. Let L be a left filtration and T the filtered admissible topology generated
by T0 and L.

Then for νT0
-a.e. x0, the measure νx0

T,T0
is the bilipschitz image of νL restricted

to a full measure set in FL. In particular the measure νL has the same dimensional
properties as the measures νx0

T,T0
for νT0

-a.e. x0.

Proof of Lemma 2.5. We say (x, y) ∈ FL ×XT0
are in general position if dim(xI ∩

yJ ) = d(I ∩ J) for all I ∈ L, J ∈ T0. Let (FL ×XT0)
∗ be the set of pairs in general

position and for each y ∈ XT0 let Fy
L be the set of x such that (x, y) is in general

position.
If I ∈ L then I = {1, . . . , i} for some i and

EL(ω)I = (E1 ⊕ · · · ⊕ Ei)(ω).

On the other hand if J ∈ T0 then J = {k, . . . , N} for some k and

ET0
(ω)I = (Ek ⊕ · · · ⊕ EN )(ω).

It follows that EL(ω) and ET0
(ω) are in general position for m-a.e. ω.

Since EL(ω) is g−1(ω), g−2(ω), . . . measurable and ET0
(ω) is g0(ω), g1(ω), . . .

measurable, they are independent and their joint distribution is νL × νT0
. Hence,

(νL × νT0
)((FL ×XT0

)∗) = 1 and νL(Fy
L) = 1 for νT0

-a.e y.
Notice that each atomK ∈ T is of the form I∩J for some atoms I ∈ L and J ∈ T0.

Let FL : (FL ×XT0)
∗ → XT be such that FL(x, y) is the unique configuration in XT

with FL(x, y)I∩J = xI ∩ xJ for all atoms I ∈ L, J ∈ T0. Observe that FL is well
defined and bijective since xI = FL(x, y)I for all atoms I ∈ L and yJ = FL(x, y)J
for all atoms J ∈ T0.
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We claim that for each y ∈ XT0 the restriction of FL to Fy
L × {y} is locally

bi-lipschitz. To see this first note that the inverse is a projection forgetting the
subspaces zI for z ∈ XT if I /∈ L and hence is trivially Lipschitz. In the forward
direction for each atom K ∈ T we have K = I ∩J for some atoms I ∈ L and J ∈ T0
and therefore FL(x, y)K = xI ∩ yJ which is locally Lipschitz as a function of xI
in the Grasmannian of dimension d(I) such that the intersection with the fixed
subspace yJ has dimension d(I ∩ J).

To conclude we observe that since πT,T0
(FL(x, y)) = y we obtain that νyT,T0

=

(FL)∗((νL)|Fy
L
× {y}) for νT0

-a.e. y. This concludes the proof of Lemma 2.5. □

2.3.4. Fibered entropy of dynamical measures. Let T ≺ T ′ be a pair of admissible
topologies. We associate the (fiber) entropy κT,T ′ by the formula

(2.2) κT,T ′ =

∫
Ω

log
dg0(ω)∗ν

ET ′ (ω)
T,T ′

dν
g0(ω)ET ′ (ω)
T,T ′

(g0(ω)ET (ω)) dm(ω),

setting κT,T ′ = +∞ if the density in the integral fails to exist on a set of positive
m-measure.

Lemma 2.6. The entropies κT,T ′ satisfy the following:

(1) 0 ≤ κT,T ′ < +∞ for all T ≺ T ′

(2) κT,T ′′ = κT,T ′ + κT ′,T ′′ for all T ≺ T ′ ≺ T ′′.
(3) For each left filtration L one has κT,T0 = κ(µ, νL) where T is the filtered

admissible topology generated by L and T0.

2.3.5. Exact dimension results. We are now able to state our two main results,
which together imply theorem 2.2.

Theorem 2.7 (Exact dimension for one step disintegrations). If T
1
≺ T ′ are

admissible, then for νT -a.e. x
′ the measure νx

′

T,T ′ is exact dimensional and

dim(νx
′

T,T ′) =
κT,T ′

χT,T ′
.

Theorem 2.8 (Additivity along monotone paths). If µ has finite entropy, and

T k = T
1
≺ T k−1

1
≺ · · ·

1
≺ T 0 = T ′ is a monotone path of admissible topologies then

νx
′

T,T ′ is exact dimensional for νT ′-a.e. x′ and

dim(νx
′

T,T ′) =

k−1∑
i=0

κT i+1,T i

χT i+1,T i

.

3. Proof of Theorem 2.1

3.1. Proof of stationarity. For each i = 1, . . . , d we have

(E1 ⊕ · · · ⊕ Ei)(ω) =

{
v ∈ Rd : lim

n→+∞

1

n
log ∥g0−n(ω)v∥ ≤ −χi

}
.

It follows that for each left filtration L the flag EL is g−1, g−2, . . .-measurable.
In particular EL and g0 are independent. From this we obtain that the distribution
of g0(ω)EL(ω) is exactly ∫

G

g∗νLdµ(g).
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Let σ : Ω → Ω be the left shift, so that gn(σω) = gn+1(ω) for all n.
Since m is shift invariant and g0(ω)EL(ω) = EL(σω) for m-a.e. ω, we obtain

that the distribution of g0(ω)EL(ω) is νL. This shows that νL is µ-stationary as
claimed.

3.2. Proof of ergodicity. Set νL = ν0 and suppose that ν0 = tν1+(1− t)ν2 where
νi is stationary for i = 1, 2 and t ∈ (0, 1).

From [FG10, Section 1] the limits

νi,ω = lim
n→+∞

g0−n(ω)∗νi,

exists for m-a.e. ω and furthermore

νi =

∫
Ω

νi,ωdm(ω),

for i = 0, 1, 2.
It suffices to show that ν0,ω = ν1,ω = ν2,ω for m-a.e. ω to conclude that νL is

extremal as claimed.
For this purpose we note that EL(σ

−nω) is independent from g−1(ω), . . . , g−N (ω).
It follows that the conditional distribution of g0−n(ω)EL(σ

−nω) given g−1(ω), . . . , g−n(ω)
is (g0−n(ω))∗ν0.

Since m-a.e. we have EL(ω) = g0−n(ω)EL(σ
−nω) the limit ν0,ω must be the

conditional distribution of EL(ω) given g−1(ω), g−2(ω), . . . which is δEL(ω).
Hence we have shown that ν0,ω = δEL(ω) for m-a.e. ω. Since ν0,ω = tν1,ω + (1−

t)ν1,ω it follows that ν0,ω = ν1,ω = ν2,ω for m-a.e. ω, which concludes the proof.

3.3. Proof of entropy estimate. Let F̃ denote the space of full flags. If µ̃ is a

probability on G with finite first moment, and ν̃ is a µ̃-stationary measure on F̃ ,
we define the Lyapunov exponents of (µ̃, ν̃) so that

λ1(µ̃, ν̃) + · · ·+ λi(µ̃, ν̃) =

∫
G

∫
F̃

log | det
Ui(x)

(g)|dν̃(x)dµ̃(g),

for i = 1, . . . , d, where |detS(g)| is the Jacobian of g restricted to the subspace S,
and Ui(x) denotes the i-dimensional subspace of x.

Given a left filtration L we denote by πL : F̃ → FL the natural projection. For
convenience we set L(0) to be the empty set and d(L(0)) = 0.

Lemma 3.1 (Lifts of dynamical measures). Let L1 be the finest left filtration and ν̃

be a µ-stationary probability on F̃ . If for all i ∈ {1, . . . , N} one has λk(µ, ν̃) = χi

for all k ∈ {d(L1(i− 1)) + 1, . . . , d(L1(i))} then (πL1
)∗ν̃ = νL1

.

Proof. Let ν̃ω = lim
n→+∞

g0−n(ω)∗ν̃ and suppose, by taking an extension of (Ω,m),

that there exists Ẽ : Ω → F̃ whose conditional distribution given (gn(ω))n∈Z is ν̃ω
for m-a.e. ω.

Fix i ∈ {1, . . . , N}, set k = d1 + · · ·+ di and Ẽi(ω) = Uk(Ẽ(ω)). We claim that

Ẽi(ω) = (E1 ⊕ · · · ⊕Ei)(ω) for m-a.e. ω ∈ Ω. This would prove the lemma since Ẽ

has distribution ν̃ and we would have πL1
(Ẽ(ω)) = EL1

(ω) for m-a.e. ω ∈ Ω.
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To establish the claim, we first observe that by Birkhoff’s theorem∫
Ω

− lim
n→+∞

1

n
log | det

Ẽi(ω)
g0−n(ω)

−1|dm(ω) =

∫
Ω

log | det
Ẽi(ω)

g0(ω)|dm(ω).

However m-a.e. one has

lim sup
n→+∞

− 1

n
log |det

S
(g0−n(ω)

−1)| ≤ d1χ1 + · · ·+ diχi,

for all d1 + · · ·+ di-dimensional subspaces S ⊂ Rd.
Therefore

lim
n→+∞

1

n
log | det

Ẽi(ω)
g0−n(ω)

−1| = −(d1χ1 + · · ·+ diχi),

so that Ẽi(ω) = E1(ω) ⊕ · · · ⊕ Ei(ω) for m-a.e. ω ∈ Ω. Which concludes the
proof. □

To prove Theorem 2.1 we consider a sequence µ̃n of probabilities obtained by
convolving µ with the uniform measure on the ball of radius 1

n around the identity
in SO(d).

Lemma 3.2 (Continuous stationary measures). For each n there is a unique µ̃n-

stationary measure ν̃n on F̃ . Furthermore ν̃ is absolutely continuous with respect
the rotationally invariant probability and for any left filtration L one has

κ(µ̃n, (πL)∗ν̃n) =
∑

j /∈L(i)

∑
d(L(i−1))<k≤d(L(i))
d(L(j−1))<l≤d(L(j))

λk(µ̃n, ν̃n)− λl(µ̃n, ν̃n).

Proof. The uniqueness of ν̃n and its absolute continuity with respect to the ro-
tationally invariant probability is [LL23, Lemma 5.2]. The formula for entropy
of an absolutely continuous stationary measure is the calculation following [LL23,
Proposition 5.8]. □

Let ν̃n be the unique µ̃n-stationary measure on F̃ given by Lemma 3.2. By taking
a subsequence we suppose that ν̃ = lim

n→+∞
ν̃n exists.

Let s1(g) ≥ · · · ≥ sd(g) denote the singular values of a matrix in G. By
construction the integrals ∫

| log(si(g))|>C

| log si(g)|dµ̃n(g),

go to zero uniformly in n when C → +∞. This implies (see [LL23, Lemma 5.4])
that

λk(µ, ν̃) = lim
n→+∞

λk(µ̃n, ν̃n).

On the other hand by [FGTQ15, Theorem 1.1] (they deal with a more difficult
perturbation where there is worse control on the smallest singular value, their
argument goes through for our case) we have

lim
n→+∞

λk(µ̃n, ν̃n) = χi

for all k ∈ {d(L(i− 1) + 1, . . . , d(L(i)))}.
In particular this implies, by Lemma 3.1 that (πL)∗ν̃ = νL for all left filtrations

L.
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By semi-continuity of Furstenberg entropy we now obtain for all left filtrations L
that

κ(µ, νL) = κ(µ, (πL)∗ν̃) ≤ lim inf
n→+∞

κ(µ̃n, (πL)∗ν̃n) =
∑

j /∈L(i)

didj(χi − χj),

which concludes the proof.

4. Coordinates on configuration bundles

In what follows we fix admissible topologies T ≺ T ′.
We let XT,T ′ denote the space XT endowed with the projection πT,T ′ which we

will show in this section is a fiber bundle.
We denote by X x′

T,T ′ = π−1
T,T ′(x′) the fiber over a point x′ ∈ XT ′ .

4.1. Compatible splittings. We say a sequence of subspaces V = (V1, . . . , VN ) is
a splitting compatible with x′ ∈ XT ′ if

(4.1) x′I =
⊕
i∈I

Vi,

for all I ∈ T ′.

Notice that in particular this implies dim(Vi) = di for all i and Rd =
N⊕
i=1

Vi.

Lemma 4.1 (Perpendicular compatible splitting). Setting

(4.2) Vi(x
′) = x′T ′(i) ∩

(
x′T ′(i)\{i}

)⊥
,

yields a compatible splitting for each x′ ∈ XT ′ .

Proof. We first observe that since xT ′(i) = Vi(x
′)⊕xT ′(i) \{i} have dim(Vi(x

′)) = di
for all i.

We proceed by induction on min(I) begining with min(I) = N where we trivially
have VN (x′) = x′{N}.

Assume that min(I) = i and that equation 4.1 holds for all J ∈ T with min(J) > i.
We deduce that

x′I = x′T ′(i) + x′I\{i} = Vi(x
′)⊕ x′T ′(i)\{i} + x′I\{i}

= Vi(x
′)⊕

⊕
j∈T ′(i)\{i}

Vj(x
′) +

⊕
j∈I\{i}

Vj(x
′)

= Vi(x
′) +

⊕
j∈I\{i}

Vj(x
′).

Since the dimensions of the subspaces on the right-hand side add up to d(I), the
sum must be direct as claimed. □

4.2. Vector spaces of nilpotent mappings. Given T ≺ T ′, x′ ∈ XT ′ and
V a compatible splitting we denote by NilT,T ′(V ) the space of linear mapping
f : Rd → Rd such that

(4.3) f (Vi) ⊂
⊕

j∈T ′(i)\T (i)

Vj ,

for i = 1, . . . , N .
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Lemma 4.2. The dimension of the vector space NilT,T ′(V ) is

dim(NilT,T ′(V )) =

N∑
i=1

∑
j∈T ′(i)\T (i)

didj .

Proof. Let Si = {f ∈ NilT,T ′(V ) : f|Vj
= 0 for all j ̸= i}. This is isomorphic to the

space of linear mappings from Vi to
⊕

T ′(i)\T (i)

Vj so we have

dim(Si) =
∑

j∈T ′(i)\T (i)

didj .

Let πVi
: Rd → Vi be the projection along

⊕
j ̸=i

Vj . Given f ∈ NilT,T ′(V ) we have

f =
∑
f ◦ πVi

and f ◦ πVi
∈ Si. Since Si ∩

⊕
j ̸=i

Sj = {0} it follows that,

NilT,T ′(V ) =
⊕
i

Si,

which concludes the proof.
□

4.3. Fiberwise parametrization. Given T ≺ T ′, x′ ∈ XT ′ and a compatible
splitting V we define a mapping

φV : NilT,T ′(V ) → X x′

T,T ′

by setting

(4.4) φV (f)I = (Id+f)

(⊕
i∈I

Vi(x
′)

)
,

for all I ∈ T , where Id : Rd → Rd is the identity mapping.

Lemma 4.3. The sequence φV (f) defined above is a configuration in X x′

T,T ′ for each

f ∈ NilT,T ′(V ).

Proof. First notice that φV (0)I =
⊕
i∈I

Vi for all I ∈ T . So in this case, it follows

from equation 4.1 that φV (0) ∈ X x′

T .
For general f ∈ NilT,T ′(V ) we observe that, since f is nilpotent, Id+f is a linear

isomorphism of Rd.
Since φV (f)I = (Id+f)(φV (0)I) for all I ∈ T this suffices to show that φV (f) is

a configuration in XT .
We now verify that φV (f)T ′(i) = x′T ′(i) for all i. Since the case f = 0 has been

established, it suffices to show that Id+f leaves each x′T ′(i) invariant.



EXACT DIMENSION OF DYNAMICAL STATIONARY MEASURES 13

To do this, using the case f = 0, we calculate

(Id+f)(x′T ′(i)) = (Id+f)

⊕
T ′(i)

Vj


⊂
⊕
T ′(i)

Vj + f

⊕
T ′(i)

Vj


⊂
⊕
T ′(i)

Vj +
∑
T ′(i)

⊕
k∈T ′(j)\T (j)

Vk

=
⊕
T ′(i)

Vj

= x′T ′(i)

Since the dimensions of the subspaces on the left and right-hand side are equal
this shows the desired claim. □

Lemma 4.4. The mapping φV : NilT,T ′(V ) → X x′

T,T ′ defined above is injective.

Proof. Suppose that f ≠ g, let i be the largest index such that f and g do not
coincide on Vi, and v ∈ Vi be such that f(v) ̸= g(v).

If φV (f) = φV (g) then in particular

(Id+f) (Vi ⊕ S) = (Id+g) (Vi ⊕ S) ,

where S =
⊕

j∈T (i)\{i}
Vj .

Therefore there must exist v′ ∈ Vi and w ∈ S such that v + f(v) = v′ + w +
g(v′) + g(w).

By equation 4.3, f(Vi) and g(Vi) are complementary to Vi ⊕ S. Therefore we
must have v = v′ and f(v)− g(v) = w + g(w).

However, for the same reason this implies w = 0 and hence f(v) = g(v). So φT,T ′

is injective as claimed. □

Lemma 4.5. The mapping φV : NilT,T ′(V ) → X x′

T,T ′ defined above is surjective.

Proof. Let x ∈ X x′

T , we say f ∈ NilT,T ′(V ) is i-good if

(Id+fi)

⊕
j∈J

Vj(x
′)

 = xJ ,

for all J ∈ T with min(J) > i.
Notice that f = 0 is N − 1-good.
Suppose that f is i-good we will show that there exists g ∈ NilT,T ′(V ) with

g|Vj
= 0 for all j ̸= i such that f + g is (i− 1)-good.

To see this consider the subspace

S =
⊕

j∈T ′(i)\T (i)

Vj .

We claim that

S ⊕ xT (i)\{i} = xT ′(i)\{i}.
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To see this first notice that by equation 4.1 we have

S ⊕
⊕

j∈T (i)\{i}

Vj = x′T ′(i)\{i}.

Now, since Id+f is a linear isomorphism leaving x′T ′(i)\{i} invariant it suffices to

show that (Id+f)(Vj) ∩ S = {0} for each j ∈ T (i) \ {i}.
Fix j ∈ T (i) \ {i} and v ∈ Vj . By hypothesis f(v) ∈

⊕
k∈T ′(j)\T (j)

Vk so unless

v = 0 one has that v + f(v) has a non-zero component in Vj . Since v + f(v) ∈
x′T ′(i)\{i} =

⊕
k∈T ′(i)\{i}

Vk we conclude that if v+f(v) ∈ S then v = 0. Which proves

the claim.
From the claim it follows that

Vi ⊕ S ⊕ xT (i)\{i} = xT ′(i).

Since xT (i) ∩ xT ′(i)\{i} = xT (i)\{i} this implies that xT (i) ∩ (Vi(x
′) ⊕ S) is di-

dimensional.
Therefore, for each v ∈ Vi there exists a unique w ∈ S such that v + w ∈ xT (i).

Setting g(v) = w we have that f + g coincides with f when restricted to
⊕
j>i

Vj(x
′).

By construction xT (i) is the image under Id+f+g of Vi⊕S, so f+g is (i−1)-good
as required. □

4.4. Proof of theorem 2.4. We define for each x′ ∈ XT ′ the perpendicular
compatible splitting V (x′) = (V1(x

′), . . . , VN (x′)) as in lemma 4.1.
We define

(4.5) VT,T ′ = {(x′, f) : x′ ∈ XT ′ , f ∈ NilT,T ′(V (x′))}.
This is a vector bundle with base XT ′ with the projection onto the first coordinate.

It is a sub-bundle of the product XT ′ ×Hom(Rd,Rd). We metrizice it with the sum
of the distance in XT ′ and any operator norm on Hom(Rd,Rd).

We claim that φT,T ′ : VT,T ′ → XT,T ′ be defined by

φT,T ′(x′, f) = φV (x′)(f),

is a locally bilipschitz homeomorphism.
For each i the mapping x′ 7→ Vi(x

′) is lipschitz since it is defined by taking the
perpendicular complement of a subspace of x′ within another. Since, φV is defined
applying Id+f to sums of the subspaces Vi(x

′) it is a lipschitz mapping as well.
Hence φT,T ′ is a lipschitz mapping.

From lemma 4.3, 4.4, and 4.5 it follows that φT,T ′ has an inverse which we
denote by ψT,T ′ . From the proof of lemma 4.5, it follows that ψT,T ′ is locally
lipschitz because the mapping associating in a splitting S ⊕ S′ to each subspace
S′′ complementary to S′ a linear mapping f : S → S′ whose graph is S′′ is locally
lipschitz from the dim(S)-dimensional Grasmannian to Hom(S ⊕ S′, S ⊕ S′).

4.5. An example of a non-trivial configuration bundle. In view of theorem
2.4 it is natural to ask whether the vector bundles constructed are trivial (i.e. the
product of the base times Rk). We give an example showing this is not the case.

Example 4.6. For N = 2, d1 = 1, d2 = 2 for the only two admissible topologies
T1 ≺ T0 the bundle XT1,T0

is homeomorphic to the tangent bundle of the projective
space P(R3).
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We note that XT1 is the space of ordered pairs (L,P ) of a one-dimensional
subspace L and a two dimensional subspace P in R3 in general position. The map
πT1,T0

is the projection onto the second coordinate.
To establish the claim we endow P(R3) with the unique rotationally invariant

Riemannian metric for which the angle in R3 between the subspaces x ∈ P(R3) and
expx(v) is ∥v∥ for all (x, v) in the tangent bundle TP(R3), where exp denotes the
Riemannian exponential mapping.

Notice that (L,P ) ∈ XT1
if and only if the angle between L and the perpendicular

complement L′ of P is less than π
2 .

Hence, for each (L,P ) ∈ XT1 there is a unique v ∈ TL′P(R3) with ∥v∥ < π
2 such

that L = expL′(v).
This identifies XT1,T0

with the bundle of tangent vectors with norm less than π
2

which is diffeomorphic to the tangent bundle itself.

5. Fiberwise changes of coordinates

We consider in what follows admissible topologies T ≺ T ′. We say two splittings
V = (V1, . . . , VN ) and W = (W1, . . . ,WN ) are T ′-compatible if there exists x′ ∈ XT ′

such that both V and W are compatible with x′. Equivalently⊕
I

Vi =
⊕
I

Wi,

for all I ∈ T ′.
Given two such splittings we let πVi and πWi be the corresponding systems of

projections, so πVi is the projection onto Vi along
⊕
j ̸=i

Vi and similarly for πWi .

Theorem 5.1. For each pair of admissible topologies T ≺ T ′ there exists a poly-
nomial with integer coefficients pT,T ′ in 2N + 1 non-commuting variables such
that

φ−1
W ◦ φV (f) = pT,T ′(f, πV1 , . . . , πVN

, πW1 , . . . , πWN
),

for all T ′-compatible splittings V,W , and all f ∈ NilT,T ′(V ).

5.1. Projections.

Lemma 5.2. For each i one has

πVi
= πVi

πWi
πVi

, πWi
= πWi

πVi
πWi

and furthermore,

πWiπVj = πViπWj = 0,

for all j > i.

Proof. We show that πVi
= πVi

πWi
πVi

, and πVi
πWj

= 0. The other claims follow
by permuting V and W .

Since V and W are compatible, there exist S, S′ such that

S =
⊕
j≥i

Vj =
⊕
j≥i

Wj ,

and

S′ =
⊕
j>i

Vj =
⊕
j>i

Wj .
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It follows that both πVi and πWi are projections with kernel S′ when restricted
to S.

Hence, πVi
πWi

= πVi
within S, and therefore πVi

πWi
πVi

= π2
Vi

= πVi
, as claimed.

If j > i, then πWj
(v) ⊂ S′ for all v, so one has πVi

πWj
= 0 as claimed. □

5.2. Proof of theorem 5.1. We begin by defining a family polynomials in the
non-commutative variables x, α1, . . . , αN , β1, . . . , βN .

We do this inductively by first setting

p1,i = 0 = q1,i

for i = 1, . . . , N .
We continue for each i defining for j = 2, 3, . . . , N according to the rules

(1) If j ∈ T (i) set pj,i = 0 and qj,i =
∑
k≤j

αjpk,i,

(2) If j /∈ T (i) set qj,i = −αjr(x)βi +
∑

l∈T ′(i)\T (i)

∑
l≤k<j

αjr(x)xαkpl,i,

where r(x) = 1− x+ x2 + · · ·+ (−x)N−1.
Since g =

∑
i,j

πWjgπWi the theorem follows from the following claim by setting

pT,T ′ =
∑
i,j

pj,i:

Lemma 5.3. Let f ∈ NilT,T ′(V ), g = φ−1
W φV (f) ∈ NilT,T ′(W ), and X =

(f, πV1
, . . . , πVN

, πW1
, . . . , πWN

).
Then for all i, j one has

pi,j(X) = πWigπWj and qi,j(X) = πVigπWj .

As a first step to proving the lemma we show:

Lemma 5.4. One has πV1
gπWi

= πW1
gπWi

= 0 = p1,i(X) = q1,i(X) for all i.

Proof. This follows immediately since gπWi takes values in⊕
T ′(i)\T (i)

Wj ⊂
⊕
j≥2

Wj =
⊕
j≥2

Vj .

□

We now cover the case where j ∈ T (i).

Lemma 5.5. If j ∈ T (i) then πWjgπWi = 0 = pj,i(X) and

πVj
gπWi

=
∑
k≤j

πVj
πWj

gπWi
.

Proof. Since gπWi
takes values in

⊕
T ′(i)\T (i)

Wk the first claim is immediate.

For the second we use lemma 5.2 to conclude

πVj
gπWi

=
∑
k

πVj
πWk

gπWi
=
∑
k≤j

πVj
πWk

gπWi
.

□

Finally we cover the case j /∈ T (i).
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Lemma 5.6. If j /∈ T (i) then

πVj
gπWi

= −πVj
r(f)πWi

+
∑

l∈T ′(i)\T (i)

∑
l≤k<j

πVj
r(f)fπVk

πWl
gπWi

,

and

πWjgπWi =
∑
k≤j

πWjπVk
gπWi .

Proof. The second claim follows by the same argument as in lemma 5.5.
For the first we observe that, since φW (g) = φV (f) we have

(Id+g)
⊕
T (i)

Wk = (Id+f)
⊕
T (i)

Vk.

Since j /∈ T (i) this implies

πVj
(Id+f)−1(Id+g)πWi

= 0.

Since f ∈ NilT,T ′(V ) we have fN = 0 so (Id+f)−1 = r(f) = Id−r(f)f . It
follows that

πVj
gπWi

= −πVj
r(f)πWi

+ πVj
r(f)fgπWi

.

We now write g =
∑
l,k

πVk
πWl

g and use lemma 5.2 to obtain

πVj
gπWi

= −πVj
r(f)πWi

+
∑

l∈T ′(i)\T (i)

∑
l≤k≤j

πVj
r(f)fπVk

πWl
gπWi

.

However, since r(f)f(Vj) ⊂ Vj+1⊕· · ·⊕VN we obtain πVj
r(f)fπVk

= 0 by lemma
5.2, so in fact

πVj
gπWi

= −πVj
r(f)πWi

+
∑

l∈T ′(i)\T (i)

∑
l≤k<j

πVj
r(f)fπVk

πWl
gπWi

,

as claimed. □

Lemma 5.3 now follows by induction. The base case for p1,i and q1,i is given by
lemma 5.4.

Assuming it has been established for pk,i and qk,i with k < j then if j ∈ T (i) it
holds for pj,i and qj,i by lemma 5.5, and otherwise it hold by lemma 5.6.

5.3. Change of coordinates for one step bundles.

Lemma 5.7 (One step change of coordinates). If T
1
≺ T ′ then for all x′ ∈ XT ′ and

all compatible splittings V,W the mapping

φ−1
W ◦ φV : NilT,T ′(V ) → NilT,T ′(W ),

is affine. Furthermore, setting φ−1
W (φV (f)) = A(f) + B with A linear and B ∈

NilT,T ′(W ) one has

A(f) = πWj
fπWi

,

where i < j are such that T (i) = T ′(i) \ {j}.
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Proof. Let i < j be the elements such that T ′(i) \ T (i) = {j}, and let

S =
⊕
k≥j

Vi =
⊕
k≥j

Wi.

From the definition of NilT,T ′(V ), we have f(Rd) ⊂ S and since f2 = 0 we have
f(S) = {0}.

From lemma 5.2 every projection πVi(S) ⊂ S and πWi(S) ⊂ S for all i. Therefore,
we have faf = 0 for all a obtained by composition of projections along the splittings
V and W .

Let pT,T ′ be the non-commuting polynomial given by theorem 5.1.
From the above observation it follows that any term of

pT,T ′(x, α1, . . . , αN , β1, . . . , βN )

containing x twice or more, evaluates to 0 when calculating pT,T ′(f, πV1
, . . . , πWN

).

Hence, φ−1
W φV is affine as claimed.

Since f ∈ NilT,T ′(V ) we have f = πVj
fπVi

. Setting g = φ−1
W (φV (f)) we have

g = πWj
gπWi

and therefore

A(f) +B = πWj
pT,T ′(πVj

fπVi
, πV1

, . . . , πWN
)πWi

.

This implies that A(f) is equal to a finite sum of terms of the form

πWj
πX1

· · ·πXm
πVj

fπVi
πY1

· · ·πYn
πWi

,

for some sequence of subspaces Xk, Yk chosen from the splittings V and W .
Since π2

Vk
= πVk

and π2
Wk

= πWk
for all k, we may assume Xk ̸= Xk+1 for

k = 1, . . . ,m− 1.
By, lemma 5.2, if the term is non-zero there is a non-increasing sequence j ≥

l1 ≥ l2 ≥ . . . ≥ lm such that Xk = Vlk if k is odd and Xk =Wlk if k is even.
For the last term πXm

πVj
to be non-zero we must have lm ≤ j, so we obtain that

lk = j for all k and since, within
⊕
l≥j

Vl the projections πWj
and πVj

have the same

kernel it follows that
πWj

πX1
· · ·πXm

πVj
= πWj

πVj
.

Similarly, πViπY1 · · ·πYnπWi = πViπWi and we obtain that

A(f) = CπWj
πVj

fπVi
πWi

= CπWj
fπWi

,

for some integer C which does not depend on the particular compatible splitting W .
Since, when V = W we have C = 1 we have shown A(f) = πWj

fπWi
as

claimed. □

5.4. Change of coordinates for filtered topologies.

Lemma 5.8 (Filtered change of coordinates). If T is filtered then for all x′ ∈ XT ′

and all compatible splittings V,W the mapping

φ−1
W ◦ φV : NilT,T ′(V ) → NilT,T ′(W ),

is affine.

Proof. The key observation is that T ′(i) \ T (i) ∈ T ′.
To see this, let T be generated by T0 and the left filtration L and notice that

T (i) = Ti(i) ∩ L(i) = {i, i+ 1, . . . , i+ k} for certain k. This implies

T ′(i) \ T (i) = T ′(i) ∩ {k + 1, . . . , N} ∈ T ′,
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as claimed.
As a consequence we obtain

x′T ′(i)\T (i) =
⊕

T ′(i)\T (i)

Vk =
⊕

T ′(i)\T (i)

Wj .

Now let g0 = φ−1
W (φV (0)) so that

φW (g0)T (i) = (Id+g0)

⊕
T (i)

Wj

 =
⊕
T (i)

Vj = φV (0)T (i),

for all i. We claim that

φ−1
W (φV (f)) = g0 + f(Id+g0),

for all f ∈ NilT,T ′(V ).
We first verify that g0 + f(Id+g0) ∈ NilT,T ′(W ) by checking

(g0 + f(Id+g0))Wi ⊂ g0(Wi) + f(
⊕
T (i)

Vj) = x′T ′(i)\T (i) +
∑

j∈T (i)

⊕
T ′(j)\T (j)

Vk.

As noted before T (i) = {i, . . . , k} for a certain k and L(i) = {1, . . . , k}. It
follows that for each j ∈ T (i) we have T (j) = {j, . . . , k}. Hence T ′(j) \ T (j) =
T ′(j) ∩ {k, . . . , N} ⊂ T ′(i) ∩ {k, . . . , N} = T ′(i) \ T (i). This shows that∑

j∈T (i)

⊕
T ′(j)\T (j)

Vk ⊂ x′T ′(i)\T (i),

so that g0 + f(Id+g0) ∈ NilT,T ′(W ) as claimed.
To conclude we verify

φW (g0 + f(Id+g0))T (i) = (Id+g0 + f(Id+g0))
⊕
T (i)

Wj

= (Id+f)(Id+g0)
⊕
T (i)

Wj

= (Id+f)
⊕
T (i)

Vj

= φV (f)T (i),

for all i. So that φW (g0 + f(Id+g0)) = φV (f) as required. □

5.5. Examples of change of coordinates.

5.5.1. Non-affine change of coordinates.

Example 5.9. For N = 4, d1 = d2 = d3 = d4 = 1, d = 4 and T ≺ T ′ defined by

T ′(1) = {1, 2, 3, 4}, T ′(2) = {2, 3, 4}, T ′(3) = {3, 4}, T ′(4) = {4},

and

T (1) = {1, 3}, T (2) = {2, 3}, T (3) = {3}, T (4) = {4},
the change of coordinates φ−1

W ◦ φV bewtween compatible splittings is not affine.
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Fix a basis v1, v2, v3, v3 of R4 and let V = (V1, V2, V3, V4) be the splitting where
Vi is generated by vi.

If we let x′I =
⊕
I

Vi for each I ∈ T ′ then V is compatible with x′.

We let w1 = v1 + v2 + v3 + v4, w2 = v2 + v3 + v4, w3 = v3 + v4, w4 = v4 and W be
the splitting where Wi is generated by wi. By construction W is compatible with
x′ as well.

For f ∈ NilT,T ′(V ) let A be the associated matrix in the basis {vi}. It has the
form

A =


0 0 0 0
a 0 0 0
0 0 0 0
b c d 0

 .

We notice that since A3 = 0 one has

(Id+A)−1 = Id−A+A2 =


1 0 0 0
−a 1 0 0
0 0 1 0

ac− b −c −d 1

 .

We let B be the matrix associated to the identity from basis {wi} to {vi} which
is

B =


1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1

 .

Finally, we let X be the matrix associated to g = φ−1
W (φV (f)) in the basis {wi},

which will have the form

X =


0 0 0 0
w 0 0 0
0 0 0 0
x y z 0

 .

By definition we must have

(5.1)


(Id+f)−1(Id+g)W4 = V4
(Id+f)−1(Id+g)W3 = V3
(Id+f)−1(Id+g)(W2 ⊕W3) = (V2 ⊕ V3)
(Id+f)−1(Id+g)(W1 ⊕W3) = (V1 ⊕ V3)

.

To solve for X we calculate

(Id+A)−1B(Id+X) =


1 0 0 0

−a+ w + 1 1 0 0
w + 1 1 1 0

ac− b+ w(−c− d+ 1)− c− d+ x+ 1 −c− d+ y + 1 −d+ z + 1 1

 .

The equation 5.1 becomes
−d+ z + 1 = 0
−c− d+ y + 1 = 0
−a+ w + 1 = 0
ac− b+ w(−c− d+ 1)− c− d+ x+ 1 = 0.

.



EXACT DIMENSION OF DYNAMICAL STATIONARY MEASURES 21

We have thus obtained:

X =


0 0 0 0

a− 1 0 0 0
0 0 0 0

−a+ b+ ad c+ d− 1 d− 1 0

 .

Here it can be seen explicitly that φ−1
W ◦ φV is not an affine mapping from

NilT,T ′(V ) to NilT,T ′(W ), and instead is polynomial with degree 2.

5.6. Dimension 3.

Example 5.10. For N = 3 = d and d1 = d2 = d3 = 1 the change of coordinates
between compatible splittings V,W is affine for all pair of admissible topologies
T ≺ T ′.

The only case not covered by lemma 5.7 or lemma 5.8 is

T = {1, 3}, {2}, {3} ≺ T ′ = {1, 2, 3}, {2, 3}, {3},

where we have specified the topologies by listing their atoms.
We will now show that for this particular choice of T ≺ T ′ changes of coordinates

between compatible splittings are also affine.
As before to see this we pick two basis v1, v2, v3 and w1, w2, w3 of R3 such that

if V = (V1, V2, V3) and W = (W1,W2,W3) are the associated splittings there is
x′ ∈ XT ′ such that

x′I =
⊕
I

Vi =
⊕
I

Wi,

for all I ∈ T ′.
Given f ∈ NilT,T ′(V ) we let A be its matrix from the basis {vi} to itself. We

have

A =

0 0 0
a 0 0
0 b 0

 ,

for certain a, b and

(Id+A)−1 = Id−A+A2 =

 1 0 0
−a 1 0
ab −b 1

 .

We may change the basis {wi} while still generating the same splitting W in such
a way that w1 = v1 + αv2 + βv3, w2 = v2 + γv3 and w3 = v3. After doing this, the
matrix B, associated to the identity from the basis {wi} to {vi} will have the form

B =

1 0 0
α 1 0
β γ 1

 .

We now let X be the matrix associated to g = φ−1
W (φV (f)) in the basis {wi}.

We have

X =

0 0 0
x 0 0
0 y 0

 .
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The element g ∈ NilT,T ′(W ) is determined by the system of equations

(5.2)

 (Id+f)−1(Id+g)W3 = V3
(Id+f)−1(Id+g)W2 = V2
(Id+f)−1(Id+g)W1 ⊕W3 = V1 ⊕ V3

We calculate

(Id+A)−1B(Id+X) =

 1 0 0
−a+ α+ x 1 0

ab− αb+ x(γ − b) + β −b+ γ + y 1

 .

Equation 5.2 becomes {
−b+ γ + y = 0
−a+ α+ x = 0

So we obtain

X =

 0 0 0
a− α 0 0
0 b− γ 0

 .

6. Dynamics on configuration spaces

6.1. Inner products on one-step fibers. Let T
1
≺ T ′ and i < j be such that

T (i) = T ′(i) \ {j}.
Consider, for each x′ ∈ XT ′ the perpendicular compatible splitting V (x′) and the

vector bundle VT,T ′ defined by equation 4.5.
We fix on each fiber

Vx′

T,T ′ = {(x′, f) : f ∈ NilT,T ′(V (x′))},

the Frobenius norm ∥∥F (square root of sums of squares of singular values) of the
restriction of f to x′T ′(i), and the associated inner product and distance.

Given a linear mapping A : Vx′
1

T,T ′ → Vx′
2

T,T ′ , we denote by s1(A) ≥ · · · ≥ sdidj
(A)

its singular values with respect to these inner products.

6.2. Dynamics on one-step bundles. When T ≺ T ′ are given we set x′(ω) =
ET ′(ω), x(ω) = ET (ω) and let V (ω) be the perpendicular x′(ω)-compatible splitting
given by lemma 4.1.

Lemma 6.1 (Affine action for one step bundles). If T
1
≺ T ′ then

Fn
m(ω) = φ−1

V (σn(ω))g
n
m(ω)φV (σm(ω)) : NilT,T ′(V (σm(ω))) → NilT,T ′(V (σn(ω)))

is affine and setting

Fn
m(ω)(f) = An

m(ω)f +Bn
m(ω),

one has ∫
Ω

∣∣log (sk(A1
0(ω))

)∣∣ dm(ω) < +∞

and

χT,T ′ = − lim
n→+∞

1

n

∫
Ω

log (sk(A
n
0 (ω))) dm(ω),

for k = 1, . . . , didj where i < j are such that T (i) = T ′(i) \ {j}.
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Proof. Fixing ω ∈ Ω set g = g0(ω), x
′ = x′(ω), and W = gV (x′).

From lemma 6.2 below we have

φ−1
gV (x′)φV (x′)(f) = gfg−1,

for all f ∈ Vx′

T,T ′ .

By lemma 5.7, we have that φ−1
V (gx′)φW is affine. Using the explicit form of the

linear part we obtain that φ−1
V (gx′)φV (x′)(f) = A(f) +B where

A(f) = πVj(gx′)gfg
−1πVi(gx′).

We notice that ∥πVi(gx′)∥F = 1 on gx′T ′(i), and ∥πVj(g′)∥F = 1 on gx′T ′(j). Since

f(x′T ′(i)) ⊂ x′T ′(j) we obtain

∥φ−1
V (gx′)φV (x′)(f)∥F ≤ ∥g∥F ∥g−1∥F ∥f∥F .

This implies that ∥A∥ ≤ ∥g∥F ∥g−1∥F . Applying the same argument to g−1 we
obtain sdidj

(A) ≥ ∥g∥−1
F ∥g−1∥−1

F .
It follows from m-integrability of the logarithm of singular values of g0(ω) that

log sk(A
1
0(ω)) is m-integrable for all k as claimed.

We will now show that

χT,T ′ = − lim
n→+∞

1

n
log (sk(A

n
0 (ω))) ,

for m-a.e. ω ∈ Ω. By the sub-additive ergodic theorem this implies the remaining
claim on the integrals of the right hand side above.

For this purpose we let θ(ω) be the minimal angle between Ek(ω) and
⊕
l ̸=k

El(ω)

over all k. From equation 2.1 of Oseledets theorem we have

lim
n→+∞

log sin(θ(σn(ω))) = 0,

for m-a.e. ω ∈ Ω.
Let W (ω) be the Oseledets splitting so Wi(ω) = Ei(ω) for i = 1, . . . , N and V (ω)

be the perpendicular splitting adapted to x′(ω) = ET ′(ω).
Since gn0 (ω)W (ω) =W (σn(ω)) we may use lemma 6.2 applied to W , and lemma

5.7 applied to the pairs V (ω),W (ω) and V (σn(ω)),W (σn(ω)) to obtain

An
0 (ω)(f) = πVj(σn(ω))g

n
0 (ω)πEj(ω)fπEi(ω)g

n
0 (ω)

−1πVi(σn(ω)),

for all f ∈ Vx′(ω)
T,T ′ .

We observe that

(1) πVj(σn(ω)) has norm 1 on Ej(σ
n(ω)) = gn0 (ω)Ej(ω) ⊂ x′(σn(ω))T ′(j) since

it is a perpendicular projection on the latter subspace,
(2) By Oseledets theorem the norm of gn0 (ω) on Ej(ω) is bounded above by

exp(nχj + an) for some sequence with lim
n→+∞

an/n = 0,

(3) The norm of πEj
(ω) on f(Rd) = Vj(ω) is at most sin(θ(ω))−1.

(4) Since gn0 (ω)Ei(ω) = Ei(σ
n(ω)) we have πEi(ω)g

n
0 (ω)

−1 = πEi(ω)g
n
0 (ω)

−1πEi(σn(ω)).
(5) By Oseledets theorem the norm of the latter transformation is bounded

above by exp(−nχi + bn) for some sublinear sequence bn.
(6) The norm of πEi(σn(ω)) on Vi(σ

n(ω)) is at most sin(θ(σn(ω)))−1.
(7) The norm of πVi(σn(ω)) is 1 on gn0 (ω)x

′(ω)T ′(i).
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Combining these facts we obtain that

∥An
0 (ω)(f)∥ ≤ ∥f∥ exp(−n(χi − χj)) exp(an + bn) sin(θ(ω))

−1 sin(θ(σn(ω)))−1,

so that

lim sup
n→+∞

1

n
log ∥An

0 (ω)∥ ≤ −χT,T ′ .

For the lower bound we observe that there is a unit vector v ∈ Vi(σ
n(ω)) such

that

∥fπEi(ω)g
n
0 (ω)

−1v∥ = ∥f∥∥πVi(ω)πEi(ω)g
n
0 (ω)

−1v∥.
The minimal norm of πVi(ω)πEi(ω)g

n
0 (ω)

−1 on Vi(σ
n(ω)) is bounded from below

(by Oseledets theorem) by sin(θ(ω)) exp(nχi + a′n) for some sublinear sequence a′n.
Similarly, the minimal norm of πVj(σn(ω))g

n
0 (ω)πEj(ω) on Vj(ω) is bounded below

by sin(θ(σn(ω))) exp(−nχj + b′n) for somesublinear sequence b′n.
Hence,

∥An
0 (ω)fv∥ ≥ ∥f∥ exp(−n(χi − χj)) exp(a

′
n + b′n) sin(θ(σ

n(ω))) sin(θ(ω)),

which yields

lim inf
n→+∞

1

n
log sdidj (A

n
0 (ω)) ≥ −χT,T ′ ,

for m-a.e. ω ∈ Ω. Which concludes the proof. □

6.3. Coordinates for linear action. We note that if V = (V1, . . . , VN ) is adapted
to x′ then g−1V = (g−1V1, . . . , g

−1VN ) is an adapted splitting for g−1x′. For
the coordinates given by these two splittings the action of g linear between the
corresponding fibers.

Lemma 6.2 (Linearizing coordinates). For each x′ ∈ XT ′ and each adapted splitting
V one has

φ−1
V ◦ g ◦ φg−1V (f) = gfg−1,

for all g ∈ G and all f ∈ NilT,T ′(g−1V ).

In particular φ−1
V ◦ g ◦ φg−1V : NilT,T ′(g−1V ) → NilT,T ′(V ) is linear.

Proof. We check that φV (gfg
−1) = gφg−1V (f) as follows

φV (gfg
−1)I =

(
Id+gfg−1

)(⊕
i∈I

Vi

)

= g (Id+f) g−1

(⊕
i∈I

Vi

)

= g (Id+f)

(⊕
i∈I

g−1Vi

)
= gφg−1V (f).

□

Corollary 6.3. If either T
1
≺ T ′ or if T is filtered then the action of G on XT,T ′ is

affine on each fiber.

Proof. This is immediate from lemma 6.2 combined with either lemma 5.8 or lemma
5.7. □
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6.4. Dynamics on configuration bundles. Given T ≺ T ′ we will now prove that
it is possible to approximate ET (ω) given ET ′(ω), g−1(ω), . . . , g−n(ω) to within a
distance decreasing with rate

(6.1) χ
T,T ′ = min

i
min

j∈T ′(i)\T (i)
χi − χj .

Lemma 6.4 (Approximation of Oseledets configurations). Let T ≺ T ′ be admissible
and χ = χ

T,T ′ be defined by equation 6.1, then

lim sup
n→+∞

∥φ−1
V (ω)g

0
−n(ω)φV (σ−n(ω)) − φ−1

V (ω)ET (ω)∥ ≤ −χ,

for m-a.e. ω ∈ Ω.
In particular

ET (ω) = lim
n→+∞

g0−n(ω)φV (σ−n(ω))(0),

for m-a.e. ω ∈ Ω.

Proof. We let W (ω) = (E1(ω), . . . , EN (ω)) be the Oseledets splitting. Applying
lemma 6.2 we obtain that

φ−1
W (ω)g

0
−n(ω)φW (σ−n(ω))(f) = g0−n(ω)fg

0
−n(ω)

−1.

Suppose i < j are such that j ∈ T ′(i)\T (i), and let Si,j(σ
−n(ω)) be the subspace

of functions f ∈ NilT,T ′(W (σ−n(ω))) such that f(Ei(σ
−n(ω))) ⊂ Ej(σ

−n(ω)) and
f(Ek(σ

−n(ω))) = {0} for all k ̸= i.
As in lemma 4.2 we have that NilT,T ′(W (σ−n(ω))) =

⊕
Si,j(σ

−n(ω)), so one has
given f ∈ NilT,T ′(W (σ−n(ω))) a decomposition

f =
∑
i

∑
j∈T ′(i)\T (i)

fi,j ,

where fi,j = πEj(σ−n(ω))fπEi(σ−n(ω)).
Let θ(ω) be the minimal angle between Ek(ω) and

⊕
l ̸=k

El(ω) over all k. We have

∥fi,j∥ ≤ sin(θ(σ−n(ω)))−2∥f∥.

By Oseledets theorem there exists a sublinear sequence an such that the norm
and minimal norm of g0−n(ω) on Ek(σ

−n(ω)) are within exp(±an) of exp(nχk) for
all k and n.

Hence we obtain

∥φ−1
W (ω)g

0
−n(ω)φW (σ−n(ω))(f)∥ ≤

∑
i

∑
j∈T ′(i)\T (i)

exp(2an) exp(−n(χi − χj))∥fi,j∥

≤ N2 exp(2an) sin(θ(σ
−n(ω)))−2∥f∥.

This implies (since the angle θ(σ−n(ω)) is not exponentially small by Oseledets
theorem) that

lim sup
n→+∞

1

n
log ∥φ−1

W (ω)g
0
−n(ω)φW (σ−n(ω))∥ ≤ −χ.

By theorem 5.1 we have that φ−1
V (ω)φW (ω)(f) is a finite sum of terms obtained

as composition of f and projections along W (ω) and V (ω). We let P (ω)(f) be the
sum of terms where at least one f appears.



26 FRANÇOIS LEDRAPPIER AND PABLO LESSA

We now calculate

∥φ−1
V (ω)g

0
−n(ω)φV (σ−n(ω))(0)− φ−1

V (ω)ET (ω)∥ =(6.2)

= ∥P (ω)
(
φ−1
W (ω)g

0
−n(ω)φW (σ−n(ω))Bn(ω)

)
∥,(6.3)

where

Bn(ω) = φW (σ−n(ω))φV (σ−n(ω))(0).

We claim that ∥Bn(ω)∥ ≤ exp(bn) for some sublinear sequence bn depending on
ω.

To establish the claim we observe that by theorem 5.1 one has that Bn(ω) is a finite
sum of terms obtained by composition of the projections along V (σ−n(ω)) and the
Oseledets splitting W (σ−n(ω)). By Oseledets theorem the norms of the projections
along W (σ−n(ω)) (which are controlled by sin(θ(σ−n(ω)))−1) are bounded by
exp(cn) for some subexponential sequence cn.

For the perpendicular splitting the same holds. To see this, first observe that
πVi(σ−n(ω)) is an orthogonal projection within x′(σ−n(ω))T ′(i) and therefore

∥πVi(σ−n(ω))∥ ≤ 1,

on this subspace.
Next, restricted to Si =

⊕
j≥i

Vj(σ
−n(ω)) =

⊕
j≥i

Ej(σ
−n(ω)) both πVi(σ

−n(ω)) and

πVj
(σ−n(ω)) have the same kernel and therefore

∥πVi
(σ−n(ω))∥ = ∥πVi

(σ−n(ω))πEi
(σ−n(ω))∥ ≤ ∥πEi

(σ−n(ω))∥,

on this subspace.
We establish the claim bounding the norm of πVi

on all of Rd as follows:

∥πVi(σ−n(ω))∥ = ∥πVi(σ−n(ω))(Id−πVi−1(σ−n(ω))) · · · (Id−πV1(σ−n(ω)))∥
≤ ∥πEi(σ−n(ω))∥(1 + ∥πEi−1(σ−n(ω))∥) · · · (1 + ∥πE1(σ−n(ω))∥).

Using the claim we obtain that P (ω) is evaluated in the right-hand side of equation
6.2 above, at a vector with norm at most exp(−nχ) up to sub-exponential terms.
Since P (ω)(0) = 0 and P (ω) is lipschitz in a neighborhood of 0, this concludes the
proof of the lemma. □

7. Fibered entropy of dynamical measures

Let T ≺ T ′ be a pair of admissible topologies. We associate the (fiber) entropy
κT,T ′ by the formula

(7.1) κT,T ′ =

∫
Ω

log
dg0(ω)∗ν

ET ′ (ω)
T,T ′

dν
g0(ω)ET ′ (ω)
T,T ′

(g0(ω)ET (ω)) dm(ω).

Proposition 7.1. The entropies κT,T ′ satisfy the following:

(1) κT,T ′ ≥ 0 for all T ≺ T ′

(2) κT,T ′′ = κT,T ′ + κT ′,T ′′ for all T ≺ T ′ ≺ T ′′.

All the claimed properties follow from the interpretation of κ(µ, νL) and κT,T ′ as
conditional mutual information (see lemma 7.2 below). We follow [LL23, Section
5.2] and [Les21, Section 2].
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Recall that given random variables X,Y with individual distributions µX , µY

and joint distribution µX,Y the mutual information

I(X,Y ) =

∫
log

dµX,Y

dµX × µY
(x, y)dµX,Y (x, y),

if the Radon-Nikodym derivative if the integral exists and +∞ otherwise (see [Pin64],
[Wyn78]).

If X,Y, Z are measurable functions from Ω into Polish spaces, the conditional
mutual information I(X,Y |Z) between X and Y given Z is the expected value
of the mutual information obtained using the definition above for a family of
regular conditional distributions µX|Z , µY |Z , µX,Y |Z . Here we have deviated from
the notation of [LL23] where I(X,Y |Z) denoted the Z-measurable random variable
whose expected value integral gives the conditional mutual information. Recall that
if W,X, Y, Z are measurable functions from Ω into Polish spaces, then one has the
following chain rule

I(W, (X,Y )|Z) = I(W,X|Y,Z) + I(W,Y |Z).

With these notations, proposition 2.6 reduces to the following lemma

Lemma 7.2 (Furstenberg entropy and mutual information). For each left filtration
L one has κ(µ, νL) = I(g−1, EL). For each pair of admissible topologies T ≺ T ′ one
has κT,T ′ = I(g−1, ET |ET ′).

In particular 0 ≤ κT,T ′ for all admissible T ≺ T ′ and κT,T ′′ = κT,T ′ + κT ′,T ′′ for
all admissible T ≺ T ′ ≺ T ′′.

Proof. We first show that κ(µ, νL) = I(g−1, EL) for each left filtration L. Keeping
with the notation above we let µX denote the distribution of a random element
defined on (Ω,m).

For this purpose notice first that, by shift invariance of m, the joint distribution
of (g−1, EL) coincides with that of (g0, g0EL).

Since g0 and EL are independent we have µg0,EL
= µ× νL and it follows that∫

G

∫
FL

f(g, x)dµg0,g0EL
(g, x) =

∫
G

∫
FL

f(g, x)dg∗νL(x)dµ(g).

Hence, either I(g−1, EL) = +∞ or one has

I(g−1, EL) =

∫
G

∫
FL

log
dg∗νL
dνL

(x)dg∗νL(x)dµ(g).

In both cases I(g−1, EL) = κ(µ, νL) as claimed.

For a general admissible topology, we have, by [LL23, Proposition 6.2] (up to
slight changes of notations),

(7.2) κT,T0
= I(g−1, ET |ET0

).

The chain rule for mutual information implies that if T ≺ T ′ one has

I(g−1, ET |ET0
) = I(g−1, (ET , πT,T ′(ET ))|ET0

)

= I(g−1, πT,T ′(ET )|ET0) + I(g−1, ET |πT,T ′(ET ), ET0)

= I(g−1, ET ′ |ET0) + I(g−1, ET |ET ′),
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where in the last line we use that ET0 = πT ′,T0(ET ′) so conditioning on ET ′ and
ET0

is the same as conditioning only on ET ′ .
Directly from the definition using the densities of the disintegration of νT with

respect to πT,T ′ and πT,T0
one sees that κT,T0

= κT ′,T0
+ κT,T ′ . This shows that

κT,T ′ = I(g−1, ET |ET ′) for all T ≺ T ′.
From the chain rule for mutual information κT,T ′′ = κT,T ′ + κT ′,T ′′ for all

admissible T ≺ T ′ ≺ T ′′. □

Using theorem 2.1 and lemma 7.2, we obtain.

Corollary 7.3 (Finiteness of conditional entropies). For all admissible T ≺ T ′ one
has κT,T ′ < +∞.

Another consequence of lemma 7.2 is

Corollary 7.4. If L is a left filtration and T is generated by T0 and L then
κ(µ, νL) = κT,T0

.

Proof. From lemma 7.2 we have

κT,T0 = I(g−1, ET |ET0).

From lemma 2.5 one has ET = F (EL, ET0
) for some measurable invertible

function F . If follows that

I(g−1, ET |ET0) = I(g−1, EL|ET0).

Since ET0
is independent from g−1 and EL we obtain

I(g−1, EL|ET0
) = I(g−1, EL) = κ(µ, νL),

as claimed. □

Let Ω,P be a probability space and (X,Y, Z) three random variables. If the

relative mutual information I(X,Y |Z) = Ex,y,z[log
dPz

(X,Y )|Z
dPz

X|ZdPz
Y |Z

(x, y)] is finite, we

can write the density
dPz

(X,Y )|Z
dPz

X|ZdPz
Y |Z

(x, y) in terms of the density of the conditional

measures given (Y, Z):
dPz

(X,Y )|Z
dPz

X|ZdPz
Y |Z

(x, y) =
dPy,z

X|(Y,Z)

dPz
X|Z

(x).

By corollary 7.3, κT,T0
= I(g−1, ET |ET0

) is finite. The projection ω ∈ Ω 7→
ET (ω) ∈ XT admits disintegrations that we denote mx

T . We still denote by mx
T the

projection of mx
T to Ω−. Since ET0

(ω) is independent from g−1(ω) and is measurable
with respect to ET (ω), we obtain the following formulas for κT,T0 :

(7.3) κT,T0
=

∫ (
log

dm
ET (ω)
T |g−1

dµ
(g−1(ω))

)
dm(ω)

Proposition 7.5. We have, for m-a.e. ω,

κT,T0
= lim

n→∞

1

n
log

dm
ET (ω)
T |{g−1,...,g−n}

d⊗n
1 µ

(g−1(ω), . . . , g−n(ω)).

Proof. Apply Birkhoff ergodic theorem to the integrand in (7.3). See [LL23, Propo-
sition 6.4]. □



EXACT DIMENSION OF DYNAMICAL STATIONARY MEASURES 29

Corollary 7.6. Let T ≺ T ′ be admissible topologies. We have, for m-a.e. ω,

κT,T ′ = lim
n→∞

1

n
log

dm
ET (ω)
T |{g−1,...,g−n}

dm
ET ′ (ω)
T ′ |{g−1,...,g−n}

.

In the case when the measure µ is discrete, the formula in corollary 7.6 becomes,
for m-a.e. ω,

(7.4) κT,T ′ = lim
n→∞

1

n
log

m
ET (ω)
T ([g−1(ω), . . . , g−n(ω)])

m
ET ′ (ω)
T ′ ([g−1(ω), . . . , g−n(ω)])

,

where, for (g−1, . . . , g−n) ∈ Gn, [g−1, . . . , g−n] is the cylinder {{hq}q∈Z ∈ Ω : hq =
gq for − n ≤ q ≤ −1}.

8. Exact dimension on one step bundles

We fix from now on T
1
≺ T ′ and i < j so that T (i) = T ′(i) \ {j}. To simplify

notation set

x(ω) = ET (ω), x
′(ω) = ET ′(ω), νω = ν

x′(ω)
T,T ′ , κ = κT,T ′ and χ = χT,T ′ .

We use V (ω) for the perpendicular splitting compatible with x′(ω) given by

lemma 4.1 and endow X x′(ω
T,T ′ ) with the distance induced by φV (ω) and the norm

defined in section 6.1. Let Bω(x, r) denote the ball of radius r centered at x ∈ X x′(ω)
T,T ′

with respect to this norm.
We recall thatAn

m(ω) is the linear part of the affine mapping φV (σn(ω))g
n
m(ω)φV (σm(ω))

as in lemma 6.1.

Lemma 8.1 (Main lemma). If∫
Ω

log(sdidj
(A1

0(ω)))dm(ω) = −Ididj
≤ −I1 =

∫
Ω

log(s1(A
1
0(ω)))dm(ω) < 0,

then
κ

Ididj

≤ dim(ν) ≤ dim(ν) ≤ κ

I1
.

8.1. Proof of theorem 2.7. We prove theorem 2.7 assuming lemma 8.1.
Given ϵ > 0 by lemma 6.1 we may pick K so that

−(χ+ ϵ)K ≤
∫
Ω

sdidj (A
K
0 (ω))dm(ω) ≤

∫
Ω

s1(A
K
0 (ω))dm(ω) ≤ −(χ− ϵ)K.

If ϵ < χ then we may apply lemma 8.1 changing our measure m to (µ∗K)Z where
µ∗K is the K-fold convolution of µ with itself.

This does not change the stationary measures ν or ν′, and the fiberwise entropies
and exponents are multiplied by K. Hence, lemma 8.1 yields

κ

χ+ ϵ
≤ dim(ν) ≤ dim(ν) ≤ κ

χ− ϵ
.

Since this holds for ϵ > 0 arbitrarily close to zero we obtain dim(ν) = κ/χ as
claimed.
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8.2. Approximation of fiberwise entropy.

Lemma 8.2. Let f : Ω → R be defined by

f(ω) = log

(
dg−1(ω)∗νσ−1(ω)

dνω
(x(ω))

)
.

Then f is m-integrable and
∫
fdm = κ.

Proof. This follows immediately from lemma 2.6. □

In order to prove lemma 8.1, we will approximate the function f by its averages

over balls in X x′(ω)
T,T ′ .

Lemma 8.3. For each r > 0 let fr : Ω → R be defined by

fr(ω) = log

(
νσ−1(ω)

(
g−1(ω)

−1Bω(x(ω), r)
)

νω (Bω(x(ω), r))

)
.

Then sup
r>0

|fr| is m-integrable and lim
r↓0

fr(ω) = f(ω) for m-a.e. ω ∈ Ω.

Proof. From the Lebesgue differentiation theorem it follows directly that lim
r↓0

fr(ω) =

f(ω) for m-a.e. ω ∈ Ω.

Since each X x′

T,T ′ is endowed with the distance coming from a norm on Rdidj

there is a uniform Besicovitch constant β valid on all fibers.
For the lower bound we write for t > 0

At(ω) = {x ∈ X x′(ω)
T,T ′ : νσ−1(ω)(g−1(ω)

−1B(x, r)) ≤ e−tνω(B(x, r)) for some r > 0},

and notice that At is x
′(ω), g−1(ω), g0(ω), g1(ω), . . .-measurable.

By the Besicovitch covering lemma we may sum over a cover of At(ω) with at
most β balls overlapping at once to obtain

νσ−1(ω)(g−1(ω)
−1At(ω)) ≤ βe−t,

for m-a.e. ω ∈ Ω.
Since νσ−1(ω) is the conditional distribution of x(σ−1(ω)) conditioned on x′(ω), g−1(ω), g0(ω), . . .

we obtain

m

(
{ω : inf

r>0
fr(ω) < −t}

)
= m

(
{ω : x(σ−1(ω)) ∈ g−1(ω)

−1At(ω)}
)
≤ βe−t.

This implies that inf fr is bounded below by an integrable function.
For the upper bound we consider given x′(ω) the maximal function on the fiber

X x′(ω)
T,T ′ defined by

Mωh(x) = sup
r>0

1

νω(B(x, r))

∫
hdνω,

and notice that

sup
r>0

fr(ω) = log (Mωφω(x(ω))) ,

where

φω =
dg−1(ω)∗νσ−1(ω)

dνω
.
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Since φωνω is the conditional distribution of x(ω) given x′(σ−1(ω)), g−1(ω), g0(ω), . . .
we obtain integrating first over this σ-algebra

(8.1)

∫
log (Mωφω(x(ω))) dm(ω) =

∫
Ω

∫
X

x′(ω)

T,T ′

φω(x) logMωφω(x)dνω(x)dm(ω).

We now use the inequality a log(b) ≤ a log(a)+b/e to upper bound the right-hand
side of equation 8.1 by∫

Ω

∫
X

x′(ω)

T,T ′

φω(x) logφω(x)dνω(x)dm(ω) +
1

e

∫
Ω

∫
X

x′(ω)

T,T ′

Mωφω(x)dνω(x)dm(ω).

Since φωνω is the distribution of x(ω) conditioned on x′(ω), g−1(ω), g0(ω), . . . the
first term above is κ.

The integral in the second term can be bound by C(1+
∫
φω logφωdνω) where C

depends only on the Besicovitch constant β and can be taken to be 4β log(2) + 4β.
This follows from [Les21, lemma 9].

Hence, sup
r>0

|fr| is m-integrable, as claimed. □

Lemma 8.4 (Approximation of entropy). Let rn : Ω → (0,+∞) be a measurable
sequence of positive functions such that

lim
n→+∞

rn(ω) = 0,

for m-a.e. ω ∈ Ω.
Then

κ = lim
n→+∞

1

n

n−1∑
k=0

frn−k(σ−k(ω))(σ
−k(ω)),

for m-a.e. ω ∈ Ω.

Proof. By the ergodic theorem and lemma 8.2

κ = lim
n→+∞

1

n

n−1∑
k=0

f ◦ σ−k,

at m almost every point.
By lemma 8.3 one has that sup |frn | is m-integrable and frn converges to f almost

everywhere.
In this situation the Maker ergodic theorem allows one to substitute f ◦ σ−k for

frn−k◦σ−k ◦ σ−k in the Birkhoff averages without altering the limit. □

8.3. Proof of the lower bound. We will now prove the lower bound of lemma
8.1.

For this purpose we set

rn(ω) = sdidj (A
0
−1(ω)) · · · sdidj (A

−(n−1)
−n (ω)).

By the ergodic theorem we have

lim
n→+∞

1

n
log rn(ω) = Ididj

,

for m-a.e. ω ∈ Ω.



32 FRANÇOIS LEDRAPPIER AND PABLO LESSA

Since sdidj (A
−k+1
−k (ω)) is the smallest singular value of A−k+1

−k (ω) we obtain

g−(k+1)(ω)
−1Bσ−k(ω)(x(σ

−k(ω)), rn−k(σ
−k(ω))) ⊂ Bσ−(k+1)(ω)(x(σ

−(k+1)(ω), rn−(k+1)(σ
−(k+1)(ω))),

for m-a.e. ω ∈ Ω and k = 0, . . . , n− 1.
Applying this property and lemma 8.4 we obtain

κ = lim
n→+∞

1

n

n−1∑
k=0

frn−k(σ−k(ω))(σ
−k(ω))

≤ lim inf
n→+∞

− 1

n
log (νω(Bω(x(ω), rn(ω))) .

It follows that
κ

Ididj

≤ lim inf
n→+∞

log νω(Bω(x(ω), rn(ω))

log rn(ω)

for m-a.e. ω ∈ Ω, which proves the claim.

8.4. Proof of the upper bound. We will now prove the upper bound of lemma
8.1.

For this purpose we set

rn(ω) = s1(A
0
−1(ω)) · · · s1(A

−(n−1)
−n (ω)).

By the ergodic theorem we have

lim
n→+∞

1

n
log rn(ω) = I1,

for m-a.e. ω ∈ Ω.
Since s1(A

−k+1
−k (ω)) is the largest singular value of A−k+1

−k (ω) we obtain

g−(k+1)(ω)
−1Bσ−k(ω)(x(σ

−k(ω)), rn−k(σ
−k(ω))) ⊃ Bσ−(k+1)(ω)(x(σ

−(k+1)(ω), rn−(k+1)(σ
−(k+1)(ω))),

for m-a.e. ω ∈ Ω and k = 0, . . . , n− 1.
Applying this property and lemma 8.4 we obtain

κ = lim
n→+∞

1

n

n−1∑
k=0

frn−k(σ−k(ω))(σ
−k(ω))

≥ lim sup
n→+∞

1

n
log

(
νσ−n(ω)(Bσ−n(ω)(x(σ

−n(ω)), 1)

νω(Bω(x(ω), rn(ω))

)
.

Here, we cannot ignore the numerator νσ−n(ω)

(
Bσ−n(ω)(X(σ−n(ω)), 1))

)
which

might be arbitrarily small.
However, since νω is the conditional distribution of x(ω) given x′(ω), g0(ω), g1(ω), . . .

we may apply the Lebesgue density theorem to conclude that there exist c, p > 0
such that

m ({ω ∈ Ω : νω (Bω(x(ω), 1))) > c}) = p > 0.

By the ergodic theorem σ−n(ω) belongs to this set for n in a subsequence nk(ω)
with density p. So we may conclude that

κ ≥ lim sup
k→+∞

− 1

nk(ω)
log
(
νω
(
Bω(x(ω), rnk(ω)(ω))

))
.

Since

lim
k→+∞

log(rnk(ω)(ω))

k
= lim

k→+∞

nk(ω)

k

log(rnk(ω)(ω))

nk(ω)
= −I1

p
< 0,
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it suffices to calculate the local dimension of νω at x(ω) along this subsequence (see
[You82, remark following proposition 2.1]).

Hence we obtain

κ

I1
≥ lim

n→+∞

log νω(Bω(x(ω), rnk(ω)(ω))

log rnk(ω)(ω)

for m-a.e. ω ∈ Ω.
Since this holds for m-a.e. ω ∈ Ω we obtain

dim(νω) ≤
κ

I1
,

which concludes the proof.

9. Additivity along monotone paths

We assume in this section that µ has finite first moment and finite entropy.

We fix a monotone path T k = T
1
≺ T k−1

1
≺ · · ·

1
≺ T 0 = T ′.

9.1. Proof of theorem 2.8. For each t, t = 0 . . . , k, νT t -a.e. xt ∈ XT t , the following

functions are νx
t

T,T t-a.e. constant on π
−1
T,T t(xt) :

δt(y) := lim inf
r→0

log νx
t

T,T t(B(y, r))

log r
, δ

t
(y) := lim sup

r→0

log νx
t

T,T t(B(y′, r))

log r
.

Moreover, the νx
t

T,T t-a.e. constant respective values δt(xt) and δ
t
(xt) are νT t-a.e.

constant and we denote δt and δ
t
these respective values. With this notation, lower

and upper dimensions of the measure νx
t′

T,T ′ are respectively δ0 and δ
0
.

Theorem 2.8 follows by summing the following relations (and observing that

δk = 0 and δ
k
= 0) for t = 1, . . . , k

δt−1 ≥ δt +
κT t,T t−1

χT t,T t−1

(9.1)

δ
t−1 ≤ δ

t
+
κT t,T t−1

χT t,T t−1

.(9.2)

The proof are similar to the proofs in [LL23, section 8]. Relation (9.1) follows
from theorem 2.7 and [LY85], Lemma 11.3.1. Given theorem 2.7 and that the
sequence χT t,T t−1 is nonincreasing, the proof of (9.2) is completely parallel to the
proof of Theorem 2.6 in [LL23, section 8], with lemma 6.4 replacing lemma 8.1.2.

9.2. Proof of theorem 2.2. In order to prove theorem 2.2, it remains to connect
the measures νL of theorem 2.2. with the above conditional measures.

Given a left filtration L, we apply lemma 2.3 to the pair TL ≺ T0 of admissible
topologies, where T0 is the coarsest admissible topology and TL is generated by T0
and L. We obtain a monotone path

T k = TL
1
≺ T k−1 1

≺ · · ·
1
≺ T 0 = T0

and the corresponding ordered of differences of exponents

χT 1,T 0 ≤ χT 2,T 1 ≤ · · · ≤ χTk,Tk−1 .

For νT0
-a.e. y ∈ F , the set Fy

L has full νL measure and is identified with π−1
TL,T0

(y)

by a bilipschitz mapping (see Lemma 2.5). The projections πT,T t : π−1
TL,T0

(y) →



34 FRANÇOIS LEDRAPPIER AND PABLO LESSA

π−1
T t,T0

(y) define a system of finer and finer projections πt, t = 0, 1, . . . , k on Fy
L. The

fibers between two successive projections carry the disintegrations of the images of
νL. By theorem 2.7, these disintegrations are almost everywhere exact-dimensional
with dimension γt given by, for t = 1, . . . , k,

γt :=
I(g−1, ET t |ET t−1)

χT t,T t−1

.

Therefore, by theorem 2.8, the dimension of νL is given by

dim νL =

k∑
t=1

γt,

The geometric picture of the fibrations π−1
t depends on y ∈ F , but not the geometric

numbers γt.
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[Pin64] M. S. Pinsker. Information and information stability of random variables and processes.
Holden-Day, Inc., San Francisco, Calif.-London-Amsterdam, 1964. Translated and

edited by Amiel Feinstein.

[Rap21] Ariel Rapaport. Exact dimensionality and Ledrappier-Young formula for the Fursten-
berg measure. Trans. Amer. Math. Soc., 374(7):5225–5268, 2021.

[Rap22] Ariel Rapaport. On self-affine measures associated to strongly irreducible and proximal

systems, 2022.
[Wyn78] A. D. Wyner. A definition of conditional mutual information for arbitrary ensembles.

Inform. and Control, 38(1):51–59, 1978.

[You82] Lai Sang Young. Dimension, entropy and Lyapunov exponents. Ergodic Theory Dynam.
Systems, 2(1):109–124, 1982.



EXACT DIMENSION OF DYNAMICAL STATIONARY MEASURES 35
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