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Killing a Vortex1

Dimitrios M. Thilikos2,3 Sebastian Wiederrecht4,5,6

Abstract

The Graph Minors Structure Theorem of Robertson and Seymour asserts that, for every graph
H, every H-minor-free graph can be obtained by clique-sums of “almost embeddable” graphs.
Here a graph is “almost embeddable” if it can be obtained from a graph of bounded Euler-
genus by pasting graphs of bounded pathwidth in an “orderly fashion” into a bounded number
of faces, called the vortices, and then adding a bounded number of additional vertices, called
apices, with arbitrary neighborhoods. Our main result is a full classification of all graphs H
for which the use of vortices in the theorem above can be avoided. To this end we identify a
(parametric) graph St and prove that all St-minor-free graphs can be obtained by clique-sums
of graphs embeddable in a surface of bounded Euler-genus after deleting a bounded number of
vertices. We show that this result is tight in the sense that the appearance of vortices cannot
be avoided for H-minor-free graphs, whenever H is not a minor of St for some t ∈ N.

Using our new structure theorem, we design an algorithm that, given an St-minor-free graph
G, computes the generating function of all perfect matchings of G in polynomial time. Our
results, combined with known complexity results, imply a complete characterization of minor-
closed graph classes where the number of perfect matchings is polynomially computable: They
are exactly those graph classes that do not contain every St as a minor. This provides a sharp
complexity dichotomy for the problem of counting perfect matchings in minor-closed classes.

Keywords: Perfect Matchings, Permanent, Pfaffian Orientations, Graph Minors, Counting Algo-
rithms, Graph Parameters.
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1 Introduction

We consider the problem #Perfect Matching, asking for the number of perfect matchings, on
minor-closed graph classes. The first polynomial algorithm for this problem was given for the
class of planar graphs by Kasteleyn in 1961 [26], motivated by the dimer problem in Theoretical
Physics [25–27,51] (see also the results by Temperley and Fisher [51]). For this algorithm, Kasteleyn
introduced the celebrated FKT-method and the concept of Pfaffian orientations.

Using these concepts as a departure point, the tractability horizon has been extended to several
minor-closed graph classes, further than planar graphs, and it was an open problem whether this
horizon contained all minor-closed graph classes. A negative answer to this question was given by
Curticapean and Xia in [11] who proved that the classic result of Valiant on the #P-completeness
of #Perfect Matching holds even when restricted to K8-minor free graphs.

In this paper, we completely resolve the complexity of #Perfect Matching on minor-closed
graph classes by providing a sharp characterization of the classes for which the problem is tractable.

1.1 Some history

Given a n×n matrix A=(ai,j) the permanent and the determinant of A are defined as

perm(A) =
∑

σ∈Sn

n∏
i=1

ai,σ(i) and det(A) =
∑

σ∈Sn

sgn(σ) ·
n∏

i=1
ai,σ(i)

respectively, where Sn is the set of all possible permutations of the set [n] = {1, . . . , n} and sgn(σ) is
the sign of the permutation σ ∈ Sn. The permanent is closely related to the #Perfect Matching
problem as the number of perfect matchings of a bipartite graph B is equal to perm(A′

B) where A′
B

is the biadjacency matrix1 of B.

In 1913 György Pólya [37] asked when it is possible to change the sings of the entries of a binary
n × n matrix A = (ai,j) and obtain a new matrix A′ where perm(A) = det(A′). Notice that, in such
cases, the computation of the permanent is reduced to the computation of the determinant that,
in turn, can be computed in polynomial time (see [1] for an exposition on the permanent versus
determinant problem).

Kasteleyn in 1961, in an attempt to solve the dimer problem (originated from Statistical
Physics [26, 27, 51]) introduced the concept of a Pfaffian graph: a matchable2 graph G is Pfaf-
fian if it admits an orientation −→

G such that every conformal2 cycle C of G has an odd number of
directed edges in agreement to the orientation −→

G, when traversed clockwise. Such an orientation
of G is called Pfaffian.

A Pfaffian orientation of a graph G implies a scheme to change the signs of the adjacency matrix
A(G) such that the determinant of the resulting matrix still yields the number of perfect matchings
of G. As a special case of Kasteleyn’s approach, Pólya’s question can be answered affirmatively for
a matrix A if and only if the bipartite graph B that has A as its biadjacency matrix is Pfaffian

1The biadjacency matrix of a bipartite graph B = (X∪̇Y, E) where X = {x1, . . . , xn}, Y = {y1, . . . , yn}, and
E ⊆ X × Y, is the binary n × n matrix A = (ai,j) where ai,j = 1 if and only if {xi, yi} ∈ E(B).

2A graph is matchable if it contains at least one perfect matching. A cycle C of a graph G is conformal if it is
even and G − C is matchable.
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(see [33]). In particular, the requested change of signs follows directly from a Pfaffian orientation
−→
B of B. Moreover, Kasteleyn proved that planar (matchable) graphs are Pfaffian and gave a
polynomial algorithm for computing a Pfaffian orientation of a planar graph. This algorithm is
widely known as the FKT-method (making also reference to the authors of [51]) and implies that
#Perfect Matching is polynomially solvable in planar graphs.

In 1972, Little treated Pólya’s problem by giving a complete combinatorial characterization of
Pfaffian bipartite graphs. Later, McCuaig, Robertson, Seymour, and Thomas gave a structural
characterization of Little’s condition that permitted the design of a polynomial algorithm checking
whether a bipartite graph is Pfaffian [34, 38]. This immediately implied a polynomial algorithm
for #Perfect Matching on Pfaffian bipartite graphs. On the negative side (motivated by the
permanent vs determinant problem) Valiant introduced the counting complexity class #P and
proved that #Perfect Matching is #P -complete [57].

See Figure 1 for a timeline of the known results on the #Perfect Matching problem.

1.2 Counting matchings in minor-closed graph classes

In what concerns general (i.e. non-bipartite) graphs, Kasteleyn claimed in [26,27] that his algorithm
for #Perfect Matching on planar graphs can be extended to graphs of bounded Euler-genus.
This was proved by Galluccio and Loebl [17] for orientable surfaces and by Tesler [52] for non-
orientable surfaces. The later results were based on a reduction of the problem to the computation
of 2g orientations3, where g is the Euler-genus of the input graph. A unified algorithm for counting
the number of perfect matchings on graphs of bounded Euler-genus without the use of orientations
was given by Curticapean and Xia in [9].

Notice that graphs of bounded Euler-genus are minor-closed. The emerging question is
whether #Perfect Matching is polynomially solvable for all minor-closed graph classes. For
this, given a finite set of graphs F , we introduce the notation #Perfect Matching(F) for
the #Perfect Matching problem restricted to graphs excluding all graphs in F as mi-
nors. We stress that every minor-closed graph class can be characterized by the minor-
exclusion of some finite F , because of Robertson and Seymour’s theorem [46]. Observe also that
#Perfect Matching is the same as #Perfect Matching(∅), while #Perfect Matching
on planar graphs is #Perfect Matching({K5, K3,3}). Using this notation, advances on the
#Perfect Matching problem can be described as follows: Valiant proved in [59] that
#Perfect Matching({K3,3}) is polynomially solvable, Straub, Thierauf, and Wagner proved
in [50] that #Perfect Matching({K5}) is polynomially solvable and later Curticapean in [7]
and Eppstein and Vazirani in [16] proved that #Perfect Matching(F) is polynomially solvable
for every F containing a minor of a graph that admits a drawing in the plane with at most one
crossing.

Recently, Curticapean and Xia strengthened Valiant’s original hardness result by proving that
#Perfect Matching({K8}) is #P -complete [10]. This means that the tractability horizon of
#Perfect Matching does not include all minor-closed graph classes and it lies somewhere

3The original result suggested by Kasteleyn used 4g many orientations. This was since Kasteleyn worked with
orientable genus, hence the number h of handles, while the result we present here refers to the Euler-genus which is
2h + c, where c is the number of crosscaps involved.
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The results in blue concern (weighted) bipartite graphs, corresponding
to general matrices. All other of the results concern algorithmic (green)
and hardness (red) results on general (weighted) graphs and their adja-
cency matrices.

Pólyá’s Permanenet Problem [37]

Temperley & Fisher [51]
Kasteleyn [26]

Planar

Little [30]

Valiant [57]

#P-hardness

Straub, Thierauf
Wagner [50]

K3,3-minor free
K8-minor free

Robertson, Seymour,
Thomas (& McCuaig) [38] ([34])

Galluccio & Loebl [17]

bounded
orientable genus

single-crossing
minor free

Tesler [52]

bounded
Euler genus

Eppstein &
Vazirani [16]

Curticapean [7]

Curticapean
Xia [10]

Valiant [59]

Figure 1: Timeline of the results on the complexity of the #Perfect Matching problem.

“above” single-crossing minor free graphs and “below” K8-minor free graphs. In this paper we
completely determine this tractability horizon.

1.3 Our main result

Let G be a graph and let w : E(G) → Z be a function assigning weights to the edges of G such
that max{|w(e)| | e ∈ E(G)} is bounded by some polynomial function of |G| (that is the number
of vertices of G). We refer to such a pair (G, w) as an edge-weighted graph (or simply weighted
graph). We use M(G) for the set of all perfect matchings of G. We define the generating function
of perfect matchings of the weighted graph (G, w) as

PerfMatch(G, w) :=
∑

M∈M(G)

∏
e∈M

xw(e).

Notice that if 1 is the weighing function assigning unit weights on the edges of G, then
perm(AG) = PerfMatch(G, 1) = c·x|G|/2 where c = |M(G)| is the number of perfect matchings of G.
Therefore, any algorithm computing PerfMatch in polynomial time can also serve as a polynomial
algorithm for the #Perfect Matching problem. Moreover, the computation of PerfMatch(G, w)
also permits to solve the Exact Perfect Matching problem: given an edge-weighted graph and
some non-negative integer k, decide whether there is a perfect matching of total weight exactly
k. Exact Perfect Matching was defined by Papadimitriou and Yannakakis in [35], has been
extensively studied [21,60], with applications on DNA sequencing [3] and storage load balancing in
blockchain networks [31].

Definition 1 (Shallow vortex grids). The shallow vortex grid of order k is the graph Sk obtained
from the product of a cycle C = (u1, u2, . . . , u4k) on 4k vertices with a path P = v1, . . . , vk on k
vertices (that we call (k, 4k)-cylindrical grid) by adding the edges {(u4(i−1)+1, v1), (u4(i−1)+3, v1)}
and {(u4(i−1)+2, v1), (u4(i−1)+4, v1)} for every i ∈ {1, . . . , k}.

In general, we see the shallow vortex grid as a parametric graph, that is the sequence S =
⟨Sk⟩k∈N. To get a fairly good idea of Sk, see Figure 2 for a drawing of S6. We also define S as the
graph class consisting of all minors of shallow vortex grids, i.e., all minors of the graphs in S. (For
more on parametric graphs, see [36].)
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Figure 2: The shallow vortex grid H6. The additional six pairs of crossed edges are depicted in
red. The two blue cycles are the two extremal cycles of the (6, 24)-cylindrical grid.

Our main result is a complexity dichotomy for #Perfect Matching(F), based on the class
S.

Theorem 2. Let F be some finite set of graphs. Then #Perfect Matching(F) can be solved
in polynomial time if F ∩ S ≠ ∅; otherwise it is #P-complete.

As an example of an application of Theorem 2, K7 is a minor of S18 (see Subsection 3.4),
therefore K7 ∈ S. This implies that #Perfect Matching({Kr}) is polynomially solvable for
r ≤ 7 (which already answers the open question in [10]) and, as proved in [10], is #P -complete for
r ≥ 8. For the general minor-exclusion of a finite set F , containing graphs of size at most h, one
needs to check whether some graph in F is one of the graphs in S with at most h vertices.

In order to give some intuition why the minors of graphs as the one in Figure 2 provide the
correct dichotomy criterion, we need a brief introduction to the Graph Minors Structure Theorem,
proven by Robertson and Seymour in [45] (in this paper we use the notation used in the simpler
proof of this theorem that was proposed recently by Kawarabayashi, Thomas, and Wollan in [23]
– see also [28]).

1.4 The vga-lattice

A graph parameter is a function mapping graphs to non-negative integers. Let p and p′ be two
graph parameters. We write p ⪯ p′ if there is a function f : N → N such that, for every graph G, it
holds that p(G) ≤ f(p′(G)). We also say that p and p′ are asymptotically equivalent if p ⪯ p′ and
p′ ⪯ p.

Definition 3 (Treewidth). Let G be a graph. A tree decomposition of G is a tuple (T, β) where T
is a tree and β : V (T ) → 2V (G) is a function, called the bags of (T, β), such that

6



i) ⋃
t∈V (T ) β(t) = V (G),

ii) for every e ∈ E(G) there exists t ∈ V (t) with e ⊆ β(t), and

iii) for every v ∈ V (G) the set {t ∈ V (T ) | v ∈ β(t)} induces a subtree of T.

The width of a tree decomposition is defined as maxt∈V (T ) |β(t)|−1 and the treewidth of G, denoted
by tw(G), is the minimum width over all tree decompositions for G. The adhesion of (T, β) is
maxdt∈E(T ) |β(d) ∩ β(t)|. For a vertex t ∈ V (T ), the torso of G at t is the graph Gt obtained from
G[β(t)] by turning the sets β(t) ∩ β(d) into cliques, for all neighbors d ∈ V (T ) of t.

Definition 4. Given a graph G, we define pvga(G) as the minimum k such that G has a tree
decomposition D = (T, β) where, for every torso Gt of D, if |Gt| > k, then the following holds:
There is a set A ⊆ V (Gt), called apex set, a surface Σ, and a Σ-decomposition ∆ of Gt − A such
that:

(v) ∆ has at most kv vortices, each of depth at most kv,

(g) Σ has Euler-genus at most kg, and

(a) |A| ≤ ka,

where max{kv, kg, ka} ≤ k. We postpone the formal definition of a Σ-decomposition of a graph
as well the definition of a vortex and its depth to Subsection 2.1 (see Definition 13). Intuitively,
Gt has a Σ-decomposition with k vortices if Gt = G(0) ∪ G(1) ∪ · · · ∪ G(k) where G(0) is a graph
embedded in Σ and each vortex G(i) is a graph of bounded pathwidth “attached around” some of
the vertices of some face of the embedding of G(0).

Definition 4 has several variants pw. Where w is string of length three obtained from vga by
replacing some of “v”, “g”, or “a” with “-”. Given such a string w the parameter pw is defined via
altering Definition 4 by replacing for each x ∈ {v, g, a}, where x has been replaced with “-” in w,
the number kx from the corresponding condition in Definition 4 with 0.

In addition, we derive one more parameter from Definition 4. That is the parameter pfalse
which we obtain by replacing whatever follows the statement “the following holds:” by some false
statement. We wish to stress here that p--- and pfalse are different parameters. To see this observe
that p--- is zero on all planar graphs while pfalse(G) = tw(G) + 1 for all graph G. This generates
nine variants of parameters whose relation with respect to ⪯ is depicted in Figure 3. We refer to
this lattice of parameters as the vga-lattice. We will later fix our attention to p-ga, where vortices
disappear and therefore Gt − A is just required to be embeddable to a surface of Euler-genus at
most k.

On a lower level, the eight parameters above pfalse can be understood as the different variants for
the structure of the “area” which is controlled by a large order tangle in the graph. To clarify, tangles
are dual objects to branchwidth, a parameter which is assymptotically equivalent to treewidth which
was introduced in Graph Minors X by Robertson and Seymour [41] to identify substructures in the
graph which obstruct small treewidth. The Grid Theorem asserts that every tangle of large order
“controls” a large grid minor and the subsequent structure theorems, in essence, describe how the
rest of the graph attaches to such a grid minor. This form of attachment happens in two ways;
via the highly representative infrastructure of a surface, or through small order separations which

7



are represented by the decompositions of vortices, the apex set, and the ≤ 3-clique sums generated
by applications of the Two Paths Theorem4. So, in a sense, the vga-lattice classifies graphs with
respect to the structure of their high order tangles. This is another way how the special role of
pfalse becomes apparent as this measures the situation where G does not have any high-order
tangles. For more information on the lower levels of the vga-lattice we refer the reader to [54,55].

In Figure 3 we depict, in relation to the vga-lattice, two more parameters that, when bounded,
allow for #Perfect Matching to be solved in polynomial time. The first is apex where apex(G)
is the minimum number of vertices whose removal from G yields a planar graph and the second is
genus where genus(G) us the minimum Euler-genus of a surface where G can be embedded.

p ga pv a pvg

pvga

p a

apex

pfalse
PTIME

#P-complete

p genus

p g pv

Figure 3: The vga-lattice of parameters and the position of the parameters apex and genus in
it. If p and p′ are parameters in the above diagram then p ⪯ p′ if and only if there is a path
between p and p′ that is “above” p′. The two green/pink-colored areas indicate the complexity
of #Perfect Matching when restricted to graphs where each of the depicted parameters is
bounded. The lower dark green area indicates the current state of the art on polynomial algorithms
for #Perfect Matching.

The Hadwiger number of a graph G is the maximum size of a clique minor of G, denoted by
hw(G). The Graph Minors Structure Theorem [23,45] (in short GMST) can be stated as follows.

Proposition 5. The graph parameters hw and pvga are asymptotically equivalent.

(For an alternative (non-parametric) statement of GMST, see Proposition 21.) Notice that all
parameters of the vga-lattice can be seen as generalizations of treewidth, starting from the lowest
level parameter pfalse, that is asymptotically equivalent to treewidth, to the highest level parameter
pvga, that is asymptotically equivalent to the Hadwiger number.

In [43], Robertson and Seymour proved that p---(G) is asymptotically equivalent to the maxi-
mum size of an internally 4-connected5 single-crossing6 minor of G. Using this, the results in [16]

4We discuss these notions in greater detail in Subsection 2.1
5A graph is internally 4-connected if it is 3-connected and for every separation (A, B) either |A \ B| ≤ 1 or

|B \ A| ≤ 1.
6A single-crossing graph is one that can be drawn in the plane with only one crossing.
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and in [7] imply an algorithm that, given a weighted graph (G, w), outputs GenPM(G, w) in time7

Ok(|G|O(1)), where k = p---(G). This positions the results of [7, 16] to the second lower level of
the vga-lattice (just above pfalse). Apart from this result, the results in [17, 18, 52] imply that
PerfMatch(G, w) can be computed in time Ok(|G|O(1)) when k = genus(G). Also, it is easy to
see that PerfMatch(G, w) can be computed in time |G|O(k) when k = apex(G) [8, 9]. These three
results are the best, so far, algorithmic results about when #Perfect Matching can be solved
in polynomial time (corresponding to the dark green rectangle of the diagram in Figure 3).

1.5 Our approach

We define a new parameter p, based on shallow vortex grids Sk, as follows

p(G) = max{k | Sk is a minor of G}.

Our main combinatorial result is a vortex-free refinement of the GMST (Proposition 5). In partic-
ular p can be seen as the vortex-free analogue of the Hadwiger number.

Theorem 6. The graph parameters p and p-ga are asymptotically equivalent.

Theorem 6 is a min-max theorem indicating that shallow vortex grids can be seen as “universal
obstructions” for the parameter p-ga. Our proof implies that there is a function f : N → N and an
algorithm that, given a graph G and an integer k, either finds the shallow vortex grid Sk as a minor
of G or outputs a tree decomposition of G certifying that p-ga(G) ≤ f(k). Moreover, this algorithm
runs in time Ok(|G|3) (see Corollary 45) and, moreover, f is a function that is exponential to some
polynomial of k.

The proof of Theorem 6 is the main technical part of this paper. The fact that p-ga ⪯ p follows
from the following result.

Theorem 7. There exist functions α, γ : N → N such that every graph G excluding some graph H ∈
S as a minor has a tree decomposition (T, β) of adhesion at most 4α(|V (H)|) such that for every
t ∈ V (T ), if Gt is the torso of G at t, then there exists a set A ⊆ V (Gt) with |A| ≤ α(|V (H)|) such
that Gt − A has Euler-genus at most γ(|V (H)|). Moreover, γ(x) = poly(x), i.e., γ is a polynomial
function, while α(x) = 2poly(x).

The proof of Theorem 7 is presented in the first three subsections of Section 3. The proof of
Theorem 6 is completed in Subsection 3.4, where we show that p ⪯ p-ga (Lemma 50).

We prove Theorem 7 by first using a local version of Proposition 5 and then applying the
following key observation. Indeed, one can get a stronger version of Proposition 5 which equips
each vortex with a sequence of concentric cycles in the obtained Σ-decomposition. These cycles
provide quite a lot of infrastructure and are commonly referred to as a nest. Now consider the
following sequence of observations.

1. If there are not many pairwise disjoint paths from the outer part of the nest to the boundary
of the vortex itself, there exists a small set of vertices which may be added to the apex set in
order to fully “remove” the vortex from the almost embedding by “pushing” the corresponding
subgraph deeper into the tree-decomposition.

7We use the notation h(k, n) = Ok(g(n)) to denote that h(k, n) = O(f(k) · g(n)), for some function f.
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2. Hence, we may assume that there exist many pairwise disjoint paths which meet all cycles in
the nest and end on the boundary of the vortex. If now we cannot find many pairwise disjoint
pairs of crossings within the vortex such that these crossings are arranged sequentially on the
vortex-boundary we may use the fact that the vortex has a path-decomposition of bounded
adhesion to delete a small number of vertices and remove all crossings on the boundary of the
vortex which lie inside the vortex. By doing so, however, the parts of the vortex that remain
fully connected to the nest do not have any crossings and thus may be fully incorporated
into the embdded part of the Σ-decomposition. This procedure is another way of essentially
removing the vortex.

3. On the other hand, if we find many pairwise disjoint paths meeting all cycles in the nest and
ending on the vortex boundary such that there are many pairwise disjoint pairs of crossings
on the endpoints of these paths which are arranged sequentially along the vortex boundary
we have, essentially, found a minor model of a shallow vortex grid as depicted in Figure 2.

By applying these three observations to each of the vortices of the Σ-decomposition, we either find
a way to enrich the apex set and thereby get rid of all vortices completely, or one of the vortices
witnesses the third case above which provides us with the minor we excluded in the assumption.

Based on Theorem 7, we next prove our main algorithmic result.

Theorem 8. There are an algorithm and a function f : N → N that, given a weighted graph
(G, w), where the maximum absolute value of w is bounded by some polynomial in |G|, outputs
PerfMatch(G, w) in time O(|G|f(k)), where k = p-ga(G). Our algorithm assumes that arithmetic
operations are performed in constant time.

The algorithm of Theorem 8 is presented in Subsection 4.1. It performs dynamic programming
on the tree decomposition provided by Theorem 7 and combines all the algebraic tools that have
been employed so far around Pfaffian orientations for the #Perfect Matching problem [17,18,
26,27,51,52].

Notice that F ∩ S ≠ ∅ if and only if there is a constant cF such that for every F-minor free
graph G it holds that p(G) ≤ cF . This fact, combined with Theorem 6 and Theorem 8 implies the
positive part of Theorem 2.

On the negative side, in Subsection 4.2, we prove the following using as a departing point the
complexity lower bound in [11].

Theorem 9. For every graph class G where S ⊆ G, #Perfect Matching is #P-complete when
its inputs are restricted to the graphs in G.

Notice that F ∩ S = ∅ if and only if all graphs in S are F-minor free. This, combined with
Theorem 9, yields the negative part of Theorem 2.

One may ask whether the algorithm of Theorem 8 can be improved to a fixed parameter one,
that is an algorithm running in time Ok(|G|O(1)) where k = p-ga(G) (we already mentioned that
this is the case when k = p---(G) [7, 16] or when k = genus(G) [17, 18, 52]). Unfortunately, this is
not something to expect even for k = p--a(G) (which is lower than p-ga in the vga-lattice). Indeed,
it was proved in [9] that #Perfect Matching is #W[1]-hard when parameterized by apex(G).
As p-ga ⪯ p--a ⪯ apex, this hardness result holds also when the parameter is k = p--a(G) or, even
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more, k = p-ga(G). This indicates that, under standard computational complexity assumptions,
the algorithm of Theorem 8 is asymptotically optimal from the parameterized complexity point of
view. We stress that the dependency of the degree of the polynomial on the exluded minor, while
it cannot be removed, could however possibly be improved.

2 Definitions and preliminary results

We denote by Z the set of integers and by R the set of reals. Given two integers a, b ∈ Z we denote
the set {z ∈ Z | a ≤ z ≤ b} by [a, b]. In case a > b the set [a, b] is empty. For an integer p ≥ 1, we
set [p] = [p] and N≥p = N \ [0, p − 1]. Whenever we need a closed interval over the reals we use
[x, y]R to avoid ambiguity. Please note that this only happens on rare occasions.

All graphs considered in this paper are undirected, finite, and without loops or multiple edges.
We use standard graph-theoretic notation and we refer the reader to [12] for any undefined termi-
nology.

2.1 The Graph Minors Structure Theorem

We rely heavily on the more refined versions of the GMST from [23] and [13] instead of the original
result proven by Robertson and Seymour in the Graph Minors series. As the involved definitions
and concepts are highly technical we dedicate this section almost entirely just to their statements
and some explanations. In the proof of our main theorem we actually need a stronger version of
GMST which has, implicitly, already been proven in [23] and which resembles the main theorem
of [13]. However, for the purpose of our proofs, in particular regarding algorithmic applications,
it is more convenient to derive a synthesis of the results in [13] and those in [23]. The resulting
statement makes the structure of the vortices within the original structure theorem more accessible
and this might be of use to applications other than our own as well.

Our proof strategy is to “exclude” a shallow vortex grid as a minor. This means that whenever
we find a clique minor on the same number of vertices as our shallow vortex grid we have found a
contradiction. Hence, we may immediately apply the GMST to obtain a, so to speak, preliminary
structure which we then can refine. The following definitions come from the framework of [23,28].
Their main purpose is to provide a formal environment in which we can apply our refinement
strategy. This is necessary specifically because we will need to work both inside the vortices and
outside of them, that is, in the parts of the graph that are properly embedded in some surface.

The Two Paths Theorem. We begin by introducing the Two Paths Theorem. This theorem
can be seen as the central bridging element that combines a notion of embeddability with a way
disjoint paths can be routed within the graph.

Let G be a graph and let s1, s2, t1, t2 ∈ V (G). The Two Disjoint Paths Problem (TDPP)
with terminals s1, s2, t1, t2 is the question for the existence of two paths P1 and P2 such that for
both i ∈ [2] Pi joins si and ti and P1 and P2 are vertex disjoint. The characterization for the
yes-instances of the TDPP known as the Two Paths Theorem plays an integral role in structural
graph theory. The statement of the Two Paths Theorem we present here makes use of the concept

11



of the so called “societies” which play a focal role in [23] and are used extensively in our proofs as
well.

There exists a number of different forms for stating the Two Paths Theorem. The version we
present here is the one used by Kawarabayashi, Thomas, and Wollan in their proof of the GMST
in [23] and it is based on the concept of societies. Roughly speaking, a society is a graph G together
with a vertex set X ⊆ (G) which is equipped with a cyclic ordering Ω. This cyclic ordering is meant
to indicate that we are interested in some particular topological properties of the set X with regard
to its connectivity within G. Through the lens of the Two Paths Theorem, a society is meant to
encode a specific subgraph which we would like to embed in a (closed) disk ∆ while drawing exactly
the vertices of X onto the boundary of ∆. If this is possible, then X forms a noose in the resulting
embedding of the entire graph, otherwise the society represents an obstruction to embedability
which, if such a thing occurs to often, would allow us to build a large clique minor.

Definition 10 (Society). Let Ω be a cyclic ordering of the elements of some set which we denote by
V (Ω). A society is a pair (G, Ω), where G is a graph and Ω is a cyclic ordering with V (Ω) ⊆ V (G).
A cross in a society (G, Ω) is a pair (P1, P2) of disjoint paths8 in G such that Pi has endpoints
si, ti ∈ V (Ω) and is otherwise disjoint from V (Ω), and the vertices s1, s2, t1, t2 occur in Ω in the
order listed.

Hence, (G, s1, s2, t1, t2) is a yes-instance of TDPP if and only if the society (G, Ω), where
V (Ω) = {s1, s2, t1, t2} and the vertices occur in Ω in the order listed, has a cross. See Figure 4 for
an illustration of a society with a cross.

We will make use of this concept later when we start refining the vortices of our almost em-
beddings as follows: The entire vortex will be encoded as a society (G, Ω) equipped with some
additional infrastructure. We will move along Ω trying to isolate pairwise disjoint crosses over
“segments” of consecutive vertices of Ω. In case we can find many such segments, we can use these
crosses together with the afore mentioned infrastructure to construct a shallow vortex grid. Oth-
erwise, only few such segments can be found which will allow us to remove all crosses on (G, Ω) by
deleting a small vertex set. The Two Paths Theorem will then allow us to embed the remaining
parts of (G, Ω) in a way that is compatible with the already embedded part of our graph.

To fully present the Two Paths Theorem, we need to introduce some topological concepts as
well.

By a surface we mean a compact 2-dimensional manifold with or without boundary. By the
classification theorem of surfaces [14], every surface is homeomorphic to the sphere with h handles
and c cross-caps added, and the interior of d disjoint closed disks ∆1, . . . , ∆d removed, in which
case the Euler-genus of the surface is defined to be 2h + c. We call the union of the boundaries of
the disks ∆i the boundary of the surface and each such boundary is a boundary component of the
surface. For more information on surfaces and the Classification Theorem see for example [32].

Definition 11. (Drawing on a surface) A drawing (with crossings) in a surface Σ is a triple
γ = (U, V, E) such that

• V and E are finite,

• V ⊆ U ⊆ Σ,

8When we say two paths are disjoint we mean that their vertex sets are disjoint.
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s1

t1
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t2

Figure 4: A society (G, Ω) with a cross. The magenta vertices are the vertices of V (Ω).

• V ∪
⋃

e∈E e = U and V ∩ (⋃e∈E e) = ∅,

• for every e ∈ E, either e = h([0, 1]R)\{h(0), h(1)}, where h : [0, 1]R → U is a homeomorphism
onto its image with h(0), h(1) ∈ V, or e = h(S2−(1, 0)), where h : S2 → U is a homeomorphism
onto its image with h((0, 1)) ∈ V, and

• if e, e′ ∈ E are distinct, then |e ∩ e′| is finite.

We call the set V, sometime referred to by V (γ), the vertices of γ and the set E, referred to by
E(γ), the edges of γ. If G is graph and γ = (U, V, E) is a drawing with crossings in a surface Σ such
that V and E naturally correspond to V (G) and E(G) respectively, we say that γ is a drawing of
G in Σ (possibly with crossings). In the case where no two edges in E(γ) have a common point, we
say that γ is a drawing of G in Σ without crossings. In this last case, the connected components of
Σ \ U, are the faces of γ.

Next we need a more intricate formalization of what an “almost embedding” of a graph is
supposed to be. The main issue is that large portions of the graph that we are working with, might
be hidden behind 3-clique sums produced by repeated applications of the Two Paths Theorem.
To fully encode the almost embedding of a part of the graph G, while keeping the entirety of G
accessible, Kawarabayashi, Thomas, and Wollan developed Σ-decompositions in [23,28].

Definition 12 (Σ-Decomposition). Let Σ be a surface. A Σ-decomposition of a graph G is a pair
∆ = (γ, D), where γ is a drawing of G in Σ with crossings, and D is a collection of closed disks,
each a subset of Σ such that
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i) the disks in D have pairwise disjoint interiors,

ii) the boundary of each disk in D intersects γ in vertices only,

iii) if ∆1, ∆2 ∈ D are distinct, then ∆1 ∩ ∆2 ⊆ V (γ), and

iv) every edge of γ belongs to the interior of one of the disks in D.

Let N be the set of all vertices of γ that do not belong to the interior of any of the disks in D. We
refer to the elements of N as the nodes of ∆. If ∆ ∈ D, then we refer to the set ∆ − N as a cell of
∆. We denote the set of nodes of ∆ by N(∆) and the set of cells by C(∆). For a cell c ∈ C(∆) the
set of nodes that belong to the closure of c is denoted by c̃. For a cell c ∈ C(∆) we define σ∆(c),
or σ(c) if ∆ is clear from the context, to be the subgraph of G consisting of all vertices and edges
drawn in the closure of c.

We define π∆ : N(∆) → V (G) to be the mapping that assigns to every node in N(∆) the
corresponding vertex of G.

For illustrations of Σ-decompositions consider Figure 5 and Figure 7. In both figures the vertices
in magenta and black are the nodes while the grey vertices are drawn in the interiors of cells which
means they either sit behind h-clique sums for h ≤ 3 or belong to a vortex. The cells are depicted
as blue shapes and every edge of G, including those between nodes, is drawn within a cell.

Isomorphisms between two Σ-decompositions are defined in the natural way. That is given
Σ-decompositions ∆ = (γ, D) and ∆′ = (γ′, D′), the drawing γ = (U, V, E) is mapped to a drawing
γ′ = (U ′, V ′, E′) where the elements of V are in bijection with the elements of V ′, similarly for
E and E′ such that the map between the corresponding graphs is a graph isomorphism, and the
elements of D are mapped to the disks in D′ while agreeing with the map between γ and γ′.

Notice that, in the definition of a Σ-decomposition ∆, the cells c of ∆ with c̃ ̸= ∅ correspond
to the hyperedges of a hypergraph with vertex set N(∆) where c̃ is the set of vertices incident
with c. Moreover, this hypergraph can be embedded in Σ such that hyperedges only intersect in
common vertices and all vertices are drawn on the boundaries of their hyperedges. As examples
of this consider Figure 5 and Figure 7. In both figures, the light blue areas mark the cells which
become the hyperedges of some hypergraph. Please note that, in order to not overload the figures,
the graphs in the interiors of the cells are chosen to be somewhat minimal with the property that,
together with the remaining planar part of the graph, they form an obstruction to planarity. In
general no such restriction exists, the graphs within cells can also be planar or arbitrarily complex.
Definition 13 (Vortex). Let G be a graph, Σ be a surface and ∆ = (γ, D) be a Σ-decomposition
of G. A cell c ∈ C(∆) is called a vortex if |c̃| ≥ 4. Moreover, we call ∆ vortex-free if no cell in C(∆)
is a vortex.

See Figure 7 for an illustration of a part of some Σ-decomposition which includes a vortex.
The reason why the threshold for the boundary size of a vortex is four lies hidden in the Two

Paths Theorem which we present below (Proposition 15). Whenever the society defined by the
boundary of a cell has at most three vertices, it is impossible to have a cross. This means, in
particular, that, if a Σ-decomposition ∆ of a graph G has no vortex, one could forget about the
interiors of the cells of ∆, for each cell of ∆ transform the vertices drawn on its boundary into
a clique, and thereby obtain a graph on the vertex set π(N(∆)) which is drawn in Σ without
crossings. This is, roughly, the intuition how Σ-decompositions encode a torso.
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Definition 14 (Rendition). Let (G, Ω) be a society, and let Σ be a surface with one boundary
component B. A rendition in Σ of G is a Σ-decomposition ρ of G such that the image under πρ of
N(ρ) ∩ B is V (Ω) and Ω is one of the two cyclic orderings of V (Ω) defined by the way the points
of πδ(V (Ω)) are arranged in the boundary B.

Figure 5: A vortex-free rendition of a society (G, Ω) in the disk.

These technical definitions allow us the state the Two Paths Theorem in the general context of
the Graph Minors Structure Theorem as follows. For an illustration of a vortex-free rendition and
the absence of a cross on a society (G, Ω), even when G is non-planar, see Figure 5.
Proposition 15 (Two Paths Theorem, [24, 40, 47, 49, 56]). A society (G, Ω) has no cross if and
only if it has a vortex-free rendition in a disk.

The Flat Wall Theorem. This section is dedicated to a weaker version of the structure theorem
for Kt-minor-free graphs known as the Flat Wall Theorem [28,44]. While we do not need the Flat
Wall Theorem directly in this paper, it is useful to keep in mind as it is the primary source for
the infrastructure we need to construct our shallow vortex grid after processing the vortices of a
Σ-decomposition. Indeed, it acts as the base of the construction of a rendition with a bounded
number of bounded depth vortices for any Kt-minor-free graph of large treewidth and, as such, it is
needed for the statements of the slightly altered versions of lemmas and theorems that we extract
from [23].

A separation in a graph G is a pair (A, B) of vertex sets such that A ∪ B = V (G) and there is
no edge in G with one endpoint in A \ B and the other in B \ A. The order of (A, B) is |A ∩ B|.
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An (n × m)-grid is the graph Gn,m which is the product of a path P = u1, u2, . . . , un with n
vertices and a path Q = v1, v2, . . . , vm with m vertices. We call the copies of Q in Gn,m the rows
and the copies of P the columns. If L is a row of the form (ui, v1), (ui, v2), . . . , (un, vm) we call
it the ith row and for j ∈ [m] we say that (ui, vj) is the jth vertex of the ith row while the edge
{(ui, vj)(ui, vj+1)} is the jth edge of the ith row. For columns we define analogous terminology.
An elementary k-wall, k ≥ 3, is obtained from a (k × 2k)-grid by deleting every odd edge in every
odd column and every even edge in every even column. An elementary k-wall W has a unique face
whose boundary contains more than six vertices. The perimeter of an elementary k-wall is defined
to be the subgraph of W induced by all vertices that lie on the unique face with more than six
vertices. A k-wall W ′ is a subdivision of an elementary k-wall W. In other words, W ′ is obtained
by the k-wall W after subdividing each edge of W an arbitrary (possibly zero) number of times.
The perimeter of W ′, denoted by Per(W ′), is the subgraph of W ′ induced by the vertices of the
perimeter of W together with the subdivision vertices of the edges of the perimeter of W.

Figure 6: A 9-wall. The subdivision vertices are in yellow and the four corners are in red.

Let G be a graph and W ⊆ G be a wall (here ⊆ denotes the subgraph relation). The compass
of W in G, denoted by CompassG(W ), is the subgraph of G induced by the vertices of Per(W )
together with the vertices of the unique component of G − Per(W ) that contains W − Per(W ).
The corners of an elementary r-wall W are first and the last vertices of the first and the last row
respectively. Notice that if W is an r-wall its corners are not uniquely determined. However, we
assume to always be given some choice of corners which we identify with the names from above (see
for instance the red vertices in Figure 6). The corner society of an r-wall W is (CompassG(W ), ΩW )
where ΩW is a cyclic ordering of the corners that agrees with a cyclic ordering of Per(W ).

Definition 16 (Flat Wall). Let r ≥ 2 be an integer. Let G be a graph and W be an r-wall in G.
We say that W is flat if (CompassG(W ), ΩW ) has a vortex-free rendition in the disk.

We wish to stress that this definition is not exactly the definition of flatness used in [23] and [28].
However, if W is a flat wall in a graph G, then W − Per(W ) can be seen to satisfy the stronger
requirements for the flatness in [23, 28] and any wall which is flat in this stronger sense also must
be flat in our sense.

To state the Flat Wall Theorem in the terminology of [23,28] we need to define what it means
for a minor to be attached to the infrastructure provided by a given wall.
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Let G and H be graphs. If H is a minor of G, then it is possible to find connected subgraphs
Xv of G for each v ∈ V (H) such that Xu ∩ Xv = ∅ if u ̸= v, and if uv ∈ E(H), there exists an edge
e in G with one end in Xu and the other in Xv. We say that {Xv | v ∈ V (H)} for a minor model
(or simply a model ) of H in G.

Let W be a wall in G. We say that W grasps an H minor if there exists a model {Xv | v ∈ V (H)}
of H in G together with indices iv, jv for each v ∈ V (H) such that Xv meet the intersection of the
ivth row and jvth column of W.

Proposition 17 (Flat Wall Theorem [28,44]). Let r, t ≥ 1 be integers, R := 49152t24(40t2 + r), let
G be a graph and let W be an R-wall in G. Then either G has a model of a Kt-minor grasped by
W, or there exist a set A ⊆ V (G) of size at most 12288t24 and an r-subwall W ′ ⊆ W − A which is
flat in G − A.

Paths, Transactions, and Societies of Bounded Depth. In order to be able to apply our
refinement strategy to a given vortex together with its infrastructure provided by the refined version
of the GMST in [23], we require a particular situation for that infrastructure itself. To achieve this
situation we will first apply a preprocessing step which allows us to “push” the infrastructure as
close to the actual vortex as possible. For this, we need some additional terminology to handle
large linkages between segments of a society.

If P is a path and x and y are vertices on P, we denote by xPy the subpath of P with endpoints
x and y. Moreover, if s and t are the endpoints of P and we have fixed an order of the vertices of
P, say s is the first and t the last vertex, then xP denotes the path xPt and Px denotes the path
sPx. Let P be a path from s to t and Q be a path from q to p. If x is a vertex in V (P )∩V (Q), then
PxQ is the path obtained from the union of Px and xQ. Let X, Y ⊆ V (G). An X-path is a path
of length at least one with both endpoints in X and internally disjoint from X. In a society (G, Ω),
we write Ω-path as a shorthand for a V (Ω)-path. A path is an X-Y -path if it has one endpoint in
X and the other in Y. Whenever we consider X-Y -paths we implicitly assume them to be ordered
starting in X and ending in Y, expect if stated otherwise.

Let (G, Ω) be a society. A segment of Ω is a set S ⊆ V (Ω) such that there do not exist s1, s2 ∈ S
and t1, t2 ∈ V (Ω) \ S such that s1, t1, s2, t2 occur in Ω in the order listed, i.e., vertices of V (Ω)
that appear consecutively in Ω. A vertex s ∈ S is an endpoint of the segment S if there is a vertex
t ∈ V (Ω) \ S which immediately precedes or immediately succeeds s in the order Ω. For vertices
s, t ∈ V (Ω) we denote by sΩt the uniquely determined segment with first vertex s and last vertex
t. In case t immediately precedes s, we define sΩt to be the trivial segment V (Ω).

Let G be a graph. A linkage in G is a set of pairwise vertex disjoint paths. In slight abuse of
notation, if L is a linkage, we use V (L) and E(L) to denote ⋃

L∈L V (L) and ⋃
L∈L E(L) respectively.

Given two sets A and B we say that a linkage L is a A-B-linkage if every path in L has one endpoint
in A and one endpoint in B.

Let (G, Ω) be a society. A transaction in (G, Ω) is a linkage L of Ω-paths in G such that there
exist disjoint segments A, B of Ω where the paths in L are A-B-paths. We define the depth of
(G, Ω) as the maximum cardinality of a transaction in (G, Ω).

Let T be a transaction in a society (G, Ω). We say that T is planar if no two members of T
form a cross in (G, Ω). An element P ∈ T is peripheral if there exists a segment X of Ω containing
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both endpoints of P and no endpoint of another path in T . A transaction is crooked if it has no
peripheral element.

Finally we will need the following proposition.

Proposition 18 ([23]). Let (G, Ω) be a society and p ≥ 1, q ≥ 2 positive integers. Let P be a
transaction in (G, Ω) of order p + q − 2. Then there exists P ′ ⊆ P such that P ′ is either a planar
transaction of order p or a crooked transaction of order q.

The Graph Minors Structure Theorem. Next we present two different statements, both fit
to capture the global structure of H-minor-free graphs. The first one focusses on the structure
relative to a wall and thus can be seen as a local extension of the Flat Wall Theorem, hence we
call this one the Local Structure Theorem. The second one is the Graph Minors Structure Theorem
that completely describes the structure of H-minor-free graphs in terms of graphs of bounded
Euler-genus with a bounded number of bounded depth vortices, clique sums and apex vertices.
The corresponding graph parameter is asymptotically equivalent to pvga and represents the global
maximum of the vga-lattice (see Figure 3).

Definition 19 (Vortex Societies and Breadth and Depth of a Σ-Decomposition). Let Σ be a surface
and G be a graph. Let ∆ = (γ, D) be a Σ-decomposition of G. Every vortex c defines a society
(σ(c), Ω), called the vortex society of c, by saying that Ω consists of the vertices π∆(n) for n ∈ c̃
in the order given by γ. (There are two possible choices of Ω, namely Ω and its reversal. Either
choice gives a valid vortex society.). The breadth of ∆ is the number of cells c ∈ C(∆) which are a
vortex and the depth of ∆ is the maximum depth of the vortex societies (σ(c), Ω) over all vortex
cells c ∈ C(∆).

Next we need to combine our definition of flat walls with the idea of Σ-decompositions. This
is a necessary step so to be able to relate flat renditions of walls to the drawings provided by
Σ-decompositions and thus to impose additional structure onto these drawings.

Let G be a graph and W be a wall in G. We say that W is flat in a Σ-decomposition ∆ of G if
there exists a closed disk ∆ ⊆ Σ such that

• the boundary of ∆ does not intersect any cell of ∆,

• π(N(δ)) ∩ Boundary(∆) ⊆ V (Per(W ))

• for each degree-three vertex v of W such that v is not mapped to a member of N(∆) by π,
let cv ∈ C(∆) be the cell with v ∈ V (σ(cv)). Then, for all pairs of such distinct degree-three
vertices u, v of W the cells cu and cv are disjoint and cv ⊆ ∆,

• no cell c ∈ C(∆) with c ⊆ ∆ is a vortex, and

• W − V (Per(W )) is a subgraph of ⋃
{σ(c) | c ⊆ ∆} .

Let G be a graph, let r ≥ 1 be an integer, let W ′ be an r + 2-wall in G, and let W ⊆ W ′ be the
unique r-subwall of W ′ disjoint from its perimeter. If (A, B) is a separation of G of order at most
r − 1, then exactly one of the sets A \ B and B \ A includes the vertex set of a column and a row
of W. If it is the set A, we say that A is the W -majority side of the separation (A, B); otherwise,
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we say that B is the W -majority side. For those readers familiar with the concept of tangles [41]
(see Definition 42), the orientation of all separations of order at most r −1 induced by the majority
side of a wall is exactly the tangle induced by the wall.

To apply the intuition of this “orientation” of separations to Σ-decompositions recall that the
boundary of every non-vortex cell contains at most three vertices. Moreover, these boundaries
define separations between the part of G which is drawn in the interior of a single cell and the part
of G which is drawn outside. To link a fixed wall W in a graph G with a Σ-decomposition we make
use of this observation as follows. Let Σ be a surface and ∆ = (γ, D) be a Σ-decomposition of G.
We say that ∆ is W -central if there is no cell c ∈ C(∆) such that V (σ(c)) includes the W -majority
side of a separation of G of order at most r − 1. Similarly, let Z ⊆ V (G), |Z| ≤ r − 1, let Σ′ be a
surface and ∆′ be a Σ′-decomposition of G − Z. Then ∆′ is a W -central decomposition of G − Z is
for all separations (A, B) of order at most r − |Z| − 1 such that B ∪ Z is the majority side of the
separation (A ∪ Z, Z ∪ B) of G, there is no cell c ∈ C(∆′) such that V (σ∆′(c)) contains B.

Proposition 20 (Local Structure Theorem [23, 45]). Let r, p ≥ 0 be integers, and let R :=
49152p24r + p107p26

. Let G be a graph and let W be an R-wall in G. Then either G has a model of
a Kp-minor grasped by W, or there exists a set A ⊆ V (G) of size at most p107p26

, a surface Σ of
Euler-genus at most p(p + 1), a W -central Σ-decomposition ∆ of G − A of depth at most p107p26

and breadth at most 2p2, and an r-subwall W ′ ⊆ W − A which is flat in ∆.

From the local structure theorem, a global version can be derived. The way this is usually done
is following a balanced separator argument. That is, one fixes a small set of vertices X and either
finds a small balanced separator for it, which allows to continue the construction in each of the
resulting components, or no such separator exists. In the second case, X witnesses large treewidth
which allows one to deduce the existence of a big wall and thus, Proposition 20 can be applied. See
the proof of Theorem 44 for a variant of this proof in full detail.

An α-near embedding of a graph G in a surface Σ of depth k and breadth t is a pair (∆, A) such
that A ⊆ V (G), |A| ≤ α, and ∆ is a Σ-decomposition of G − A of depth9 k and breadth t such that
for every c ∈ C(∆) which is not a vortex, V (σ(c)) induces a clique in G and V (σ(c)) ⊆ π(N(∆)).

Proposition 21 (Global Structure Theorem [23, 45]). There exists a constant c that satisfies the
following. Let p ≥ 1 be a positive integer and let G be a graph which does not contain Kp as a
minor. Let α := p18·107p26+c. Then G has a tree decomposition (T, β) of adhesion at most 4α such
that for all t ∈ V (T ), if G′ is the torso of G at t then G′ has an α-near embedding of breadth at
most 2p2 and depth at most α in a surface of Euler-genus at most p(p + 1).

2.2 A refined version of Proposition 20

The next step is to derive slightly refined versions of Proposition 20. Towards this goal we first
introduce additional definitions from [23] and then describe in some detail how the refined versions
follow from the proofs in [23]. A similar variant as the one we state below has been proven by
Diestel, Kawarabyashi, Müller, and Wollan in [13]. While their theorem exposes the vortices and

9Please note that in [23] there is a difference between the “depth” of a Σ-decomposition and the “width” of an
α-near embedding. This difference arises from the fact that after resolving the clique sums, each vortex can be
decomposed into a path decomposition of bounded width. This width however is related to the depth of the vortex
by a small constant factor.
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the corresponding infrastructure in a similar way, for our purposes Proposition 24 below is more
convenient to work with. One reason for this is that the new statement is better suited to be
incorportated into the balanced separator argument we touched upon above.

Societies and Nests. The proof of Proposition 20 in [23] is based on the systematic study of
societies. We start by introducing further definitions.

Definition 22 (Cylindrical Rendition). Let (G, Ω) be a society, ρ = (γ, D) be a rendition of (G, Ω)
in a disk, and let c0 ∈ C(ρ) be such that no cell in C(ρ) \ {c0} is a vortex. In those circumstances
we say that the triple (γ, D, c0) is a cylindrical rendition of (G, Ω) around c0.

Let ρ = (γ, D) be a rendition of a society (G, Ω) in a surface Σ. For every cell c ∈ C(ρ) with
|c̃| = 2, we select one of the components of Boundary(c)− c̃. This selection will be called a tie-breaker
in ρ, and we will assume that every rendition comes equipped with a tie-breaker. Let Q be either
a cycle or a path in G that uses no edge of σ(c) for every vortex c ∈ C(ρ). We say that Q is
grounded in ρ if either Q is a non-zero length path with both endpoints in πρ(N(ρ)), or Q is a
cycle and it uses edges of σ(c1) and σ(c2) for two distinct cells c1, c2 ∈ C(ρ). If Q is grounded we
define the trace of Q as follows. Let P1, . . . , Pk be distinct maximal subpaths of Q such that Pi is
a subgraph of σ(c) for some cell c. Fix an index i. The maximality of Pi implies that its endpoints
are π(n1) and π(n2) for distinct nodes n1, n2 ∈ N(ρ). If |c̃| = 2, define Li to be the component of
Boundary(c) − {n1, n2} selected by the tie-breaker, and if |c̃| = 3, define Li to be the component of
Boundary(c) − {n1, n2} that is disjoint from c̃. Finally, we define L′

i by pushing Li slightly so that
it is disjoint from all cells in C(ρ). We define such a curve L′

i for all i, maintaining that the curves
intersect only at a common endpoint. The trace of Q is defined to be ⋃

i∈[k] L′
i. So the trace of a

cycle is the homeomorphic image of the unit circle, and the trace of a path is an arc in ∆ with both
endpoints in N(ρ).

See Figure 7 for an illustration of some part of a Σ-decomposition. In this figure we have marked
three cycles together with their traces which are closed curves, depicted as dashed red lines. The
same figure also illustrates the idea of the tie-breaker as one can see that the traces of the three
cycles may alter between “inside” and “outside” the actual drawing of their respective cycle.

Definition 23 (Nest). Let ρ = (γ, D) be a rendition of a society (G, Ω) in a surface Σ and let ∆ ⊆ Σ
be an arcwise connected set10. A nest in ρ around ∆ of order s is a sequence C = (C1, C2, . . . , Cs)
of disjoint cycles in G such that each of them is grounded in ρ, and the trace of Ci bounds a closed
disk ∆i in such a way that ∆ ⊆ ∆1 ⊊ ∆2 ⊊ · · · ⊊ ∆s ⊆ Σ.

For an simple example of a cylindrical rendition one may readily consider as the shallow vortex
grid S6 depicted in Figure 2. The “outer face” of the (6, 24)-cylindrical grid of S6 is defining a cyclic
ordering Ω of the vertices in its boundary. The closure of the face where the crossings are drawn, is
the (unique) vortex cell c0 of the cylindrical rendition ρ, where other cells correspond to the edges
of the (6, 24)-cylindrical grid around c0. The disjoint cycles of this cylindrical grid are the cycles of
a nest in ρ around c0 of order six. The depth of the society defined by the cell c0 is two. Notice
that this is essentially the minimum possible depth of a vortex as the society defined by a vortex

10That is, for every pair of points x and y in ∆ there exists a curve ζ which lies completely in ∆ and which contains
x and y.
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c0

C1

C2

C3

Figure 7: A partial depiction of a Σ-decomposition focussing on a disk around a single vortex cell
c0 together with a nest of order three. Each of the three cycles C1, C2, and C3 of the nest comes
with its trace (the dashed red lines “mirroring” the behavior of the cycles on the boundary of the
cells).

of depth less than two has already a vortex-free rendition in a disk by the Two Paths Theorem
(Proposition 15). This justifies the term “shallow” in the term shallow vortex grid that we use.

A more involved example of a nest can be found in Figure 7 where we depict a nest of order
three around the vortex cell c0.

We are finally ready to state the refined version of Proposition 20. The purpose of this refinement
is to establish the nest structure around the vortices in Proposition 20 in such a way that we are
able to guarantee large nests for all vortices while also keeping these nests disjoint. A similar
statement can be found in [13] presented there in different terminology without explicit bounds,
and with a slightly different definition for the depth of a vortex.

Proposition 24 (Local Structure Theorem (with vortex infrastructure) [23, 45]). Let r, p ≥ 0 be
integers, and let R := 49152p24r + p107p26

. Let G be a graph and let W be an R-wall in G. Then
either G has a model of a Kp-minor grasped by W, or there exists
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i) a set A ⊆ V (G) of size at most p107p26
,

ii) a surface Σ of Euler-genus at most p(p + 1),

iii) a W -central Σ-decomposition ∆ = (γ, D) of G − A of depth at most p107p26 and breadth at
most 2p2, and

iv) an r-subwall W ′ ⊆ W − A which is flat in ∆.

Moreover, for each vortex cell c ∈ C(∆),

v) there exists a nest Cc of order 1021p100 in ∆ around the unique disk ∆ ∈ D corresponding to
c, and

vi) let ∆c ⊆ Σ be the disk bounded by the trace of C1021p100 ∈ Cc, then for each pair of distinct
vortex cells c, c′ ∈ C(∆) we have that ∆c ∩ ∆c′ = ∅.

The reason why Proposition 24 is more convenient to work with than the main theorem of [13]
lies in the fact that the latter was formulated for graphs of high treewidth only, while the above
theorem only requires the existence of a large wall. While high treewidth and the existence of large
walls are famously asymptotically equivalent, it is much easier to derive a global version for all
graphs using Proposition 24. Thus, if one is after a global description of graphs excluding a certain
minor while maintaining some kind of infrastructure for each vortex, the above theorem is a bit
more convenient.

3 Combinatorial results

In Section 2 we presented all concepts and theorems that are necessary for the proof of our main
combinatorial result, that is Theorem 6. In this section we prove this result. The direction p-ga ⪯ p
follows from Theorem 7, whose proof spans the first three subsections and the proof of p ⪯ p-ga is
given in Subsection 3.4.

3.1 Advancing through a nest

In this subsection we are going to further refine Proposition 24. Our goal is to describe the structure
surrounding a given vortex.

Definition 25 (Rendition of a Nest). Let (G, Ω) be a society with a cylindrical rendition ρ =
(γ, D, c0) and let ∆ ∈ D be the disk corresponding to c0. Let C = {C1, . . . , Cs} be a nest in ρ around
∆ of order s ≥ 1. We say that (ρ, G, Ω) is the rendition of C around c0 in ρ if V (Cs) = V (Ω).

Suppose ∆ = (γ′, D′) is a Σ′-decomposition of some graph G′ and c ∈ C(∆) is a vortex cell
with nest C′ = {C ′

1, . . . , C ′
h} such that the disk ∆′ containing c defined by the trace of C ′

h does not
contain a vortex cell besides c. We denote by (∆C′ , HC′ , ΩC′) the rendition of C around c induced by
∆′ in ∆.

Definition 26 (Tight Nests). Let θ be a positive integer. Let (ρ, G, Ω) be a rendition of a nest
C around a vortex c of depth at most θ in a disk ∆. We say that (ρ, G, Ω) is θ-tight if one of the
following is true
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i) there exists a set Z ⊆ V (G) such that |Z| ≤ θ and every V (Ω)-c̃-path in G intersects Z, or

ii) there exists a disk ∆′ ⊆ ∆ whose boundary intersects γ only in nodes with X = Boundary(∆′)∩
N(ρ) such that

• ∆′ contains c,

• there exists a family P of pairwise disjoint V (Ω)-c̃-paths with |P| = |π(X)| ≥ θ, and
• if Ω′ is an ordering of π(X) induced11 by ∆′, then the society (G[V (G)∩σρ(∆′)], Ω′) has

depth at most 3θ, where σρ(∆′) denotes ⋃
c∈C(ρ),c′⊆∆′ V (σρ(c′)).

∆

∆′

c

Figure 8: A visualization of the proof of Theorem 27 which finds a tight nest. The green paths
are the portions of the paths in P, each joining some vertex of Ω with some vertex of Ω′. The disk
∆′ is orange and, in the first case, the set Z can be seen as the vertices in its boundary. In the
second case, the graph drawn inside the closed disk ∆′, along with the ordering of Ω′, should form
a society of depth at most 3θ. Towards a contradiction we assume the existence of 3θ + 1 violet
paths forming a linkage between two disjoint segments of Ω′ (the one segment is between the two
red vertices and the other between the two blue vertices).

The remainder of this section is dedicated to the proof of the following theorem.

Theorem 27 (Local Structure Theorem (with tight vortex infrastructure)). Let r, p ≥ 0 be integers,
and let R := 49152p24r + p107p26

. Let G be a graph and let W be an R-wall in G. Then either G
has a model of a Kp-minor grasped by W, or the second outcome of Proposition 24 applies along
with the following additional condition:

vii) for each vortex cell c ∈ C(∆) the rendition (∆Cc , HCc , ΩCc) of the nest Cc is p107p26-tight.

Towards a proof of Theorem 27, we first show a slightly more general lemma that allows us
to choose a new nest “closer” to the vortex whenever none of the two cases of the definition

11This means that Ω′ is either the ordering obtained by following along the boundary of ∆′ in clockwise order, or
its reversal.
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of a tight nest holds. Theorem 27 will then follow from iterative applications of this lemma.
Moreover, the lemma is constructive in the sense that is only uses some re-routing arguments and
Menger’s Theorem, hence it can be applied in polynomial time. Therefore, from the polynomial
time algorithm in [23] it follows that the Σ-decomposition of Theorem 27 can be found in polynomial
time.

Let ρ = (γ, D, c0) be a cylindrical rendition of a society (G, Ω) and let C = {C1, . . . , Cs} be a
nest around c0 in ρ. We associate a vector vC ∈ Ns with C as follows. For each i ∈ [0, s − 1] let vi

be the number of nodes of ρ which are contained in the disk that contains c0 and is bounded by
the trace of Ci+1. The vector vC′ is defined analogously.

Let C′ = {C ′
1, . . . , C ′

s} be a nest around c0 in ρ. We now write C < C′ if vC <lex vC′ , that is if
vC is lexicographically smaller than vC′ .

Lemma 28. Let θ ≥ 2 and s be positive integers with s ≤ θ
2 . Let (ρ = (γ, D, c0), G, Ω) be a rendition

of the nest C of order s around the vortex c0 of depth at most θ in ρ. Then either C is θ-tight, or
there exists a nest C′ < C of order s around c0 within G.

Proof. Let P be a maximum family of pairwise disjoint V (Ω)-c̃0-paths in G. If |P| ≤ θ then, by
Menger’s Theorem, there exists a set Z ⊆ V (G) of size at most θ which meets all V (Ω)-c̃0-paths in
G and thus (ρ, G, Ω) is θ-tight.

Hence, we may assume |P| ≥ θ + 1. Again by Menger’s Theorem we can find a set X ⊆ V (G)
with |X| = |P| since P such that X contains a vertex of every path in P since P is maximum. In
particular, we may assume X ⊆ π(N(ρ)), that is, no vertex of X is drawn in the interior of a cell.
In the following, in a slight abuse of notation, we will identify the sets X and π−1(X). Since G − c0
has a vortex-free rendition in the disk and there is no V (Ω)-c̃0-path in G − X − c0 we may find a
disk ∆ whose boundary intersects N(ρ) exactly in X, is otherwise disjoint from γ, and c0 ⊆ ∆. Let
Ω′ be an ordering of the vertices in X obtained by traversing the boundary of ∆ in an arbitrarily
chosen direction. If the society (G[V (G) ∩ σρ(∆)], Ω′) has depth at most 3θ we are done since this
would mean that (ρ, G, Ω) is θ-tight.

Hence, we may assume that there exist disjoint segments I ′
1 and I ′

2 of Ω′ and a family L of
at least 3θ + 1 pairwise disjoint I ′

1-I ′
2-paths in G′ := G[V (G) ∩ σρ(∆)] (see Figure 8). Suppose L

contains a crooked transaction of order θ+1. This means that we can select subpaths of some paths
in L to obtain a crooked transaction on the vortex society (σ(c0), Ω0) and therefore contradicts the
assumption that c0 is of depth at most θ. Hence, by Proposition 18, L contains a planar transaction
L1 of order at least 2θ + 1. Moreover, if θ + 1 paths of L1 contain an edge of σ(c0), then we can
find a transaction of order θ + 1 in (σ(c0), Ω0). Hence, there exists a family L2 ⊆ L1 of size at least
θ + 1 which does not contain an edge of σ(c0) nor a vertex of σ(c0 − c̃0). Note that L2 must be
a planar transaction on (G[V (G) ∩ V (σ(∆))], Ω′) since G − c0 has a vortex-free rendition in the
disk. Moreover, using the paths from P and the fact that each vertex of X is an endpoint of some
V (Ω)-X-path that is a subpath of some path in P we can extend L2 to be a planar transaction L3
of size h ≥ θ + 1 of (G, Ω).

We now describe how to use L3 to obtain the nest C′. Let I1 and I2 be the two segments of
Ω projected from I ′

1 and I ′
2 as follows. For each vertex of Ω′ there is a unique vertex of Ω such

that these two are linked via a subpath of some path in P. Given some segment I ′ of Ω′ we say
its projection to Ω is the smallest segment I of Ω containing all vertices of Ω which are linked to
I ′ by subpaths of paths in P. Let us number the paths in L3 = {L1, L2, . . . , Lh} according to the
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appearance of their starting point on I1. From here on we declare the inside of a cycle C ∈ C to be
everything drawn by γ onto the closed disk bounded by the trace of C that contains c0, but none
of the vertices or edges of C itself. Now let i ∈ [s] be the smallest number such that the inside of
Ci contains a subpath P of some path of L3 such that that all of P except its endpoints is drawn
on the inside of Ci, both endpoints of P lie on Ci, and P is disjoint from all cycles in C \ {Ci} .

Suppose the number i exists. Then the graph Ci ∪ P contains a unique cycle that uses edges
of P and whose trace bounds a disk that contains c0. Let C ′

i be this cycle. Note that, since G is
a simple graph, there must exist a vertex v ∈ V (Ci) which is not contained in C ′

i and also not on
the inside of C ′

i. Hence, C′ = {C1, . . . , Ci−1, C ′
i, Ci+1, . . . , Cs} < C and we are done.

So we may assume that i does not exist. Let k ∈ [h] be any number with Lk ∈ L3 and let
jk ∈ [s] be the smallest integer such that Lk contains vertices of Cjk

. By assumption Lk cannot
contain any edges or vertices drawn on the inside of Cjk

since otherwise the number i would exist.

We claim that either the paths in {Lz | z ∈ [k − 1]} or the paths in {Lz | z ∈ [k + 1, h]} are
disjoint from Cjk

. Suppose the claim is false and there exist a ∈ [k − 1] and b ∈ [k + 1, h] such that
La and Lb both meet Cjk

. Let x1 be the first vertex of Lk on Cjk
and let x2 be the last vertex of Lk

on Cjk
. Then Cjk

is divided into two paths, say Q1 and Q2, both with endpoints x1 and x2. Since
L3 is a planar transaction in a vortex-free cylindrical rendition of (G − c0, Ω) exactly one of the
paths, say La, can intersect Q1 and thus Lb must intersect Q2. Let Q′

1 be a maximal subpath of
La ∩Q1 and let Q′

2 be a maximal subpath of Lb ∩Q2. Observe that Lk must avoid both Q′
1 and Q′

2.
Moreover, Lk always stays “in between” La and Lb, meaning that the graph Ch ∪ La ∪ Lb contains
a unique cycle containing both paths La and Lb whose trace bounds a disk that fully contains Lk.
It follows that Lk must contain a non-trivial subpath that lies on the inside of Cjk

contradicting
our observation above. So our claim follows.

For each j ∈ [s] let Rj ⊆ L3 be the collection of all paths Lk ∈ L3 such that j = jk. From the
previous discussion it follows that |Rj | ≤ 2 for all j ∈ [s]. However, since 2s ≤ θ and |L3| ≥ θ + 1
there must exist some ℓ ∈ [s] such that |Rℓ| ≥ 3. As this is a contradiction, the case where the
number i does not exist cannot occur and our claim follows.

Proof of Theorem 27. Let G be a graph and W be an R-wall in G. By Proposition 24 we know that
either G contains a Kp-minor model grasped by W, or there exists a set A ⊆ V (G), a surface Σ and
a W -central Σ-decomposition ∆ satisfying items i.–vi. of our theorem. We may assume the nests
Cc of all vortex cells c ∈ C(∆) to be chosen such that Cc ≤ C for all other nests of order 1021p100

around c that satisfy point vi) of the theorem.
Suppose there exists c ∈ C(∆) such that Cc =

{
C1, . . . , C

p107p26

}
is not p107p26-tight. Then

Lemma 28 yields the existence of a nest C < Cc around c which is contained in the disk bounded
by the trace of C

p107p26 that contains c. Since {Cx | x ∈ C(∆) and x is a vortex} satisfies vi) this
means that {Cx | x ∈ C(∆), x ̸= c, and x is a vortex} ∪ {C} must also satisfy vi). Hence, we have
reached a contradiction to our previous assumption.

3.2 The death of a vortex

To create a minor model of a shallow vortex grid we need to be able to find a large number of crosses
on the society of a nest such that these crosses are pairwise disjoint and occur in a sequential fashion
on the society. In this section we discuss how to either separate the non-planar part of a vortex
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completely from its nest by a bounded size set of vertices, and therefore “kill” the vortex, or to find
these crosses to construct our minor.

Definition 29 (Cross Over a Segment). Let (G, Ω) be a society and S be a segment of Ω. We say
that a pair of V (G)-paths (P1, P2) form a cross over S if they form a cross over (G, Ω) and all of
their four endpoints lie in S.

Definition 30 (Consecutive Crosses). Let (ρ, G, Ω) be a rendition of a nest C around a vortex c in
a disk ∆ in ρ. A family C = {(L1, R1), . . . , (Lh, Rh)} of crosses over (G, Ω) is said to be consecutive
if there exist segments I1, . . . , Ih of Ω such that

i) for each i ∈ [h − 1] the last vertex of Ii comes before the first vertex of Ii+1 and I1 ∩ Ih = ∅,

ii) ⋃
i∈[h] {Li, Ri} is a family of pairwise disjoint paths, and

iii) for each i ∈ [h], the pair (Li, Ri) is a cross over Ii.

The main result of this section provides a duality that certifies for every vortex with a large
enough nest around it that either this vortex can be completely separated from the properly em-
bedded part of the graph with a small set of vertices or we find the desired minor.

Lemma 31. Let t ≤ θ be positive integers. There exists a positive universal constant c such that,
if (ρ = (γ, D, c), G, Ω) is a θ-tight rendition of a nest C, with |C| ≥ 12t2 + c, around a vortex c of
depth at most θ in a disk ∆, then one of the following holds.

i) There exists a separation (A, B) of order at most 12θ(t − 1) with V (Ω) ∩ B ⊆ A ∩ B, such
that, if Ω′ is the restriction of Ω to A \ B then (G[A \ B], Ω′) has a vortex-free rendition in
the disk, or

ii) G contains the shallow vortex grid of order t as a minor.

Definition 32 (Patches). Let θ be a positive integer. Let (ρ = (γ, D, c), G, Ω) be a θ-tight rendition
of a nest C around a vortex c of depth at most θ in a disk ∆ in ρ. Moreover, assume that there
exists a disk ∆′ ⊆ ∆ with c ⊆ ∆′, whose boundary intersects γ in a set X of nodes only such that

• there exists a family P of pairwise disjoint V (Ω)-c̃-paths with |P| = |π(X)| ≥ θ, and

• the society (G′ := G[V (G) ∩ V (σ(∆′))], Ω′) has depth at most 3θ where Ω′ is an ordering of
π(X) induced by ∆′.

Finally, let S be a segment of Ω′ and Z ⊆ V (G′). Let Y be the collection of all vertices in V (G′)
which are contained in a connected component of G′ − Z with a vertex of S, we call Y the patch
of (G′, Ω′) cut at S by Z. Let Ĝ := G[V (G) \ V (G′ − Y )] and let Ω̂ be the cyclical ordering of
V (Ω) ∩ V (Ĝ) induced by Ω. We call (Ĝ, Ω̂) the society from (G, Ω) cut by Z and patched at S (with
the patch Y ).

We say that a segment S of Ω′ has a cross at a set Z ⊆ V (G′) if the society from (G, Ω) cut by
Z and patched at S has a cross. (See Figure 9 for a visualization of the above defined concepts.)

Let θ be a positive integer. Let (ρ = (γ, D, c), G, Ω) be a θ-tight rendition of a nest C around
a vortex c of depth at most θ in a disk ∆ in ρ. Moreover, assume that there exists a disk ∆′ ⊆ ∆
whose boundary intersects γ only in vertices with X = Boundary(∆′) ∩ N(ρ) such that
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∆

c

Z

∆′

Y

Figure 9: A visualization of the concepts of Definition 32. The green paths are the portions of the
paths in P, each joining some vertex of Ω with some vertex of Ω′. The graph G′ is what is cropped
by the disk ∆′ whose boundary is the orange cycle. The segment S contains the 10 red vertices.
The graph Ĝ contains everything that is not inside the dashed cycle (that is, the graph inside the
light blue area). The two red paths form a cross of the segment S at Z.

• there exists a family P of pairwise V (Ω)-c̃-paths with |P| = |π(X)| ≥ θ, and

• the society (G′ := G[V (G) ∩ V (σ(∆′))], Ω′) has depth at most 3θ where Ω′ is an ordering of
π(X) induced by ∆′.

We say that the tuple (θ, ρ, G, Ω, C, ∆, ∆′, P) is a θ-suspension of c in (ρ, G, Ω)

Lemma 33. Let θ be a positive integer. Let (ρ = (γ, D, c), G, Ω) be a θ-tight rendition of a nest C
around a vortex c of depth at most θ in a disk ∆ in ρ and let (θ, ρ, G, Ω, C, ∆, ∆′, P) be a θ-suspension
of c in (ρ, G, Ω).

Now let S1, . . . , Sℓ be pairwise disjoint segments of Ω′ such that for each i ∈ [ℓ] there exists a set
Zi ⊆ V (G′) separating Si from V (Ω′) \ Si. For each i ∈ [ℓ] let (G′

i, Ω′
i) be the society from (G′, Ω′)

cut by Z := ⋃
i∈[ℓ] Zi and patched at Si with the patch Yi.

If for each i′ ∈ [ℓ] the society (G′
′i′ , Ω′

′i′) has a cross, then for every i ∈ [ℓ] there exists a segment
Ii of Ω and a pair of V (Ω)-paths (Li, Ri) such that

i) if i ̸= j ∈ [ℓ] then Ii ∩ Ij = ∅,

ii) if i ̸= j ∈ [ℓ] then (V (Li) ∪ V (Ri)) ∩ (V (Lj) ∪ V (Rj)) = ∅,

iii) (Li, Ri) forms a cross over Ii, and

iv) Li and Ri intersect every cycle in C.

See Figure 10 for an illustration of the statement of the above lemma.
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Figure 10: A visualization of Lemma 33 for ℓ = 4. The green paths are the portions of the paths
in P, each joining some vertex of Ω with some vertex of Ω′. The segments of Ω are delimited by
the red vertices, the dashed grey lines represent the separating sets Z1, . . . , Z4, the crossing paths
in (G′

i, Ω′
i), i ∈ [4] are red and the magenta dotted lines indicate the segments I1, . . . , I4.

Proof. Since (G′
i, Ω′

i) has a rendition in the disk with a single vortex, for every i ∈ [ℓ] we find paths
Qi

1 and Qi
2 for both i ∈ [2] such that (Qi

1, Qi
2) forms a cross over (G′

i, Ω′
i). Note that this means that

Qi
1 and Qi

2 both contain an edge that is drawn in the interior of c. Let J ′
i be the smallest segment

of Ω′
i such that (Qi

1, Qi
2) is a cross over J ′

i and let Ji be the smallest segment of Ω′ containing J ′
i

which is disjoint from all J ′
j , i ̸= j ∈ [ℓ]. Finally, for each i ∈ [ℓ] and each j ∈ [2] we denote by xi,j

and yi,j the two endpoints of Qi
j such that xi,j comes before yi,j in the order Ω′. Moreover, we may

assume Qi
1 and Qi

2 to be numbered such that xi,1 comes before xi,2 on Ω′.

Notice that |Ji| ≥ 4 for all i ∈ [ℓ]. Moreover, since (G, Ω) is θ-tight, from every vertex v ∈
V (Ω′) = X there is a path Pv ∈ P joining v to a vertex of V (Ω) = V (C|C|) and all of these paths
are internally disjoint from G′.

For every i ∈ [ℓ] let us choose the paths Pi :=
{

Pxi,1 , Pyi,1 , Pxi,2 , Pyi,2

}
⊆ P. Notice that ⋃

i∈[ℓ] Pi

is still a family of pairwise disjoint paths. Moreover, Yi ∩ Yj = ∅ for all i ̸= j ∈ [ℓ] by the definition
of the Yi and thus ⋃

i∈[ℓ]
{
Qi

1, Qi
2
}

is also a family of pairwise disjoint paths. At last, notice that
the endpoints of Pxi,1 and Pyi,1 on V (Ω) define two segments of Ω, each of which containing an
endpoint of one of the two paths Pxi,2 and Pyi,2 .

Now let Ii be the segment of Ω with endpoints xi,1 and yi,2 that contains yi,1 and xi,2. Then let
Li := Pxi,1xi,1Qi

1yi,1Pyi,1 and Ri := Pxi,2xi,2Qi
2yi,2Pyi,2 . From the observations above it is now clear

that each (Li, Ri) forms a cross over Ii and that ⋃
i∈[ℓ] {Li, Ri} is a family of pairwise disjoint paths.

Moreover, each Li and each Ri must contain an edge that is drawn in the interior of c. Since ρ is
a rendition in the disk and both Li and Ri have their endpoints on Ω this implies that each such
path meets all cycles of C. At last, observe that the segments Ji and Jj on Ω′ are disjoint if i ̸= j.
Suppose there are i ̸= j ∈ [ℓ] such that Ii ∩ Ij ̸= ∅. Without loss of generality let us assume that
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xi,1 comes before xj,1 on Ω. Then we have yi,2 ∈ Ij and xj,1 ∈ Ii. Let F1 be the path obtained by
starting in yi,2, following along Pyi,2 until we meet C1 ∈ C in the vertex u1 for the first time, then
following along C1 within Yi ∪ Z until we meet a vertex v1 of Pxi,1 and from here following along
Pxi,1 until we meet xi,1. By the discussion above F1 must be completely disjoint from the paths
Lj and Rj since we only used vertices in Yi ∪ Z and from the paths Li and Lj . Let us construct
the path F2 in a similar way by starting in xj,1 and ending in yj,2 and let u2 and v2 be defined
analogously to u1 and v1.

If follows that any vertex of V (F1) ∩ V (F2) must belong to Z ∩ V (C1). To see that this is
impossible let us consider two subpaths of C1. Let B1 be the u1-v1 subpath of C1 that does not
contain a vertex of ⋃

h∈[ℓ]\{i} Yh. Similarly let B2 be the u2-v2 subpath of C1 that does not contain
a vertex of ⋃

h∈[ℓ]\{j} Yh. These paths must exist since there always exists an uh-vh-path on C1 that
lies in Yh ∪ Z for both h ∈ [2]. The only way where these paths can intersect is, if their endpoints
appear on C1 in the order u1, u2, v1, v2 or u1, v2, v1, u2. In both cases, however, it would follow
that Yi ∩ Yj ̸= ∅ which contradicts our assumptions. Hence, F1 and F2 are disjoint. This implies
the existence of a cross over Ω which does not contain a single edge drawn in the interior of c,
contradicting the fact that ρ is a rendition of (G, Ω) in the disk. Hence, Ii ∩ Ij = ∅ follows.

The next step would be to show that, given some integer t, we can either find t crosses as in the
lemma above or completely remove the vortex by deleting a number of vertices bound by a function
of t and θ. That is, we want to show that in the situation where we cannot find t pairwise disjoint
patches, each hosting a cross, we find another set of vertices of bounded size whose deletion allows
us to “flatten” all patches. If this case does not occur and we find many patches, each hosting a
cross, we would like to “project” these crosses onto the original society (G, Ω) while maintaining
vertex-disjointness. The following lemma is the key tool towards the structural results of this paper.

Lemma 34. Let t ≤ θ be positive integers. Let (ρ = (γ, D, c), G, Ω) be a θ-tight rendition of a nest
C around a vortex c of depth at most θ in a disk ∆ in ρ. Then either

1. there exists a separation (A, B) of order at most 6θ(t−1) such that (G[A\B], Ω∗) has a vortex-
free rendition in the disk, where Ω∗ is the restriction of Ω to A \ B and V (Ω) ∩ B ⊆ A ∩ B,
or

2. there exists a θ-suspension (θ, ρ, G, Ω, C, ∆, ∆′, P) of c in (ρ, G, Ω) and a consecutive family
{Q1, . . . , Q2} of t crosses over (G, Ω) together with t pairwise disjoint segments S1, . . . , St of
Ω′ and a set Z ′ ⊆ V (G′) such that for each i ∈ [t] the cross Qi intersects G′ exactly in a cross
of Ω′ at Z ′.

Proof. As (ρ, G, Ω) is θ-tight, one of two cases may hold. Let us first assume that case i) holds.
Then there exists a set Z ⊆ V (G) with |Z| ≤ θ such that Z separates V (Ω) from c̃. Let A be
the collection of all vertex sets of components of G − Z that contain a vertex of V (Ω) and let
B := V (G) \ (A ∪ Z). Moreover, let Ω∗ be the restriction of Ω to A. Then the restriction of ρ to
G[A] is a vortex-free rendition of (G[A], Ω∗) in a disk and (A ∪ Z, Z ∪ B) is a separation of order
at most θ ≤ 6θ(t − 1). Hence, in this case we are done.

So from now on we may assume that case ii) from the definition of θ-tightness holds. Hence,
we may assume that there exists a disk ∆′ ⊆ ∆ whose boundary intersects γ only in vertices with
X = Boundary(∆′) ∩ N(ρ) such that
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• there exists a family P of pairwise V (Ω)-c̃-paths with |P| = |π(X)| ≥ θ, and

• the society (G′ := G[V (G) ∩ V (σ(∆′))], Ω′) has depth at most 3θ where Ω′ is an ordering of
π(X) induced by ∆′

as in the definition of θ-suspensions.
In what follows we will iteratively construct segments Ji of Ω′ together with sets Zi ⊆ V (G′)

and Si ⊆ V (G′) such that

• for all j ∈ [i] we have |Zj |, |Sj | ≤ 3θ,

• for each j ∈ [i − 1] the last vertex of Jj comes before the first vertex of Jj+1 and J1 ∩ Ji = ∅,

• for all j ∈ [i] the set Zj := ⋃
h∈[j] Zh separates Jj from V (Ω′) \ Jj in G′,

• for all j ∈ [i] the society from (G′, Ω′) cut by Zi and patched at Jj has a cross, and

• if J j is the segment of Ω′ whose first vertex is the first vertex of J1 and whose last vertex is
the last vertex is the last vertex of Jj , while Sj := ⋃

h∈[j] Sh, then for all j ∈ [i] the society
from (G′, Ω′) cut by Zj ∪ Sj and patched at J j has a vortex-free rendition in the disk.

In case this iterative process stops before we complete the step i = t we will find the required
separation. Otherwise, an application of Lemma 33 yields the required t consecutive crosses.

Let λ be a linear ordering of V (Ω′) obtained from Ω′ and let us denote by x1 the smallest vertex
with respect to λ. If λ′ is any restriction of λ to some vertex set U we write V (λ′) for the set U. For
any restriction λ′ of λ and any property defined for a vertex we say that a vertex u is the smallest
with this property in λ′ if no vertex v ∈ V (λ′) with λ′(v) < λ′(u) has the property, but u does. For
any two vertices u, v ∈ V (λ) we define Ju,v := {w ∈ V (λ) | λ(u) ≤ λ(w) ≤ λ(v)} . Note that Ju,v is
empty if λ(v) < λ(u). Moreover, Ju,v always defines a segment of Ω′.

Since (G′, Ω′) has depth at most 3θ, for any segment I of Ω′ there exists a set Y of size at
most 3θ separating I from V (Ω′) \ I in G′. For any pair u, v ∈ V (Ω′) and an already given set Zh,
where h ∈ Z, we denote by Y h

u,v a set of order at most 3θ such that Zh ∪ Yu,v separates Ju,v from
V (Ω′)\Ju,v and Y h

u,v only contains vertices of G′ −Zh that belong to a component of G′ −Zh which
contains a vertex of Ju,v.

Let us fix Z0 := ∅. Now let z1 be the smallest vertex of V (λ) such that the society from (G′, Ω′)
cut by Y 0

x1,z1 and patched at Jx1,z1 has a cross and let y1 be the immediate predecessor of z1 with
respect to λ. Note that in case z1 does not exist (G′, Ω′) has a vortex-free rendition in the disk and
thus so does (G, Ω) which would complete our proof with the separation (V (G), ∅). Let us now set
J1 := Jx1,z1 , Z1 := Y 0

x1,z1 , and S1 := Y 0
x1,y1 . It follows from the minimality of z1 that the society

from (G′, Ω′) cut by Z1 ∪ S1 and patched at J1 has a vortex-free rendition in the disk. Hence, the
first iteration is complete.

Now assume for some ℓ ≤ t−1 the vertices xi, yi, zi together with the segments Jxi,zi and the sets
Zi = Y i−1

xi,zi
and Si = Y i−1

xi,yi
have already been constructed for all i ∈ [ℓ] meeting the requirements

from above. Let J be the segment of Ω′ obtained by deleting the vertices of the segment J ℓ.

Suppose the society from (G′, Ω′) cut by Zℓ ∪ Sℓ and patched at J has no cross. Let A be the
collection of all vertices of G that are contained in a component of G − (Zℓ ∪ Sℓ) that contains a
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vertex of V (Ω), let Ω∗ be the restriction of Ω to A, and let B := V (G) \ (A ∪ Zℓ ∪ Sℓ). As ℓ ≤ t − 1
and |Zi|, |Si| ≤ 3θ for all i ∈ [ℓ] we have |Zℓ ∪ Sℓ| ≤ 6θ(t − 1). Hence, (A ∪ Zℓ ∪ Sℓ, Zℓ ∪ Sℓ ∪ B) is a
separation of order at most 6θ(t − 1) and (G[A], Ω∗) has a vortex-free rendition in the disk. Thus,
we are done with this case.

S`

x1

z`
x`+1

z1y1

y`

x`

z`+1
S1

Z1

S`+1

Z`

J1

J`

J

∆′

Figure 11: A visualization of Rule 2 in the proof of Lemma 34. The fat grey and light blue lines
represent the separators Zi and Si, and the magenta dotted lines are the corresponding segments
Ji.

From now on we may assume that the society from (G′, Ω′) cut by Zℓ ∪ Sℓ and patched at J
has a cross.

Let xℓ+1 be the immediate successor of zℓ with respect to λ and let zℓ+1 be chosen according
to one of the following rules:

Rule 1 Let zℓ+1 be the smallest vertex of V (λ) with λ(xℓ+1) ≤ λ(zℓ+1) such that the society from
(G′, Ω′) cut by Y ℓ

xℓ+1,zℓ+1 ∪ Zℓ and patched at Jxℓ+1,zℓ+1 has a cross.

Rule 2 If a choice according to Rule 1 is not possible select zℓ+1 such that Jxℓ+1,zℓ+1 = J and the
society from (G′, Ω′) cut by Zℓ ∪ Sℓ and patched at J has a cross.

By our assumption, we may consecutively apply Rule 1 and, when this is not any more possible,
either the procedure stops, which means that the society from (G′, Ω′) cut by Zℓ ∪ Sℓ and patched
at J has a vortex free rendition in the disk, or it stops after applying Rule 2 once. In the later
case, the society from (G′, Ω′) cut by (Zℓ ∪ Sℓ) ∪ Y ℓ

xℓ+1,zℓ+1 and patched at V (Ω′) has a vortex free
rendition in the disk (see Figure 11).

Either way let yℓ+1 be the immediate predecessor of zℓ+1 under λ.

In case zℓ was chosen by Rule 2 we set Zℓ+1 := ∅ and Sℓ+1 := Y ℓ
xℓ+1,zℓ+1 . Note that in this case

Jℓ+1 = V (λ). Hence, we satisfy all five rules of our iterative process simply by assumption and may
continue with step ℓ + 2 or we are in the case ℓ + 1 = t which will be treated later.

So we may further assume that zℓ+1 was chosen according to Rule 1. Now we set Jℓ+1 :=
Jxℓ+1,zℓ+1 , Zℓ+1 := Y ℓ

xℓ+1,zℓ+1 , and Sℓ+1 := Y ℓ
xℓ+1,yℓ+1 . We then have, by the discussion above,

|Zℓ+1|, |Sℓ+1| ≤ 3θ and Jℓ+1 is disjoint from all other segments Ji, i ∈ [ℓ]. Moreover, Zℓ+1 separates
Jℓ+1 from V (Ω′) \ Jℓ+1 within G′ by choice of Zℓ+1. By Rule 1 the society from (G′, Ω′) cut by
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Zℓ+1 and patched at Jxℓ+1,zℓ+1 has a cross and finally, by the minimality of zℓ+1 we have that the
society from (G′, Ω′) cut by Zℓ+1 ∪ Sℓ+1 and patched at J ℓ+1 has a vortex-free rendition in the
disk. Thus, all five requirements for our iteration are met and we may continue or have entered the
case where ℓ + 1 = t.

To complete the proof let us discuss what happens in the case where we have successfully
completed iteration round t without finding the separation. We need to show that this implies the
existence of t consecutive crosses over (G, Ω). Since we have successfully completed round t we have
found segments J1, . . . , Jt such that the first vertex of Ji+1 comes before the last vertex of Ji for
all i ∈ [t − 1] and J1 ∩ Jt = ∅. For each i ∈ [t] let Yi be the patch of (G′, Ω′) cut at Ji by Zt and let
(Gi, Ωi) be the restriction of G and Ω to the graph G − (V (G′) \ Yi). Since the society from (G′, Ω′)
cut by Zt at Ji has a cross, the society (Gi, Ωi) cannot have a vortex-free rendition in the disk and
thus, by Proposition 15, it must have a cross. Therefore, we may apply Lemma 33 to obtain our t
consecutive crosses.

So far we have seen that, in the second case of θ-tightness, we can find disjoint crosses over our
society that meet all cycles in the nest or we can completely eliminate the vortex. To construct a
shallow vortex minor however, we need the paths of these crosses to be particularly well behaved
with a large portion of the nest.

Our goal is to obtain a still large number of concentric cycles which behaves in an “orthogonal”
fashion with respect to the t-consecutive crosses Lemma 34 provides us with in case we cannot
remove a vortex with a small set of vertices. To realise this plan we will take several steps. Let
(ρ, G, Ω) be a rendition of a nest C around a vortex c and let (P1, P2) be a cross over (G, Ω). Clearly
each of the two paths Pi needs to contain an edge that is drawn in the interior of c. However, we
can not necessarily guarantee a bound on the number of components in (P1 ∪ P2) − c̃. That is,
the paths Pi may leave and re-enter the vortex c many times before eventually making progress
towards V (Ω). This poses an issue as any c̃ subpath of one of the Pi whose interior is disjoint from
the interior of c cannot necessarily be used for a re-routing of the cycles in C that eventually achieves
“orthogonality”. To cope with this issue we proceed to prove that there exists some constant c such
that any cross (P1, P2) can be rerouted to a cross (P ′

1, P ′
2) with the same endpoints as (P1, P2) but

every c̃-subpath of a path P ′
i is disjoint from all cycles Cj ∈ C with j > c. For instance this property

does not hold for the crossing paths in the left-side of Figure 12 while it holds for the right-side
one. To achieve this we need some further definitions.

In the following we will identify a linkage P with the graph ⋃
P ∈P P. Let G be a graph and let

P be a linkage in G. The set {{s, t} | some path in P has endpoints s and t} is called the pattern
of P. Two linkages Q1, Q2 are said to be equivalent if they have the same pattern. A linkage Q is
said to be vital if V (Q) = V (G) and there exists no other linkage in G equivalent to Q. The famous
unique linkage theorem of Robertson and Seymour [29, 39] states that, if P is vital in a graph G,
then the treewidth of G is bounded in some function of |P|. Instead of the unique linkage theorem
however, we make use of a slightly more convenient version from [20].

Definition 35 (LB-Pair). Given a graph G, a LB-pair of G is a pair (L, B) where B is a subgraph
of G with maximum degree two and L is a linkage in G. We define dis(L, B) := |E(L) \ E(B)| to
be the number of edges from L on which L and B disagree.

Proposition 36 ([20]). There exists a function link : N → N such that for all graphs G and all
LB-pairs (L, B) of G, if tw(L ∪ B) > link(|L|) then G contains a linkage R such that
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Figure 12: Two ways crossing paths P1, P2 (in red and dark red) may be rooted inside ∆′. Notice
that in the picture on the right every c̃-subpath of a path Pi is disjoint from all cycles Cj ∈ C with
j > c while this is not the case in the picture on the left.

i) dis(R, B) < dis(L, B),

ii) L and R are equivalent, and

iii) R ⊆ L ∪ B.

Given an LB-pair (L, B) of a graph G we say that (L, B) is of maximum consensus if for all
families of pairwise disjoint paths R which are equivalent to L we have dis(L, B) ≤ dis(R, B).
It follows from Proposition 36 that tw(L ∪ B) ≤ link(|L|) for all LB-pairs (L, B) of maximum
consensus.

Lemma 37. Let θ be a positive integer. Let (ρ = (γ, D, c), G, Ω) be a θ-tight rendition of a nest
C, with |C| ≥ 2 · link(2) + 4, around a vortex c of depth at most θ in a disk ∆ in ρ. Moreover, let
(θ, ρ, G, Ω, C, ∆, ∆′, P) be a θ-suspension of c in (ρ, G, Ω) Let Z ⊆ V (G′) be a set of vertices and
let S ⊆ V (Ω′) be a segment of Ω′ such that S has a cross (L, R) at Z. Then there exists a pair of
paths (L′, R′) such that

i) (L′, R′) is a cross of S at the set Z,

ii) L′ and L have the same endpoints,

iii) R′ and R have the same endpoints, and

iv) any subpath of L′ or R′ with both endpoints in c̃ intersects at most c := 2link(2) + 2 many
cycles of C.

Towards a proof for Lemma 37 we need a way to certify large treewidth. To do this we make
use of the well known concept of brambles.

Let G be a graph and H1, H2 be two connected subgraphs of G. We say that H1 and H2 touch
if V (H1) ∩ V (H2) ̸= ∅, or there is an edge uv with u ∈ V (H1) and v ∈ V (H2). A set S ⊆ V (G) is
a hitting set or cover for a family S of subgraphs of G, if V (H) ∩ S ̸= ∅ for all H ∈ S.
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Definition 38 (Bramble). Let G be a graph. A bramble B = {B1, B2, . . . , Bℓ} of G is a family
of connected and pairwise touching subgraphs Bi of G. The order of B is the size of a minimum
hitting set for B.

Proposition 39 ([48]). Let G be a graph, and k ∈ N a positive integer. Then G contains a bramble
of order k if and only if tw(G) ≥ k − 1.

Proof of Lemma 37. Let (Ĝ, Ω̂) be the society from (G′, Ω′) cut by Z and patched at S. Let U be
some subpath of L ∪ R with both endpoints in c̃ that is internally disjoint from c̃ and let U ′ be its
trace. We call such a subpath of L ∪ R an arc of (L, R). Note that U ′ together with the boundary
of c divides ∆′ into three different areas, the disk bounded by c and two disks which are subsets
of ∆′ − (c − Boundary(c)), exactly one of these disks contains all vertices of L and R that lie on
the boundary of ∆′. Let ∆U be the remaining disk. Observe that every maximal subpath of L ∪ R
which is drawn in ∆U must have both of its endpoints in c̃. We call ∆U a mountain if there does
not exist another arc W of (L, R) such that ∆U ⊂ ∆W , moreover, if ∆U is a mountain, we call U
its outline.

Now every subpath of L ∪ R that intersects some cycle from C and has both endpoints in c̃
must be completely contained in c̃ together with the union of all arcs of (L, R). Hence, every arc
of (L, R) must either be an outline of some mountain or drawn in the interior of some mountain.
Moreover, if U and W are distinct outlines, then their corresponding mountains are disjoint with
the possible exception for the endpoints of U and W. For every arc W of (L, R) let zW be the
maximum number of cycles from C met by W. Let n = |C|. Given a mountain ∆U , we may associate
a vector v(U) ∈ Nn such that for all i ∈ [n],

v(U)n−i+1 = | {W | W is an arc drawn in ∆U with zW = i} |.

We call v(U) the characteristic vector of the mountain ∆U . Note that v(U)i is the number of arcs
drawn in ∆U that meet the cycle Cn−i+1. We now proceed to show that we can find a cross (L′, R′)
with properties i., ii., and iii., such that no mountain of (L′, R′) contains a vertex of c + 1 cycles.

Let (L′, R′) be chosen to first minimize the number of mountains, second minimize the number
of edges on which the arcs within a mountain disagree with the cycles from C, and thirdly to
lexicographically minimize the characteristic vectors of all mountains. Suppose there exists an
outline U such that the corresponding mountain ∆U meets at least h ≥ c + 1 cycles. For each
i ∈ [h] let Bi be the subpath of Ci which is completely drawn into the disk ∆U , and let B be the
union of all of these subpaths. Let U be the union of all arcs of (L, R) which are drawn in ∆U .
Note that the trace of any arc W ∈ U , distinct from U, separates ∆U into two disks, one of them
containing all vertices of U, let us call this disk the upper part of W , the other disk is called the
lower part of W . Moreover, every other arc is completely contained in one of these two disks. Let
us assume U = {U1, . . . , Uℓ} is numbered such that U1 = U and for all i ∈ [2, ℓ] the upper part of
Ui contains the arc Ui−1. Please note that this ordering is not uniquely determined.

In the following we will define a bramble as follows. Let K1 := Bh ∪U1 and let x1, y1 be the two
endpoints of U1. Now suppose U2 does not meet Bh−1. In this case let P1 be the shortest x1-Bh−1-
subpath of U1 and let P2 be the shortest Bh−1-y1-subpath of U1. Finally, let P3 be the shortest
subpath of Bh−1 that joins the two endpoints of P1 and P2. We may now exchange the path U1 in
L′ ∪ R′ with the path P1 ∪ P3 ∪ P2. This yields an immediate contradiction to the choice of (L′, R′)
as this exchange yields a new pair of paths whose mountains are the same as the mountains of
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(L′, R′) with the sole exception of U, here the new pair has a mountain whose characteristic vector
is lexicographically smaller than the one of U . Moreover, we claim that the numbering of the Ui

can be chosen such that for any i ∈ [2, h] the path Ui meets Bh−i+1. To see this, suppose there is
some i such that for all j < i the choice was possible, but for i itself it is not. This means that
for all j ∈ [2, i − 1] the arc Uj meets Bh−i+2 and every arc in the lower part of Uj avoids Bh−i+1.
Hence, we may use Bh−i+1 to obtain a cross with the same number of mountains as (L′, R′), but
which contradicts the lexicographic minimality of the characteristic vectors as before. Hence, we
may define Ki := Bh−i+1 ∪ Ui for all i ∈ h.

Now observe that for any j ∈ [ℓ] and i ∈ [h], if Uj meets Bi, then Uj intersects all Bi′ with
i′ ≤ i. Hence, Ki and Kj intersect for all choices of i, j ∈ [h]. However, since the Bi are pairwise
disjoint and the Uj are pairwise disjoint, no vertex can be contained in more than two of the Ki at
once. Hence, any cover of K := {Ki | i ∈ [h]} must have size at least

⌈
h
2

⌉
≥ link(2) + 2, making it a

bramble of order at least link(2) + 1. Hence, by Proposition 39 the treewidth of {Ui | i ∈ [h]} ∪ B is
at least link(2) + 1. By Proposition 36 this is a contradiction to the second minimization parameter
we used for the choice of (L′, R′) and thus our proof is complete.

Towards extracting the structure of a shallow vortex grid, we need that all crossing paths implied
by Lemma 34 traverse the cycles of the nest “orthogonally”. This was formalized in [23] with the
following definition.

Definition 40 (Orthogonal Linkage and Crosses). Let (ρ, G, Ω) be a rendition of a nest C around
a vortex c in a disk ∆ in ρ and let P be a V (Ω)-c̃ linkage. We say that P is orthogonal to C if for
every C ∈ C and every P ∈ P the graph P ∩ C is a path.

Let U be a collection of crosses over (G, Ω) and let Q be the collection of all V (Ω)-c̃-subpaths
of the paths of the crosses in C. We say that U is orthogonal to C if Q is orthogonal to C.

Lemma 41. Let t ≤ θ be positive integers. Let (ρ = (γ, D, c), G, Ω) be a θ-tight rendition of
a nest C, with |C| ≥ 8t2 + 2link(2) + 4, around a vortex c of depth at most θ in a disk ∆ in ρ.
Moreover, assume that (θ, ρ, G, Ω, C, ∆, ∆′, P) is θ-suspension of c in (ρ, G, Ω) and that there is
a consecutive family Q := {Q1, . . . , Qt} of t crosses over (G, Ω) together with t pairwise disjoint
segments S1, . . . , St of Ω′′ and a set Z ′′ ⊆ V (G′′) such that for each i ∈ [t] the cross Qi intersects
G′′ exactly in a cross of Ω′′ at Z ′′.

Then there exists a family C′ of t pairwise vertex disjoint cycles whose traces all separate c from
V (Ω) and such that Q is orthogonal to C′.

Proof. Let C = {C1, . . . , Cℓ} . By Lemma 37 we may assume that no arc of Qi meets the cycle
C2link(2)+3 for any i ∈ [t]. For every i ∈ [t] let Qi = (Li, Ri), and let sL

i , sR
i , tL

i , tR
i be the four

endpoints of the paths Li and Ri respectively in the order they appear on Ω. Moreover, for every
i ∈ [t] and every W ∈ {L, R} let xW

i be the first vertex of c̃ encountered when traversing Wi starting
in sW

i , and let yW
i be the first vertex of c̃ encountered when traversing Wi starting in tW

i . Finally,
let Pi :=

{
sL

i Lix
L
i , yL

i Lit
L
i , sR

i Rix
R
i , yR

i Rit
R
i

}
, P := ⋃t

i=1 Pi, T = ⋃
i∈[t]

{
xL

i , yL
i , xR

i , yR
i

}
, Ω̃ be the

cyclic ordering of the vertices in T obtained by traversing the boundary of c in clockwise direction,
let Q :=

{
C2link(2)+5, . . . , C2link(2)+4+8t2

}
∪ P, and (Q, Ω̃) be the society defined by Q and Ω̃. Note

that it follows from our assumptions that (Q, Ω̃) has a vortex-free rendition in the disk.
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For better readability let us rename Oi := C2link(2)+4+i for every i ∈ [4t2]. Note that for each
i ∈ [t] the vertices xL

i , xR
i , yL

i , yR
i appear on Ω̃ in the order listed. Moreover, the vertices of V (Ω)

which are present in Q appear in the rendition of (Q, Ω̃) in the same order as they appear on Ω.
Now, for every i ∈ [t − 1] and j ∈ [t]

• let Bi,j,L,1 be a shortest sL
i Lix

L
i -sR

i Rix
R
i subpath of the cycle Ot(j−1)+4(i−1)+1,

• let Bi,j,R,1 be a shortest sR
i Rix

R
i -tL

i Liy
L
i subpath of the cycle Ot(j−1)+4(i−1)+2,

• let Bi,j,L,2 be a shortest tL
i Liy

L
i -tR

i Riy
R
i subpath of the cycle Ot(j−1)+4(i−1)+3, and

• let Bi,j,R,2 be a shortest tR
i Riy

R
i -sL

i+1Li+1yL
i+1 subpath of the cycle Ot(j−1)+4(i−1)+4.

Moreover,

• let Bt,j,L,1 be a shortest sL
t Ltx

L
t -sR

t Rtx
R
t subpath of the cycle Ot(j−1)+4(t−1)+1,

• let Bt,j,R,1 be a shortest sR
t Rtx

R
t -tL

t Lty
L
t subpath of the cycle Ot(j−1)+4(t−1)+2,

• let Bt,j,L,2 be a shortest tL
t Lty

L
t -tR

t Rty
R
t subpath of the cycle Ot(j−1)+4(t−1)+3, and

• let Bt,j,R,2 be a shortest tR
t Rty

R
t -sL

1 L1yL
1 subpath of the cycle Ot(j−1)+4t.

Note that the paths of the form Bi,j,W,h are pairwise internally disjoint and for each j ∈ [t], every
path of P ∈ P meets exactly two paths of the form Bi,j,W,h. Indeed, both of these paths are met
exactly in their endpoints. These endpoints can be joined by a unique subpath of P each, resulting
in total in 2t pairwise disjoint cycles D1, . . . , Dt. Note that it immediately follows that the trace of
each Di separates c from V (Ω) in ρ.

By the choice of the Oi and our assumption from before it follows that each Bi,j,W,h is internally
disjoint from all paths from the crosses of Q and thus Q is orthogonal to {D1, . . . , D2t} .

We are finally ready to prove the main result of this section.

Proof of Lemma 31. Let c := 2link(2) + 4. We start by applying Lemma 34. This either yields the
desired separation or we find a θ-suspension (θ, ρ, G, Ω, C, ∆, ∆′, P) of c in (ρ, G, Ω). Moreover, if
(G′′ := G[V (G) ∩ ∆′], Ω′′) is the society defined by ∆′ in the definition of θ-suspensions, then there
exists a consecutive family Q = {Q1, . . . , Q2t} of 2t crosses over (G, Ω) together with 2t pairwise
disjoint segments S1, . . . , S2t of Ω′′ and a set Z ′′ ⊆ V (G′′) such that for each i ∈ [2t] the cross Qi

intersects G′′ exactly in a cross of Ω′′ at Z ′′.

Now an application of Lemma 41 yields the existence of a family D of 1
8 · 8 ·

√
4t2 = 2t pairwise

disjoint cycles, all of which have traces that separate V (Ω) from c such that D is orthogonal to Q.
Hence, the graph consisting of the cycles of D together with the paths of the crosses from Q is a
minor model of a shallow vortex grid of order 2t as desired.
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3.3 Excluding a shallow vortex minor

In the previous section we have seen that, under the absence of a shallow vortex grid, any vortex can
be completely separated from the rest of a Σ-decomposition with a small set of vertices. Towards a
complete structural description of graphs excluding a fixed shallow vortex minor we need to push
this idea one step further. One way to do this would be to directly evoke the global structure
theorem for H-minor-free graphs of Robertson and Seymour and afterwards remove all vortices
while slightly increasing the apex set. However, this approach has the problem that the process of
“killing” the vortices has the potential to change the decomposition within the collection of subtrees
that attached to the linear decomposition of a vortex. To avoid the backtracking such an approach
would require, it is more convenient to instead give a slightly altered version of the proof of the
global structure theorem from [23] which builds the desired decomposition inductively.

What remains of this section is now dedicated to the proof of Proposition 21. As described
above, we heavily lean on the proof of the global structure theorem from [23] which itself is based
on a similar proof in [13] and inspired by a preliminary version of the original theorem that can be
found in [42]. The central tool for these proofs is an object dual to small treewidth called a tangle.

Definition 42 (Tangle). Let G be a graph and k be a positive integer. We denote by Sk the
collection of all tuples (A, B) where A, B ⊆ V (G) and (A, B) is a separation of order < k in G. An
orientation of Sk is a set O such that for all (A, B) ∈ Sk exactly one of (A, B) and (B, A) belongs
to O.

A tangle of order k in G is an orientation T of Sk such that for all (A1, B1), (A2, B2), (A3, B3) ∈ T
we have A1 ∪ A2 ∪ A3 ̸= V (G).

Let G and H be graphs and let p := |V (H)|. Let T be a tangle in G. A minor model of H in
G is controlled by T if for every separation (A, B) ∈ T with |A ∩ B| < p there does not exist a
branch set of the model contained in A \ B. For a set Z ⊆ V (G) we denote by T − Z the tangle in
G − Z formed by the separations (A, B) in G − Z such that (A ∪ Z, B ∪ Z) ∈ T . Given a surface Σ
and a Σ-decomposition ∆ of G, we say that the decomposition is T -central if for every separation
(A, B) ∈ T , there does not exist a cell c ∈ C(∆) such that B ⊆ V (σ∆(c)).

We will need the following theorem.

Proposition 43 ([23]). There exists an absolute constant c which satisfies the following. Let p ≥ 1
be a positive integer. Let T be a tangle of order Θ in a graph G with

Θ ≥ p18·107p26+c.

Then T either controls a Kp-minor or there exists A ⊆ V (G), |A| ≤ 5p2 · p107p26
, a surface Σ of

Euler-genus at most p(p + 1), and a Σ-decomposition ∆ of G − A of breadth at most 2p2 and depth
at most p107p26 which is (T − A)-central.

Instead of Theorem 7, we prove a slightly stronger statement which will imply our main theorem.
Theorem 44 is stronger than Theorem 7 in two ways. First, it gives much more intricate infor-

mation on the different parameters of the tree decomposition produced including the information
that any adhesion set can avoid the apex set of any of its neighbouring bags in at most three
vertices. Second, it essentially shows that it does not matter where we begin to construct the
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decomposition. This is facilitated by the free choice of the set Z which acts as a way to “anchor”
the decomposition. In each step of the inductive proof, we try to find a balanced separator for
Z of small order. If we can find such a separator we may split the graph and apply induction on
each of the pieces, otherwise Z does not have a small balanced separator. In the latter case we get
a tangle of large order from Z which allows us to use Proposition 43 to either find a large clique
minor or a Σ-decomposition central to the tangle. If we find the clique we are done as it contains
a shallow vortex grid, otherwise we apply Lemma 31 to each of the vortices in order to obtain a
vortex-free Σ-decomposition ∆. By definition of Σ-decompositions, after deleting the resulting apex
set, any non-node vertex can be separated from the nodes of ∆ by deleting at most three vertices.
This allows us to continue the induction within each of the cells with non-empty interiors. Such an
approach to constructing decompositions for global decompositions has already been employed for
the proof of Theorem 11.3 in [41] and was also used for the proof of the global structure theorem
in [23].

Theorem 44. Let t ≥ 1 be a positive integer and let H be a minor of the shallow vortex grid of
order t. Let G be a graph that does not contain H as a minor. Let α := t18·108t78+c + 96t108t78+5 + 1
and γ = 4t4 + 2t2. Let Z ⊆ V (G) be such that |Z| ≤ 3α. Then G has a tree decomposition (T, β)
with a root r ∈ V (T ) and adhesion at most α such that for every d ∈ V (T ), the torso Gd of G at d
has a set Ad ⊆ V (Gd) of size at most 4α for which the graph Gd − Ad has Euler-genus at most γ.
Moreover, we have Z ⊆ Ar, for every (d1, d2) ∈ E(T ) we have |(β(d1) \ Ad1) ∩ (β(d2) \ Ad2)| ≤ 3,
and if |(β(d1)\Ad1)∩(β(d2)\Ad2)| = 3 and β(d1) is larger than 4α, then (β(d1)\Ad1)∩(β(d2)\Ad2)
induces a triangle in Gd1 − Ad1 which bounds a face.

Proof. Let us assume the assertion is false. We fix G, t and Z to form a counter example minimizing
|G| + |G \ Z|.

Observe that, in case t = 1 we have that H is a single crossing minor and thus the claim follows
immediately from the main result of [43]. Hence, we may assume t ≥ 2. Furthermore, we may
assume |G| > 4α as otherwise the trivial tree decomposition on a tree with a single vertex r and
β(r) = V (G) and Ar = V (G) would satisfy our claim. Moreover, from our minimality assumptions
it follows that |Z| = 3α since otherwise we could add another vertex to Z and find a smaller counter
example.

Claim 1. For all separations (X1, X2) of order less than α we have |Xi ∩ Z| ≤ |X1 ∩ X2| for
exactly one i ∈ [2].

Proof of Claim 1. Let (X1, X2) be a separation of order less than α. If |Xi ∩ Z| ≤ |X1 ∩ X2| < α
we would have |Z| < 2α contradicting our assumption that |Z| = 3α.

Hence, it suffices to show that |Xi ∩ Z| > |X1 ∩ X2| cannot hold for both i ∈ [2]. Towards a
contradiction let us assume that the inequality holds for both i ∈ [2]. Note that we must have that
(X1, X2) is non-trivial. For each i ∈ [2] let Zi := (Z ∩ Xi) ∪ (X1 ∩ X2). By minimality the theorem
holds for the two graphs Gi := G[Xi] with the set Zi respectively. So for each i ∈ [2] there exists
a tree decomposition (Ti, βi) with root ri such that for every d ∈ V (Ti) the torso Gi,d of Gi at d
has an apex set Ai,d of size at most 4α such that Gi,d − Ai,d has Euler-genus at most γ. Let T be
the tree formed by introducing a new vertex r to T1 ∪ T2 and joining it with edges to the vertices
r1 and r2. Let β(r) := Z ∪ (X1 ∩ X2) and β(d) := βi(d) if d ∈ V (Ti) for all d ∈ V (T1) ∪ V (T2).
Note that Zi ⊆ β(ri) by assumption. As |X1 ∩ X2| < α and thus |β(r)| < 4α it follows that (T, β)
is a tree decomposition for G of adhesion at most α such that the torso at every vertex of T has
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Euler-genus at most γ after deleting at most 4α vertices. This means that G could not have been
a counter example to our assertion in the first place and we have obtained a contradiction. ■

We may now consider the collection T of all separations (X, Y ) of order less than α in G such
that |Z ∩ Y | > α. Recall that Sα is the family of all separations of order less than α in G. It
follows from Claim 1 that T is in fact an orientation of Sα. Moreover, given three separations
(X1, Y1), (X2, Y2), (X3, Y3) ∈ T , as each Yi contains at most α − 1 vertices of Z and |Z| = 3α we
have V (G) ̸= Y1 ∪ Y2 ∪ Y3 and thus T is a tangle of order α.

As H is a minor of the shallow vortex grid of order t, which itself has 2t2 vertices and thus is
contained in K2t2 , G cannot have a K2t2-minor. Hence, by Proposition 43 there exists a surface Σ of
Euler-genus at most 2t2(2t2 +1) = γ, a subset A′ ⊆ V (G) with |A′| ≤ 5(2t2)2 ·(2t2)10(2t2)7(2t2)26

, and
a Σ-decomposition ρ of G − A′ of breadth at most 2(2t2)2 = 8t4 and depth at most (2t2)107(2t2)26 ≤
t108t78 which is T − A′-central. Moreover, by applying Proposition 24 we may further assume that
for each vortex cell c ∈ C(ρ) there exists a nest Cc in ρ around the unique disk ∆ ∈ D corresponding
to c of order 1021(2t2)100. Also, for each vortex cell c ∈ C(ρ), if ∆c ⊆ Σ is the disk bounded by
the trace of C1021(2t2)100 ∈ Cc, then for each pair of distinct vortex cells c, c′ ∈ C(ρ) we have that
∆c ∩∆c′ = ∅. If we use Theorem 27 we get, in addition to the above properties, that for each vortex
cell c ∈ C(ρ) the rendition (ρCc , HCc , ΩCc) of the nest Cc is (2t2)107(2t2)26 ≤ t108t78-tight.

We now break G into subgraphs based on ρ. By the minimality of G, each subgraph has a tree
decomposition with the desired properties that can be attached to the part of G that is properly
drawn on Σ. The only difference between this proof and the one from [23] is the way we treat
vortices. In the end, all decompositions we obtain for the subgraphs will be combined into one tree
decomposition for the entirety of G, resulting in a contradiction to G being a counter example.

Let us start by treating the vortices. Let c ∈ C(ρ) be an arbitrary vortex cell. Then there
exists a nest Cc =

{
C1, . . . , C1021(2t2)100

}
of order 1021(2t2)100 and a disk ∆Cc bound by the trace

of C1021(2t2)100 such that the rendition (ρCc , HCc , ΩCc) is t108t78-tight. By Lemma 31 we either find a
shallow vortex grid of order t as a minor, and thus we obtain an H minor in G which is impossible,
or there exists a separation (Ac, Bc) of order at most 12 · t108t78(t − 1) with V (ΩCc) ⊆ A such that
(HCc[A], Ω′

Cc
) has a vortex-free rendition in the disk. Let Sc := Ac ∩ Bc. Since G is H-minor-free

we can find the separation (Ac′ , Bc′) for every vortex in ρ. Moreover, Bc′ ∩ Bc′′ = ∅ for all distinct
vortices c′, c′′ ∈ C(ρ). Hence, by removing the union of all Bc′ from G we obtain a vortex-free
Σ-decomposition for the resulting graph G′. Let Z be the union of all Sc′ and B be the union of all
Bc′ over all vortex cells of ρ. Since there are at most 8t4 vortices we have that

|Z| ≤ 8t4 · 12 · t108t78(t − 1) ≤ 96 · t108t78+5.

Now let G′ := G − (B \ S), moreover, let A := A′ ∪ S. Notice that |A| ≤ α − 1. Then ρ contains a
vortex-free Σ-decomposition ρ′ of G′ − A.

It follows that for every vortex cell c we have that |Bc ∩ Z| ≤ α − 1. Let Hc be the subgraph of
G induced by Bc ∪ A ∪ (Bc ∩ Z). By the minimality of G, there exists a tree decomposition (Tc, βc)
of adhesion at most α such that the torso of every bag has Euler-genus at most γ after the deletion
of an apex set of size at most 4α. Moreover, Tc has a root rc such that A ∪ (Bc ∩ Z) ∈ βc(rc) and
it is a subset of the apex set of the torso of Hc at rc.

For every o ∈ C(ρ′) that is not a vertex let Ho be the subgraph of G induced by V (σ(o)) ∪ A.
Moreover, let Bo be the collection of vertices of G′ that are drawn on the boundary of o. Notice
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that |Bo| ≤ 3. As before A ∪ Bo is a separator of order at most α − 1 separating the vertices of Ho

from the rest of G. Hence, Ho may contain at most α − 1 vertices of Z. So by the minimality of G,
there exists a tree decomposition (To, βo) of adhesion at most α such that the torso of every bag
has Euler-genus at most γ after the deletion of an apex set of size at most 4α. Moreover, To has a
root ro such that A ∪ (V (Ho) ∩ Z) ∈ βo(ro) and it is a subset of the apex set of the torso of Ho at
ro.

Now let G′′ be the graph obtained from G′ by deleting the vertex set V (Ho) \ (A ∪ Z ∪ Bo) for
every o ∈ C(ρ′) that is not a vertex and adding an edge between every pair of vertices of A ∪ Z as
well as between every pair of vertices of Bo for every o.

Let T be a tree obtained by introducing a new vertex r and joining it with an edge to every ro

for every o ∈ C(ρ′) that is not a vertex and every rc where c ∈ C(ρ) is a vortex. Let β(r) := V (G′′),
β(d) = βo(d) if d ∈ V (To) for some o, and β(d) = βc(d) if d ∈ V (Tc) for some c. Then (T, β) is a
tree decomposition for G with adhesion at most α. For all d ̸= r the torso of G at d has Euler-genus
at most γ after deleting an apex set of size at most 4α, we have Z ⊆ β(r), and G′′ has Euler-genus
at most γ after removing the vertices of A ∪ Z with |A ∪ Z| ≤ 4α. Hence, (T, β) is the desired tree
decomposition for G and our proof is complete.

In [23] it is mentioned that, in time O(f(|V (H)|) · |G|3), where f : N → N is some computable
function, one either finds the Σ-decomposition of Proposition 24 or a K|V (H)| minor for any graph
H. Since all other results and constructions used in the proof of Theorem 44 can be obtained in
cubic time, we obtain the following corollary.

Corollary 45. There exists a computable function f : N → N such that for every positive integer
t, every graph H which is a minor of the shallow vortex grid of order t, and every graph G, we
can find in time O(f(t) · |G|3) either a minor model of H in G, or a tree decomposition (T, β) with
a root r ∈ V (T ) and adhesion at most α such that for every d ∈ V (T ), the torso Gd of G at d
has a set Ad ⊆ V (Gd) of size at most 4α for which the graph Gd − Ad has Euler-genus at most
γ, where γ and α are defined as in Theorem 44. Moreover, for every (d1, d2) ∈ E(T ) we have
|(β(d1) \ Ad1) ∩ (β(d2) \ Ad2)| ≤ 3, and if |(β(d1) \ Ad1) ∩ (β(d2) \ Ad2)| = 3 and β(d1) is larger than
4α, then β(d1) \ Ad1) ∩ (β(d2) \ Ad2) induces a triangle in Gd1 − Ad1 which bounds a face.

Recall that, from Theorem 44, in Corollary 45, α(x) = poly(x) and γ(x) = 2poly(x).

3.4 Proof of the combinatorial lower bound

In this subsection we establish that Theorem 7 is tight in the sense that the exclusion of a graph H
which is not a shallow vortex minor can never guarantee the absence of vortices while, at the same
time, provide a global bound on the Euler-genus of all torsos. This shows that the class of shallow
vortex minors is exactly the class of all graphs whose exclusion as a minor allows for a version of
the Graph Minors Structure Theorem without vortices.

Before we proceed to the proof we give some more definitions and make some observations.
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Figure 13: The ring blowup of some cross-free drawing on a disk of a planar graph.

Definition 46 (Ring Blowup Graphs). Let γ is the cross-free drawing on a disk ∆ of some (planar)
graph G. The face of γ whose closure contains the boundary of ∆ is called external face of γ. Let
Q be the vertices of G that are incident to this (unique) external face.

The ring blowup of γ is the graph G′ obtained from G by introducing for each u ∈ Q
a new vertex vu together with the edge uvu, the edges {wvu | w ∈ NG(u)} , and the edges
{vuvw | w ∈ NG(u) ∩ Q} . A graph G is called a ring blowup graph if it is a subgraph of some
graph isomorphic to the ring blowup of a cross-free drawing on a disk ∆ of some planar graph.
For instance K7 is the ring blowup of any cross-free drawing of K4 on a disk ∆ (see Figure 13 for
another example).

Figure 14: A (6 × 12)-cylindrical grid ring blowup.

Recall that, given t ≥ 1 and s ≥ 3, we define the (t × s)-cylindrical grid as the graph obtained
if we take a (t × s)-grid and then add the edge (j, 1)(j, s), for every j ∈ [t]. The extremal cycles of
a (t × s)-cylindrical grid are the two cycles that have all vertices of degree three (in Figure 2, these
cycles are depicted in blue).

A standard cross-free drawing on a disk ∆ of the (t × s)-cylindrical grid is one where of the
extremal cycles is drawn on the boundary of ∆. We say that a graph is a (t×s)-cylindrical grid ring
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blowup if it is the ring blow up of a standard cross-free drawing on a disk ∆ of the (t×s)-cylindrical
grid.

Lemma 47. There is a function g : N2 → N such that every (t × s)-cylindrical grid ring blowup is
a minor of Sg(t,s).

Proof. The proof is depicted in Figure 15.
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Figure 15: A visualization of the proof of Lemma 47. The leftmost picture is seen as a portion of
the blown up part of the (t × s)-cylindrical grid ring blowup (see Figure 14) and the right part is
how this portion is routed through some big enough shallow vortex grid.

Definition 48 (The graph Qs,r). Given s, r ≥ 1 we define the graph Qs,r as follows: We first
consider the (s × s · r)-grid where we denote by x1, . . . , xs·r the vertices of some of the paths of
length s · r where all internal vertices have degree three and the endpoints have degree two. We
then introduce r pairs of vertices {t1, t′

1, . . . , tr, t′
r} (we call them terminals) and for every i ∈ [r]

we make ti and t′
i adjacent with all the vertices in {x(i−1)+1, . . . , x(i−1)+s}. For example, the graph

Q5,4 is depicted in Figure 16, where the terminals of Qs,r are the squares vertices.

Using Figure 14 and Figure 16, one may easily verify the following:

Lemma 49. For every s, r ≥ 1, Qs,r is a minor of an ((s+1)× (r ·s))-cylindrical grid ring blowup.

We are now ready to prove the main result of this section.

Lemma 50. There exists a function f : N → N such that for every k ∈ N and every graph G, if
p(G) ≥ f(k), then p-ga(G) ≥ k. In other words we have p ⪯ p-ga.

Proof. Let g : N → N be a function such that genus(Kg(k)) > k and genus(K3,g(k)) > k (such a
function exist because of the standard estimations on the Euler-genus of Kk and K3,k, see e.g., [22]).
We consider the graph Qs,r where s = g(k) + k and r = k + 1. By Lemma 47 and Lemma 49, there
is a function f : N → N such that Qs,r is a minor of Sf(k). Also, it is easy to verify that p-ga is
minor-closed. By the definition of p, if, for some graph G, p(G) ≥ f(k), then Sf(k) is a minor of G,
which implies that p-ga(G) ≥ p-ga(Sf(k)) ≥ p-ga(Qs,r). It now remains to prove that p-ga(Qs,r) > k.
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Figure 16: The graph Qs,r (in particular, here s = 5 and t = 4).

Suppose to the contrary that Qs,r has a tree decomposition (T, β) where every torso Gt contains
an apex set A where |A| ≤ k and genus(Gt − A) ≤ k.

We first rule out the possibility for two terminals x, x′ of Qs,r not to belong in the same torso of
(T, β). Indeed, suppose to the contrary that there exist distinct t, t′ ∈ V (T ) such that x ∈ β(t)\β(t′),
x′ ∈ β(t′) \ β(t). Notice that there are s = g(k) + k internally disjoint paths in Qs,r between x and
x′, which implies that β(t) ∩ β(t′) ≥ g(k) + k. As (T, β) is a tree decomposition, this implies that
β(t) ∩ β(t′) is a subset of some adhesion set of Gt that induces a clique of size ≥ g(k) + k in Gt.
Let A be the apex set of Gt. The fact that |A| ≤ k implies that Gt − A contains a clique of size
≥ g(k), therefore genus(Gt − A) ≥ genus(Gg(k)) > k, a contradiction. We conclude that there is
some t ∈ V (T ) such that all 2r terminals of Qs,r belong in Gt.

Notice now that the property that every two terminals are connected by s internally disjoint
paths in Qs,r holds for Gt as well because their subpaths that do not belong to Gt can be replaced
by edges of cliques induced by the adhesion sets of Gt. As |A| ≤ k and r = k + 1, at least one pair
x, x′ of twin terminals is still present in Gt − A as well as a third terminal x′′. Notice that x′′ is
connected with x (as well as with x′) with s = g(k) + k internall disjoint paths of Gt and, among
them, at least g(k) also belong to Gt − A. As x and x′ are twins, these two collections of g(k) paths
each differ only on the edges incident to x and x′. Therefore, we may use them in order to find
K3,g(k) as a minor of Gt − A, therefore genus(Gt − A) ≥ genus(Kk,g(k)) > k, a contradiction.

4 Algorithmic consequences

With our structural results in place we are now able to discuss how to exploit the decomposition
guaranteed by the absence of a large shallow vortex grid as a minor. This section is divided into two
parts. First, in Subsection 4.1, we design a dynamic programming algorithm on the decomposition
provided by Theorem 44. Then, in Subsection 4.2, we show that, for proper minor-closed classes,
this result can be seen as best possible.

4.1 Dynamic programming for the generating function

We present the dynamic programming necessary for the algorithm of Theorem 8 in iterative steps.
The algorithm will be performed in a bottom up fashion along the decomposition of Theorem 44.
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First we describe the tables we compute in each step for some tuple (G, p, X), where G is a graph,
p is a particular labelling of the edges of G, and X is some specified set of “boundary” vertices.
Then we provide a subroutine that computes the table of (G, p, X) from the table of some (H, p, Y )
where the set (V (G) \ V (H)) ∪ X ∪ Y is of bounded size. The next step is the introduction for a
subroutine that produces a table for some graph of bounded Euler-genus which is then extended
to the case where we encounter a bag of unbounded size in our decomposition, but have already
computed all necessary tables for the subtrees below it. The final piece of the algorithm will then
be a procedure that merges the tables of several subtrees joined at a common adhesion set.

The generating function of perfect matchings Our goal is to not only count the perfect
matchings of a graph, but to also differentiate between perfect matchings of different weight. This
will be captured by the generating function of perfect matchings as explained below.

For our purposes it will be convenient to allow for a more general type of edge weighting where
edges are labelled by fractions of integer polynomials. This will allow us to encode parts of the
tables of our dynamic programming directly on the edges. For this purpose let Z[x] be the set of
all polynomials with integer coefficients and let

Z(x) :=
{

p

q
| p, q ∈ Z[x], q ̸= 0

}
.

Now let p : E(G) → Z(x), we call (G, p) an labelled graph and p is its labeling. If (G, w) is an
edge-weighted graph, we derive a labelled graph (G, pw) from (G, w) by setting, for every e ∈ E(G),

pw(e) := xw(e).

We will proceed to give general definitions in terms of labelings, but using the definition of pw one
can easily derive the more conventional versions of these concepts.

Now assume we are given a labelled graph (G, b) with a perfect matching M. We express the
total weight of M under p as the monomial

p(M) :=
∏

e∈M

p(e).

Definition 51 ((labelled) Generating Function of Perfect Matchings). Let (G, p) be a labelled
graph. The labelled generating function of the perfect matchings of G, usually abbreviated as the
p-generating function or the generating function, is defined to be the polynomial

PerfMatch(G, p) :=
∑

M∈M(G)
p(M).

Let (G, w) be an edge-weighted graph, then the generating function of all weighted perfect matchings
in G is the polynomial

PerfMatch(G, w) :=
∑

M∈M(G)
pw(M).
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Our aim is to eventually compute the generating function of all weighted perfect matchings of
an edge-weighted graph (G, w). For this we will compute PerfMatch(G, w) from a series of partial
generating functions of labelled subgraphs of G with some specified set of “boundary” vertices,
where the labelings are derived from w.

Let G be a graph with a perfect matching and F ⊆ E(G) be some (not necessarily perfect)
matching in G. We say that a vertex v ∈ V (G) is covered by F if v is an endpoint of some edge in
F, the vertex v is said to be exposed by F if it is not covered by it. We say that F is extendable if
there exists a perfect matching M ∈ M(G) such that F ⊆ M. In other words, F is extendable if it
can be extended to a perfect matching of the entire graph.

Given a pair (G, X) where X ⊆ V (G) we say that a matching F of G is internally extendible
(or, simply, extendible) in (G, X) if F is an extendable matching in the graph G − (X \ V (F )). We
also say that F is aligned with (G, X) if it is internally extendible in (G, X) and every edge of F
contains some endpoint in X.

Roughly speaking, F being aligned with (G, X) means that F classifies exactly the matchings
of G which are extensions of F, leave the vertices of X \V (F ) exposed, but cover every other vertex
G − (X \ V (F )). Another way of explaining the idea behind aligned matchings is the following. Let
G be a graph with a perfect matching, let (A, B) be a separation of G and let H := G[B]. Consider
the pair (H, A∩B). Now for every perfect matching M of G we can find the set FM ⊆ M of exactly
those edges in M with both endpoints in H and at least one endpoint in A ∩ B. This allows us
to define an equivalence relation on M(G) by saying that two perfect matchings M and M ′ are
equivalent if FM = FM ′ . Hence, each of these equivalence classes is uniquely defined by some set
F ⊆ E(H) which is aligned with (H, A ∩ B).

Let us denote by Aligned(G, X) the collection of all matchings that are aligned with (G, X).
Please note that testing whether a given matching F is extendable can be done in polynomial

time by simply checking if G−V (F ) has a perfect matching using known polynomial time algorithms
for maximum matching [15]. It follows that also checking for the extendability of some pair (F, X)
as above is possible in polynomial time.

A pair (G, X, p) where (G, p) is a labelled graph and X ⊆ V (G) is a set of vertices is called a
(labelled) boundary graph. We say that X is the boundary of (G, X, p). Let H ⊆ G be an induced
subgraph of G, and Y ⊆ V (H) be a set of vertices in H such that in G − Y there is no edge with
one endpoint in H −Y and the other in G−H. We call (H, Y, p) an (labelled) boundary subgraph of
(G, X, p), with boundary Y. In a slight abuse of notation we use p in (H, Y, p), but actually mean
the restriction p|E(H) of p to the edges of H. Note that (H, Y, p) is itself also a boundary graph.

Definition 52 (Partial Generating Function). Let (G, X, p) be a labelled boundary graph and
F ∈ Aligned(G, X). The partial generating function of (G, X) under F is defined to be

PerfMatch(G, X, p, F ) := (
∏
e∈F

p(e)) · PerfMatch(G − V (F ) − X, p).

We define the set

Gen(G,X,p) := {PerfMatch(G, X, p, F ) | F ∈ Aligned(H, X)}

to be the collection of all partial generating functions of (G, X, p) under its aligned matchings. For
every F ∈ Aligned(H, X) we use Gen(G,X,p)(F ) to denote PerfMatch(G, X, p, F ).
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Note that Gen is technically a mapping itself. We write its argument in the subscript to better
distinguish Gen(G,X,p) and Gen(G,X,p)(F ).

The definitions above correspond a set Gen(G,X,p) to every boundary graph (G, X, p). This
collection of partial generating functions will serve as the table of our dynamic programming for
(G, X, p).

Bags of Bounded Size We start the discussion of our algorithm with a way to compute the
table entries for our dynamic programming in the case where we are concerned with a single bag of
bounded size and we are given the unified table for all of its children. The lemma presented here
could as well be regarded as a special case of the way we treat bags of unbounded size by simply
assuming that the apex set equals the entire bag. However, we deem this special case to be a nice
illustration of how we compute our tables.

Z

H

G

X

Y

Figure 17: A visualization of the boundaried graphs (G, X) and (H, Y ) and of the set Z in the
statement of Lemma 53. Also the matching F (in turquoise) is aligned with (G, Z).

Lemma 53. Let k ≥ 1 be a positive integer. Let (G, X, p) be a labelled boundary graph and
(H, Y, p) be a labelled boundary subgraph of (G, X, p) such that there exists a set Z ⊆ V (G) with
X, Y ⊆ Z, G − Z = H − Y, and |Z| ≤ k. There exists an algorithm that, given the set Gen(H,Y,p),

computes the set Gen(G,X,p) in time |G|O(k).

Proof. Notice that (G, Z, p) is also a labelled boundary graph. Let F be the collection of all
matchings F in G such that F ∈ Aligned(G, Z) and observe that, with |Z| ≤ k, we have
|Aligned(G, Z)| ∈ O(|G|2k). Moreover, it takes time O(|G|c) to check for any such matching F
whether it is extendable in G − (Z \ V (F )), for some constant c. Hence, we can find F , and
Aligned(G, Z) as a consequence, in time O(|G|2k+c). Using the same argument and the fact that
X, Y ⊆ Z, we are able to find the sets Aligned(G, X) and Aligned(H, Y ). (See Figure 17 for a
visualization of the boundaried graphs (G, X) and (H, Y ).)

Now each F ∈ F can be covered by the sets F1, F2, and F3 as follows.

• Let F1 be the set of edges in F with at least one endpoint in X,

• let F2 be the set of edges in F with both endpoints in V (H), and
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• let F3 be the set of edges in F with at most one endpoint in Y.

It follows that, for every F ∈ F , F1 ∈ Aligned(G, X), F2 ∈ Aligned(H, Y ), and F3 = F \ F2.

For each R ∈ Aligned(G, X) let FR ⊆ F be the collection of matchings F ∈ F such that R = F1.
Notice that {FR | R ∈ Aligned(G, X)} is a partition of F . Moreover, let F ′ ∈ Aligned(G, X). Then
G − (X \ V (F ′)) has a perfect matching, say M, with F ′ ⊆ M and we may set F ′′ to be the set of
edges from M with at least one endpoint in Z. It follows that F ′ ⊆ F ′′ ∈ Aligned(G, Z) = F . Thus,
for each R ∈ Aligned(G, X) there is at least one F ∈ F such that R = F1.

By definition, for each R ∈ Aligned(G, X), Gen(G,X,p)(R) is the generating function for all perfect
matchings of G − (X \ V (R)) that contain R. Let M be such a perfect matching of G − (X \ V (R)),
then M can be partitioned in to four sets as follows

• M1 := R,

• M2, which is the set of all edges in M \ R with at most one endpoint in H,

• M3, which is the set of all edges of M \R with both endpoints in H and at least one endpoint
in Y, and

• M4 := M \ (M1 ∪ M2 ∪ M3).

We may further split R into the sets R1 := R ∩ E(H) and R2 := R \ E(H). Observe the following:

1. By the definition of boundary subgraphs and the choice of Z we have that every edge of M
with exactly one endpoint in H has an endpoint in Y.

2. M1 ∪ M2 ∪ M3 is aligned with (G, Z).

3. R1 ∩ M3 is aligned with (H, Y ) and the vertices in Y \ V (R1 ∩ M3) are exactly those vertices
of H which either belong to X \ V (R) or are covered by M1 ∪ M2.

Now consider some F ∈ FR and recall the bipartition of F into F2 and F3 as above. As R ⊆ F it
follows that R1 = F2 ∩ R and R2 = F3 ∩ R form a bipartition of the set R itself. By definition we
have that

Gen(G,Z,p)(F ) = (
∏
e∈F

p(e)) ·
Gen(H,Y,p)(F2)∏

e′∈F2 p(e′)

= (
∏

e∈F3

p(e)) · Gen(H,Y,p)(F2).

It follows that

Gen(G,X,p)(R) = (
∏
e∈R

p(e)) ·
∑

F ∈FR

Gen(G,Z,p)(F )∏
e∈R p(e)

= (
∏
e∈R

p(e)) ·
∑

F ∈FR

(∏e∈F3 p(e)) · Gen(H,Y,p)(F2)∏
e∈R p(e)
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= (
∏
e∈R

p(e)) ·
∑

F ∈FR

(
∏

e∈F3\R

p(e)) ·
Gen(H,Y,p)(F2)∏

e′∈F2∩R p(e′)

=
∑

F ∈FR

(
∏

e∈F3

p(e)) · Gen(H,Y,p)(F2).

Given the sets F , Aligned(G, X), and Gen(H,Y ) it follows that Gen(G,X)(R) can be found in time
|G|O(k) and, since |Aligned(G, X)| = O(|G|k), our claim follows.

Generating Functions, Permanents, and Pfaffian Orientations. The generating function
of planar graphs and, in general, of graphs of bounded Euler-genus, is usually computed using Pfaf-
fian orientations (in the case of planar graphs) or a linear combination of many different orientations
derived from Pfaffian orientations (in the case of general graphs of bounded Euler-genus). Before
we go on we introduce this notion and explain how the generating function of an edge-weighted
graph of bounded Euler-genus can be found using this concept. We then elaborate on this a bit
more and explain how we can, essentially, replace the monomial of an edge by a more complicated
polynomial in order to encode entire generating functions linked to this edge. This last step is of
particular importance as it provides us with a way to handle the (possibly) unboundedly many
different sets of size at most three onto which subtrees below a bag of unbounded size might attach.

An orientation of a graph G is a digraph G⃗ with vertex set V (G) whose edge set is obtained
by introducing for every edge uv ∈ E(G) exactly one of the edges (u, v) or (v, u). Let C be an
even cycle of G and let G⃗ be an orientation of G. C is said to be oddly oriented by G⃗ if it has an
odd number of directed edges in agreement with the clockwise traversal of C. Notice that, since
C is even, if it is oddly oriented it must also have an odd number of directed edges in agreement
with the counterclockwise traversal, so the property of being oddly oriented does not depend on
the direction of traversal after all. Similarly, we say that a cycle C of G is evenly oriented by G⃗ if
it is not oddly oriented.

Let G be a graph with a perfect matching and C be an even cycle. We call C a conformal cycle
if G − V (C) has a perfect matching. Notice here that, since C is even, it has two disjoint perfect
matchings and thus every perfect matching of G − V (C) can be completed to a perfect matching of
G by choosing one of these two matchings. If M is a perfect matching of G and C is a conformal
cycle in G such that M contains a perfect matching of C we say that C is M -conformal.

Definition 54 (Sign Polynomials of Matchings and Orientations). Let (G, p) be a labelled graph
with a perfect matching M and let G⃗ be an orientation of G. For every perfect matching N of
G let sgn(G⃗, M, N) := (−1)n, where n is the number of M -conformal cycles of G which are also
N -conformal and evenly oriented by G⃗. We define the M -polynomial of G⃗ as follows

psgn(G⃗, M, p) :=
∑

N∈M(G)
sgn(G⃗, M, N) · p(N).

Definition 55 (Pfaffians of Skew-Symmetric Matrices). Let (G, p) be a labelled graph and G⃗ be
an orientation of G such that |G| = 2n for some n ∈ N. We denote by A(G⃗, p) the skew-symmetric
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matrix with rows and columns indexed by V (G), where auv = p(uv) in case (u, v) ∈ E(G⃗), auv =
−p(uv) if (v, u) ∈ E(G⃗), and auv = 0 otherwise. The Pfaffian of A(G⃗, p) is defined as

pf(A(G⃗, p)) :=
∑

π

s(π) · ai1,j1 · · · ain,jn

where π = {{i1, j1} , . . . , {in, jn}} is a partition of the set [2n] into pairs ik < jk for every k ∈ [n],
and s(π) equals the sign of the permutation i1j1 . . . injn of 12 . . . (2n).

Each non-zero term of the expression of the Pfaffian of A(G⃗, p) equals p(M) or −p(M) where
M is a perfect matching of G. We denote by s(G⃗, M) the sign of the term p(M) in said expression
of the Pfaffian of A(G⃗, p). Notice that s(G⃗, M) is independent of p as it only depends on M, the
encoding the permutation, and G⃗ determining whether p(uv) appears with its original sign or the
opposing one. It has been observed (see e.g., [17]) that

pf(A(G⃗, p)) =
∑

M∈M(G)
s(G⃗, M) · p(M).

The following theorem was proven by Kasteleyn [26] for the case where p(e) = xw(e), w(e) ∈ Z.
It still holds for arbitrary labelings p and we state it here in this more general form.

Proposition 56 ([26]). Let (G, p) be a labelled graph with two perfect matchings M, N, and an
orientation G⃗. Then s(G⃗, N) = s(G⃗, M) · sgn(G⃗, M, N). Hence, for every perfect matching N,

pf(A(G⃗, p)) =
∑

N∈M(G)
s(G⃗, N) · p(N)

= s(G⃗, M)
∑

N∈M(G)
sgn(G⃗, M, N) · p(N) = s(G⃗, M) · psgn(G⃗, M, p).

While computing the permanent, and thus computing the generating function for perfect match-
ings is generally a #P-hard problem [57], the Pfaffian of a skew-symmetric matrix can be expressed
through its determinant and is thereby efficiently computable.

Proposition 57 ([6, 27]). Let (G, p) be a labelled graph and an orientation G⃗, then

pf(A(G⃗, p))2 = det(A(G⃗, p)).

In case a graph G has an orientation G⃗ such that the signs produced by s(G⃗, ·) and sgn(G⃗, ·, ·)
would be independent of the matchings, this technique could be used to find the generating functions
for the perfect matchings of G efficiently. This fact lead Kasteleyn to the definition of the so called
“Pfaffian orientations”, which are orientations that ensure sgn(G⃗, M, N) = 1 for all choices of M
and N.

Definition 58 (Pfaffian Orientation). Let G be a graph with a perfect matching M. An orientation
G⃗ is called a Pfaffian orientation if every M -conformal cycle of G is oddly oriented by G⃗. If G has
a Pfaffian orientation, G is called Pfaffian.

As a first application of this idea, Kasteleyn showed that every planar graph is Pfaffian [26].
He generalized this idea and stated that the generating function of a graph G of orientable genus
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g could be expressed as a linear combination of 4g Pfaffians of different orientations of G. This
was later turned into a theorem by Galluccio and Loebl [17] and adapted as a time Ok(|G|O(1))
algorithm for edge-weighted graphs whose weights are bounded in size by some polynomial in the
size of the graph by Galluccio, Loebl, and Vondrák [18]. An extension of this idea to graphs of
bounded Euler-genus was found by [52]. He uses 2g many orientations, where g now is the Euler-
genus of G. Both approaches were unified into a framework that uses planarizing gadgets instead
of orientations by Curticapean and Xia in [9].

These algorithms are the centerpiece of our own algorithm as they allow us to find the generating
functions for the torsos of unbounded size in our decomposition. We slightly adapt the formulation
of the results of Galluccio, Loebl, Vondrák, and Tesler to match our more general setting of labelled
graphs. Since the edge weights only come into play in the computation of the 2g Pfaffians and their
linear combination, the more general version of their result still holds.

Let (G, p) be a labelled graph. We say that p is polynomially bounded if there exists a polynomial
p such that the degrees of the polynomials in{

p, q ∈ Z[x] | there exists e ∈ E(G) s.t. p(e) = p

q
is fully reduced

}
are bounded by p(|G|).

Proposition 59 ([18,52]). Let g ∈ N be an integer and (G, b) be a labelled graph whose labeling is
polynomially bounded. There exists an algorithm that computes the labelled generating function of
all perfect matchings of (G, p) in time Ok(|G|O(1)), where k = genus(G).

There are two important observations to take away from this quick introduction to Pfaffians
and, in particular, from Proposition 59. The first is, that the generating function of (labelled)
perfect matchings can be expressed as a linear combination of Pfaffians of the skew-symmetric
matrices corresponding to some orientations of a bounded-genus graph. The second is that the
Pfaffian can be expressed as a function of the determinant of a skew-symmetric matrix, which is
polynomially computable.

A polynomial algorithm for apex-bounded-genus graphs. The next subroutine for our
algorithm will be a way to produce the generating function for the labelled perfect matchings of
graphs that have Euler-genus at most t after the deletion of at most t vertices. The lemma we prove
here can be seen as a slight generalization of Lemma 53 which now also incorporates Proposition 59.

Lemma 60. Let k be a positive integer. Let (G, X, p) be a labelled boundary graph with |X| ≤ k
and assume there exists a set A ⊆ V (G) with |A| ≤ k such that the Euler-genus of G−A is at most
k. There exists an algorithm that computes in time |G|O(k) the set Gen(G,X,p).

Proof. Notice that (G, A ∪ X, p) is a boundary graph with a boundary of size at most 2k. Let F
be the collection of all matchings F such that F ∈ Aligned(G, A ∪ X) and every vertex of A \ X
is covered by an edge of F. As discussed in the proof of Lemma 53 we have |F| ∈ |G|O(k) and F ,
as well as the set Aligned(G, X), can be found in time |G|O(k). Each set F ∈ F can be partitioned
into two sets as follows:

• Let F1 be the set of edges in F with at least one endpoint in X, and
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• let F2 := F \ F1.

Observe that for each F ∈ F we have F1 ∈ Aligned(G, X), and G − (X ∪ V (F )) ⊆ G − A has
Euler-genus at most k. For every R ∈ Aligned(G, X) let FR ⊆ F be the collection of all sets F ∈ F
with F1 = R. It follows that

Gen(G,X,p)(R) = (
∏
e∈R

p(e)) · PerfMatch(G − V (R) − X, p)

= (
∏
e∈R

p(e)) ·
∑

F ∈FR

(
∏

e∈F \R

p(e)) · PerfMatch(G − V (F ) − X, p)

=
∑

F ∈FR

( ∏
e∈F

p(e)
)

· PerfMatch(G − V (F ) − X, p).

Since G−A has Euler-genus at most k and there are at most |G|O(k) many sets in FR, by calling the
algorithm from Proposition 59 |G|O(k) many times we can compute PerfMatch(G − (V (F ) ∪ X), p)
for every R ∈ Aligned(G, X) and every F ∈ FR in time |G|O(k) and thus our claim follows.

Bags of unbounded size. We are now ready to generalize Lemma 60 to the setting where the
boundary graph (H, X) arises as the torso of some bag in the structural decomposition provided by
Theorem 44. For a detailed introduction into the theory of graph minors we refer the reader back
to Subsection 2.1. The definition of a Σ-decomposition is given in Definition 12 and Theorem 44 is
the relevant structure theorem for this part.

As a quick reminder, Theorem 44 provides, for every graph G which excludes the shallow vortex
grid as a minor, a tree decomposition where the torso of the bag at any vertex t is a graph of bounded
Euler-genus after the deletion of a small set of vertices called the apex set. Moreover, each node of
this tree decomposition is equipped with such an apex set such that the adhesion set of any edge
dt, that is the intersection of the bags of t and d, in the decomposition tree avoids the apex set
of t in at most three vertices. Additionally, the torso of G at t, after deleting the corresponding
apex set, is embedded in a surface of bounded Euler-genus in such a way that the, at most three,
vertices in the adhesion of dt sit on a common face.

More formally, this means that we have to adress the following issue. Let G be a graph excluding
some shallow vortex minor and let (T, β) be the decomposition of G provided by Theorem 44 where
r ∈ V (T ) is the root of T. Now let t ∈ V (T ) be some vertex with |β(t)| > 4α(t) and let d1, . . . , dℓ

be the children of t. For each i ∈ [ℓ] the intersection β(t) ∩ β(di) may contain up to three vertices
which do not belong to the apex set of the torso Gt of G at t. Moreover, the number ℓ is unbounded.
Hence, if we were to generalize our approach from Lemma 60 directly we would need to produce
a set F of matchings not only covering the boundary β(t) ∩ β(t′) to the ancestor of t, but also
covering β(t) ∩ β(di) for all i ∈ [ℓ]. As a result, we would be unable to bound the size of F .

To get a better grip on the situation let us introduce some more definitions.

Definition 61 (Branching of a Graph). Let k ∈ N be some integer. Let (G, X, p) be a labelled
boundary graph with an apex set A ⊆ V (G). Let (B1, Y1, p), . . . , (Bℓ, Yℓ, p) be boundary subgraphs
of (G, X, p). We call B = ((G, X), A, p, (B1, Y1), . . . , (Bℓ, Yℓ)) a k-branching (of (G, X, p)) if

• For every i ∈ [ℓ], (V (Bi) \ Yi) ∩ A = ∅.
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• |X \ A| ≤ 3 and, for all i ∈ [ℓ], |Yi \ A| ≤ 3,

• |X|, |A| ≤ k and, for all i ∈ [ℓ], |Yi| ≤ k,

• if i ̸= j ∈ [ℓ] then V (Bi) ∩ V (Bj) ⊆ Yi ∩ Yj ,

• if i ̸= j ∈ [ℓ] then neither Yi \ A ⊆ Yj \ A nor Yj \ A ⊆ Yi \ A holds,

• if GB is the subgraph obtained from G − (⋃i∈[ℓ](V (Bi) \ Yi)) by turning every set Yi, i ∈ [ℓ],
and the set X into cliques, then GB − A has a drawing γ, without crossings, on some surface
Σ, without boundary, of Euler-genus at most k,

• the vertices of X are incident to a face of γ and, for every i ∈ [ℓ], the vertices of Yi \ A are
incident to a face of γ.

See Figure 18 for a visualisation of Definition 61.

X

B2 B3 B4
B5B1

Figure 18: A visualization of Definition 61. The red vertices depict the vertices in A. For each
Bi, the boundary Yi consists of the vertices in the intersection of the light blue territory and the
territory corresponding in Bi.

The (Bi, Yi, p) are called the branches of B. Let (G, X, p) be a labelled boundary graph and let
B = ((G, X), p, A, (B1, Y1), . . . , (Bℓ, Yℓ)) be a k-branching of (G, X, p). We call a function sp : [ℓ] →
2Z[x] the sign post of B if for every i ∈ [ℓ] we have sp(i) = Gen(Bi,Yi,p).

Our goal is to compute the family of all generating functions Gen(G,X,p) for the labelled boundary
graph (G, X, p) in the case where we are given a branching B together with its sign post sp.

Matchgates. To manage the problem of the unbounded number of non-trivial residual boundaries
in a branching, we employ the technique from [50] which is similar to Valiant’s “matchgates” [58].
matchgates were applied for the problem of counting perfect matchings in single crossing minor-free
graphs in [7]. However, for our purpose of producing the entire generating function the gadgets
from [50] appear to be more suited.
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If (G, X, p) is some labelled boundary graph and B = ((G, X), A, p, (B1, Y1), . . . , (Bℓ, Yℓ)) is a
k-branching of (G, X, p), then what remains of any Bi in GB − A is at most a triangle and this
triangle bounds a face of γ. Let F be matching in G such that

• every edge in F covers some vertex in A ∪ X,

• every vertex of A \ X is covered by an edge of F, and

• there exists a perfect matching M of G − V (F ) − X.

Now define the F -reduced branching BF := ((GF , ∅), ∅, p, (B1,F , Y1,F ), . . . , (Bℓ,F , Yℓ,F )), where

GF :=G − V (F ) − X,
Bi,F :=Bi − V (F ) − X for all i ∈ [ℓ], and
Yi,F :=Yi \ (V (F ) ∪ X) for all i ∈ [ℓ].

Note that every (Bi,F , Yi,F , p) still is a labelled boundary subgraph of (G−V (F )−X, ∅, p). Suppose
we are given, for every i ∈ [ℓ], the set Gen(Bi,F ,Yi,F ,p). Let us consider some i ∈ [ℓ]. There are eight
possible cases that might arise. In each of these cases, we replace the entire graph Bi,F by a
certain graph Ji,F together with a labelling λi,F of the edges of Ji,F with elements from Quot(Z[x]).
These polynomial fractions will then be used to encode the generating functions of (Bi,F , Yi,F , p)
for a skew-symmetric matrix. The Pfaffian of said matrix will be used (via Proposition 59) to
compute the generating function for the perfect matchings in (GF , ∅, p). Formally, we will replace
the subgraph Bi,F by the graph Ji,F , thereby producing some labelled boundary graph (G′, ∅, p′),
and adjust the function p′ by setting p′(e) := λi,F (e) for all e ∈ E(Ji,F ), while p′ equals p on all
other edges of G′.

We now describe the matchgates that we will be using. In the non-trivial cases, we will attribute
the respective matchgate with a property called “representativeness”. In this property we subsume
the different ways in which perfect matchings of G′ can interact with the matchgate. The role of
the representativeness is to ensure that (Ji,F , λi,F ) correctly encodes the generating function of the
boundary graph it represents.

Case 1: Yi,F = ∅. In this case Ji,F is just the empty graph without any vertices and λi,F is empty
as well.

Case 2: Yi,F = {a} . In this case Ji,F consists exactly of the vertex a and λi,F is empty.

Case 3: Yi,F = {a, b} and |V (Bi,F )| is even. Here we define Ji,F to be the graph with vertex set
{a, b, u, v} together with the edges {au, uv, vb} , where u and v are newly introduced vertices.
Note that, since |V (Bi,F )| is even, every perfect matching of GF either covers both a and b
with edges of Bi,F , or none of them. Moreover, after replacing Bi,F with Ji,F , every perfect
matching of the resulting graph G′

F either contains the edges au and bv, or the edge uv, let us
call this fact the representativeness of Ji,F . The labels λi,F should now express two possible
states; the contribution of the edges au and bv to the Pfaffian of the skew-symmetric matrix
we want to construct should equal the labelled generating function of all perfect matchings of
Bi,F , let us call this function p∅ since no vertex from {a, b} is matched outside of Bi,F , while
the contribution of the edge uv should equal the labelled generating function of all perfect
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matchings of Bi,F − a − b, we denote this function by pab. Finally, we set λi,F (au) := p∅,
λi,F (bv) := 1, and λi,F := pab.

Case 4: Yi,F = {a, b} and |V (Bi,F )| is odd. This case is similar to Case 3 with the difference
that every perfect matching of GF must match exactly one of the two vertices a and b within
Bi,F while the other one cannot be matched within Bi,F at the same time. To model this
with our matchgate Ji,F we define its vertex set to be {a, b, u} , where u is a newly introduced
vertex. The edge set is defined to be E(Ji,F ) := {au, bu} . For each x ∈ {a, b} let px be the
labelled generating function for all perfect matchings of Bi,F − x and let H ′

F be the graph
obtained from HF by replacing Bi,F with Ji,F . In this case the representativeness of Ji,F is
the fact that every perfect matching of H ′

F must contain exactly one of the edges of Ji,F .

Case 5: Yi,F = {a, b, c} , |V (Bi,F )| is even, and Bi,F has a perfect matching. For each S ⊆
{a, b, c} , let pS be the labelled generating function of all perfect matchings of Bi,F − S. Since
|V (Bi,F )| is even, any matching F ′ with F ′ ∈ Aligned(Bi,F , Yi,F ) must be of odd size and thus
pS ̸= 0 is possible if and only if |S| is even. In particular, we have that p∅ ̸= 0 since Bi,F has
a perfect matching. We introduce three new vertices u, v, and w and define Ji,F and λi,F as
depicted in Case 5 of Figure 19. Now let G′

F be the graph obtained from GF by replacing
Bi,F with Ji,F . In this case the representativeness of Ji,F is slightly more complicated than
in previous cases. The new vertices u, v, and w must be covered by every perfect matching
of H ′

F . Hence, every perfect matching M of G′
F contains exactly two edges of Ji,F or three.

This means there always exists a set S ∈ {∅, {a, b} , {a, c} , {b, c}} such that M contains a
perfect matching of Ji,F − S. Moreover, in case S = ∅, M must contain the edges au, bv, and
cw whose labels under λi,F , in total, multiply to p∅. If S = {a, b} then M contains uv and
cw, evaluating to pab, similarly S = {a, c} forces the labels of the edges of M within Ji,F to
multiply to pac. Finally, M contains the edge vw if and only if M contains the edge au and
thus, since p∅ ̸= 0, we obtain λi,F (au) · λi,F (vw) = pbc.

Case 6: Yi,F = {a, b, c} , |V (Bi,F )| is even, and Bi,F has no perfect matching. As for the
above case, or each S ⊆ {a, b, c} let pS be the labelled generating function of all perfect
matchings of Bi,F − S. Since |V (Bi,F )| is even, any matching F ′ with F ′ ∈ Aligned(Bi,F , Yi,F )
must be of odd size and thus pS ̸= 0 is possible if and only if |S| is even. Moreover, since
Bi,F has no perfect matching we know p∅ = 0. We introduce a single new vertex w and
define Ji,F and λi,F as depicted in Case 6 of Figure 19. Now let G′

F be the graph obtained
from GF by replacing Bi,F with Ji,F . The representativeness of this case is the fact that the
new vertex w must be covered by every perfect matching of G′

F . Hence, every such perfect
matching must contain exactly one of the edges of Ji,F . Since for every x ∈ {a, b, c} we
have λi,F (wx) = p{a,b,c}\{x}, the perfect matchings of Bi,F − ({a, b, c} \ {x}) are correctly
represented by (Ji,F , λi,F ).

Case 7: Yi,F = {a, b, c} , |V (Bi,F )| is odd, and Bi,F − a has a perfect matching. In this case
for every S ⊆ {a, b, c} , let pS be the labelled generating function of all perfect matchings of
Bi,F − S. Since |V (Bi,F )| is odd, any matching F ′ with F ′ ∈ Aligned(Bi,F , Yi,F ) must be of
even size and thus pS ̸= 0 is possible if and only if |S| is odd. In particular, we have pa ̸= 0
since Bi,F − a has a perfect matching. We introduce two new vertices, v and w, and define
Ji,F and λi,F as depicted in Case 7 of Figure 19. Next let G′

F be the graph obtained from
GF by replacing Bi,F with Ji,F . Observe that every perfect matching of G′

F must cover the
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Figure 19: We assume that (G, X, p) is some labelled boundary graph and, moreover, let B =
((G, X), A, p, (B1, Y1), . . . , (Bℓ, Yℓ)) be a k-branching of (G, X, p). Let F be an extendable matching
such that every vertex of A\X is covered by an edge of F, every edge in F has an endpoint in X ∪A,
and G − X − V (F ) has a perfect matching. Let i ∈ [ℓ]. The figure shows the four matchgates for
the case where Yi \ (V (F ) ∪ X) = {a, b, c} for some branch (Bi, Yi, p) of B. In case Bi − (V (F ) ∪ X)
has an even number of vertices (Cases 5 and 6) and an odd number of vertices (Cases 7 and 8).
If |Bi − (V (F ) ∪ X)| is even we use Case 5 except in the situation where p∅ = 0, then we use Case
6 instead. Similarly, in case |Bi − (V (F ) ∪ X)| is odd, we use Case 7 except if pa = 0, then we use
Case 8 instead.

vertices v and w, for this the two cases are possible; Let M be a perfect matching of G′
F ,

then either vw ∈ M, or there exist x, y ∈ {a, b, c} such that vx, wy ∈ M. In the first case all
three vertices of {a, b, c} are matched by M with vertices outside of Ji,F , while in the second
case only the single remaining vertex of {a, b, c} \ {x, y} is matched to a vertex outside of
Ji,F . If M contains the edge aw, then M must match v within Ji,F and the only way to do so
is via the edge bv. Hence, we obtain λi,F (aw) · λi,F (bv) = pc, correctly representing the case
where exactly c is matched by M with a vertex not in Ji,F . In case av ∈ M we must have
cw ∈ M and λi,F (av) · λi,F (cw) = pb, and if bv, cw ∈ M we have λi,F (bv) · λi,F (cw) = pa.
This leaves only the case where vw ∈ M which means all three vertices a, b, and c must
be matched outside of Ji,F and thus the contribution of M ∩ E(Ji,F ) in this case is exactly
λi,F (vw) = pabc. We refer to these observations as the representativeness of (Ji,F , λi,F ) in this
case.

Case 8: Yi,F = {a, b, c} , |V (Bi,F )| is odd, and Bi,F − a has no perfect matching. As in the
previous cases, for each S ⊆ {a, b, c} let pS be the labelled generating function of all perfect
matchings of Bi,F − S Since |V (Bi,F )| is odd, any matching F ′ with F ′ ∈ Aligned(Bi,F , Yi,F )
must be of even size and thus pS ̸= 0 is possible if and only if |S| is odd. Moreover, we have
pa = 0 since Bi,F − a has no perfect matching. We introduce two new vertices, v and w, and
define Ji,F and λi,F as depicted in Case 8 of Figure 19. Let G′

F be the graph obtained from
GF by replacing Bi,F with Ji,F . We complete the introduction of the matchgates by discussing
the representativeness of (Ji,F , λi,F ) in this case. Notice that for every perfect matching M of
G′

F , the vertex v must either be matched with a or with w. In case vw ∈ M no other edge of
Ji,F can be contained in M and thus all three vertices, a, b, and c must be matched outside
of Ji,F . With λi,F (vw) = pabc this is correctly represented. Hence, we may assume av ∈ M.
This means we must either have bw or cw in M. Since λi,F (a) = 1, the total contribution of
the two edges of Ji,F in M is exactly as intended in both cases.

55



We can now employ the matchgates to produce the labelled generating functions for a boundary
graph with a k-branching, given the corresponding sign post.

Lemma 62. Let k ∈ N be some integer. Let (G, X, p) be a labelled boundary graph with
an additional set A ⊆ V (G) such that |X|, |A| ≤ k. If we are given a k-branching B =
((G, X), A, p, (B1, Y1), . . . , (Bℓ, Yℓ)) together with the sign post sp of B, then the set Gen(G,X,p)
can be computed in time |G|O(k).

Proof. Note that (G, A ∪ X, p) is also a labelled boundary graph. Let F be the collection of all
matchings F in G such that F ∈ Aligned(G, A ∪ X) and A ⊆ V (F ). Since |A ∪ X| = O(k) we have
|F| ∈ |G|O(k) and F can be found in time |G|O(k). Similarly, we can find the set Aligned(G, X).
Now every set F ∈ F can be covered by ℓ + 2 sets Fi as follows.

i) Let F1 be the set of all edges in F with at least one endpoint in X,

ii) let F2 be the set of all edges in F with at most one endpoint in ⋃
j∈[ℓ] Yj , and

iii) for every i ∈ [3, ℓ + 2] let Fi be the set of all edges in F with both endpoints in Bi−2.

It follows that for every F we have F1 ∈ Aligned(G, X) and F2 = F \ (⋃i∈[3,ℓ+2] Fi).
We now fix some F ∈ F . Let also i ∈ [ℓ]. Then |Yi \ V (F )| ≤ 3, but it is not necessary equal

to zero. Hence, there may be O(|G|3) matchings W such that Fi+2 ⊆ W and W ∈ Aligned(Bi, Yi).
For every i ∈ [ℓ] let Wi,F be the collection of all matchings W such that Fi+2 ⊆ W and W ∈
Aligned(Bi, Yi). Moreover, for every S ⊆ Yi \ V (F ) we denote by Wi,F,S the subset of Wi,F such
that for all W ∈ Wi,F,S we have Yi \ V (W ) = S and V (W ) ∩ X = V (F ) ∩ X. This means that the
members of Wi,F,S are exactly the matchings of the members of Aligned(Bi, Yi) that contain Fi+2
and expose the set S ∪ (X \ V (F )). We define

pi,F
S :=

∑
W ∈Wi,F,S

(
∏

e∈Fi+2
p(e) ̸=0

p(e))−1 · Gen(Bi,Yi,p)(W ).

Note that, since we are given the sign post of B and |Yi \ V (F )| ≤ 3, we compute all pi,F
S for all

i and S in time |V G|O(k). Moreover, pi,F
S is exactly the labelled generating function of all perfect

matchings in the labelled graph (Bi − V (F ) − X − S, p). Note that, for fixed i ∈ [ℓ] and F ∈ F ,
the pi,F

S can be used to replace the functions pS used in the construction of the matchgates and
we maintain their representativeness. We will make use of this observation to replace each (Bi, Yi)
by some matchgate in the graph G − V (F ) − X in order to produce a labelled graph of bounded
Euler-genus.

The next steps of this proof are as follows: We first formally describe the construction and
discuss its validity. Then we use Proposition 59 to produce the labelled generating function of the
resulting graph with its adjusted labeling. Finally, we show that the resulting labelled generating
functions can be used to correctly produce Gen(G,X,p)(R) for all R ∈ Aligned(G, X).
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For some fixed F ∈ F , recall according to the definition of the F -reduced branching BF :=
((GF , ∅), ∅, p, (B1,F , Y1,F ), . . . , (Bℓ,F , Yℓ,F )). Where

GF :=G − V (F ) − X,
Bi,F :=Bi − V (F ) − X for all i ∈ [ℓ], and
Yi,F :=Yi \ (V (F ) ∪ X) for all i ∈ [ℓ].

Observe that, with A ⊆ V (F ) and because of the definition of k-branchings, the graph GF admits
a drawing γF without crossings in a surface Σ (without boundary) of Euler-genus at most k, and
for every i ∈ [ℓ], the vertices of Yi,F lie on a common face of γF . Now let G′

F be obtained from GF

by replacing, for every i ∈ [ℓ], the subgraph GF [Yi,F ] with the appropriate matchgate while using
the functions pi,F

S for the functions necessarily to produce the labellings of the matchgates. Let p′

be the resulting labeling of G′
F . Note that, since none of the Yi,F is contained in some other Yj,F

by definition, and the fact that the matchgates only introduce new vertices and never delete the
vertices of Yi,F , the different Yi,F ’s do not interfere with the introduction of matchgates for other
Yj,F ’s and thus G′

F is well-defined. Moreover, as the vertices of Yi,F lie on a common face of γF

and all matchgates are planar with the vertices of Yi,F lying on the outer face, G′
F also admits a

drawing in Σ without crossings, thus has Euler-genus at most k.

Let PerfMatch(G′
F , p′) be the labelled generating function of the labelled graph (G′

F , p′). We
claim that PerfMatch(G′

F , p′) = PerfMatch(GF , p). If this holds, we may use Proposition 59 on
(G′

F , p) to produce PerfMatch(GF , p) in time Ok(|G|O(1)). For each i ∈ [ℓ] and every M ∈ M(G′
F ),

let us denote by Si,F,M the set of all vertices of Yi,F which are not covered by an edge of the
matchgate Ji,F . Recall that, by the representativeness of our matchgates, we have∏

e∈M∩E(Ji,F )
p′(e) = p

Si,F
i,F,M

.

Finally, let us denote by M− the set M \ (⋃i∈[ℓ] E(Ji,F )). Then∑
M∈M(G′

F )
p′(M) =

∑
M∈M(G′

F )

∏
e∈M

p′(e)

=
∑

M∈M(G′
F )

(
∏

e∈M−

p′(e))(
∏
i∈[ℓ]

∏
e∈M∩E(Ji,F )

p′(e))

=
∑

M∈M(G′
F )

(
∏

e∈M−

p(e))(
∏
i∈[ℓ]

∏
e∈M∩E(Ji,F )

p′(e))

=
∑

M∈M(G′
F )

(
∏

e∈M−

p(e))(
∏
i∈[ℓ]

pi,F
Si,F,M

)

=
∑

M∈M(G′
F )

(
∏

e∈M−

p(e))(
∏
i∈[ℓ]

PerfMatch(Bi,F − Si,F,M , p))

=
∑

M∈M(G′
F )

(
∏

e∈M−

p(e))(
∏
i∈[ℓ]

∑
N∈M(Bi,F −Si,F,M )

p(N))
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=
∑

M∈M(G′
F )

(
∏

e∈M−

p(e))(
∏
i∈[ℓ]

∑
N∈M(Bi,F −Si,F,M )

∏
e∈N

p(e))

=
∑

M∈M(G′
F )

(
∏

e∈M−

p(e))(
∑

N∈M(
⋃

i∈[ℓ](Bi,F −Si,F,M ))

∏
e∈N

p(e))

=
∑

M∈M(G′
F )

∑
N∈M(

⋃
i∈[ℓ](Bi,F −Si,F,M ))

(
∏

e∈M−

p(e))(
∏
e∈N

p(e))

=
∑

M∈M(GF )

∏
e∈M

p(e)

=PerfMatch(GF , p)

Now fix some R ∈ Aligned(G, X) and let FR ⊆ F be the set of all F ∈ F with R = F1. If follows
that

Gen(G,X,p)(R) = (
∏
e∈R

p(e)) · PerfMatch(G − V (R) − X, p)

= (
∏
e∈R

p(e)) ·
∑

F ∈FR

(
∏

e∈F \R

p(e)) · PerfMatch(G − V (F ) − X, p)

=
∑

F ∈FR

( ∏
e∈F

p(e)
)

· PerfMatch(G − V (F ) − X, p).

Since |FR| ∈ |G|O(k) and, as we have seen in the discussion above, PerfMatch(G−V (F )−X, p) can
be computed in time Ok(|G|O(1)) using Proposition 59 on the labelled graph (G′

F , p′), Gen(G,X,p)(R)
can be computed in time |G|O(k). This, together with the bounded size of Aligned(G, X) completes
our proof.

Merging bags. The remaining piece for our algorithm is to merge the tables of subtrees that
attach to a common boundary. For the sake of simplicity, in all algorithms above we have always
assumed that the boundaries of boundary subgraph are always distinct and never nested. As the
merging of subtrees can be performed iteratively on two subtrees, it suffices to consider the case
where we have two boundary graphs with nested boundaries. Towards this, we will prove the
following stronger version that contains the nested assumption as a special case. While being more
general, it enjoys some notational symmetry on the role of the sets X1 and X2, which makes more
easy the presentation of the proof.

X2X1

X1 ∩ X2

H1 H2

Figure 20: A visualization of Lemma 63.
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Lemma 63. Let k ∈ N be some integer. Let (H1, X1, p) and (H2, X2, p) be two labelled boundary
graphs with V (H1) ∩ V (H2) ⊆ X1 ∩ X2 and let X := X1 ∩ X2 where |X1|, |X2| ≤ k. Suppose we are
given Gen(H1,X1,p) and Gen(H2,X2,p). Then Gen(H1∪H2,X,p) can be computed in time |V (H1∪H2)|O(k).

Proof. Similarly to the arguments before, we start by computing the set Aligned(H1 ∪ H2, X) and
extract the set F of all matchings F with F ∈ Aligned(H1 ∪ H2, X) in time |V (H1 ∪ H2)|O(k).
Now fix some F ∈ F and observe that for every i ∈ [2], there might be several extendable pairs
Fi ∈ Aligned(Hi, Xi) such that F ∩ E(Hi) ⊆ Fi and X \ V (F ) ⊆ Xi \ V (Fi ∪ F ). Moreover, note
that for every such Fi we have V (Fi) \ V (F ) ⊆ V (Hi) \ V (H3−i) by the definition of X. Finally,
any extendable pair Fi ∈ Aligned(Hi, Fi) such that X \ V (F ) ⊊ Xi \ V (Fi ∪ F ) will not make
any contribution to PerfMatch(H1 ∪ H2, X, p, F ), since PerfMatch(Hi, Xi, p, Fi) counts all perfect
matchings of Hi − (Xi \ V (Fi)) and therefore includes matchings that expose vertices of Xi \ X.
(See Figure 20 for a visualization of (H1, X1, p) and (H2, X2, p).)

Thus, for each i ∈ [2] and every F ∈ F let Fi,F be the collection of all Fi such that Fi ∈
Aligned(Hi, Xi), F ∩ E(Hi) ⊆ Fi, and Xi \ V (Fi ∪ F ) = X \ V (F ). Since |Xi| ≤ k we can be sure
that |Fi,F | ∈ |V (Hi)|O(k). We define

pi,F :=
∑

Fi∈Fi,F

(
∏

e∈F ∩E(Hi)
p(e))−1 · GenHi,Xi,p(Fi).

Hence, pi,F is the labelled generating function for the perfect matchings of (Hi − (V (F ∩ E(Hi)) ∪
X), p). From this observation we obtain that

PerfMatch(H1 ∪ H2, X, p, F ) = p1,F · p2,F ·
∏
e∈F

p(e),

which can be computed in time |V (H1) ∪ V (H2)|O(k) from Gen(H1,X1,p) and Gen(H2,X2,p) and thus
our claim follows.

Proof of Theorem 8. We are given a weighted graph (G, w) as input. In the following we will be
working with the labelled graph (G, pw) instead.

Let α and γ be defined as in Theorem 44. Then by Corollary 45 we can find a tree decomposition
(T, β), where we see T as rooted on a root r ∈ V (T ). Also, adhesion at most α such that for every
d ∈ V (T ), the torso Gd of G at d has a set Ad ⊆ V (Gd) of size at most 4α for which the graph
Gd − Ad has Euler-genus at most γ in time Ot|G|3). Moreover, for every (d1, d2) ∈ E(T ) we have
|(β(d1) \ Ad1) ∩ (β(d2) \ Ad2)| ≤ 3, and if |(β(d1) \ Ad1) ∩ (β(d2) \ Ad2)| = 3 and β(d1) is larger than
4α, then (β(d1) \ Ad1) ∩ (β(d2) \ Ad2) induces a triangle in the corresponding drawing of Gd1 − Ad1

which bounds a face. Observe that |V (T )| ∈ O(|G|).
Set k = max {4α, γ} and let t ∈ V (T ) be an arbitrary leaf. If |β(t)| ≤ 4α we may use Lemma 53

to initialize the tables at t, otherwise we use Lemma 60. Now let t ∈ V (T ) be some internal vertex
such that the tables for the subtrees rooted at the children of t have already been computed. We
proceed by iteratively applying Lemma 53 and Lemma 63 as long as we deal with torsos of size at
most 4α. Then we find a k-branching B = ((H, X), At, pw, (B1, Y1), . . . , (Bℓ, Yℓ)), where the (Bi, Yi)
represent the graphs induced by the union of the bags in the subtrees rooted at the children of t
which were merged into the adhesion set Yi ⊆ β(t), and (H, X) is the boundary graph where H
is the subgraph of G induced by the union of all bags in the subtree of T rooted at t and X is
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the adhesion of β(t) to the bag of the parent node of t. In case t = r we have X = ∅. Using the
procedure from Lemma 62 allows us to correctly compute the table for B.

Hence, by induction, we are able to compute Gen(G,∅,pw) in time |G|O(α). Notice that the only
member of Gen(G,∅,pw) is exactly PerfMatch(G, w) and our proof is complete.

4.2 The complexity lower bound

In the previous section we have seen how to compute the generating function for all perfect match-
ings efficiently on a graph that excludes some shallow vortex minor. Once the generating function is
known, the number of perfect matchings can be found by evaluating the function for x = 1. Hence,
if G is a proper minor-closed class of graphs excluding some shallow vortex minor, computing the
number of perfect matchings is tractable on G. Towards completing the proof of our main result
(that is Theorem 2), it remains to prove Theorem 9, i.e., show that on any proper minor-closed
class of graphs which contains all shallow vortex minors, the problem of counting perfect matchings
remains #P-hard.

To show this we make use of a recent complexity result from [11] which was used by Curticapean
and Xia to prove that counting perfect matchings is #P-hard on K8-minor free graphs.

Proposition 64 ([11]). Counting perfect matchings is #P-hard on the class of ring blowup graphs.

The next observation follows by straightforward graph drawing arguments (see e.g., [2, Lemma
5.5]). Recall that we defined a standard cross-free drawing on a disk ∆ of the (t × s)-cylindrical
grid one where of the extremal cycles is drawn on the boundary of ∆

Lemma 65. There exists a function f : N → N such that the following holds: Suppose that γ is
the embedding of some 2-connected planar graph G on n vertices in a closed disk ∆ and let C be
the cycle of G whose drawing is the boundary of ∆. Let also γ′ be a standard cross-free drawing
on a disk of the (f(n) × f(n))-cylindrical grid G′ in a closed disk ∆′ and let C ′ be the cycle of G′

defined by the boundary of the external face of γ′. Then there is a minor model {Xv | v ∈ V (H)} of
G to G′ such that for every v ∈ V (C), Xv is a subpath of C ′. Moreover, f is a quadratic function.

It is interesting to observe that, according to Lemma 47 and Lemma 65, the class S of shallow
vortex minors is exactly the class of graphs that are minors of ring blowups.

We now have what we need for the proof of Theorem 9.

Proof of Theorem 9. From Proposition 64, it is enough to prove that the class of all ring blowup
graphs is a subset of S. In the special case where G is not a 2-connected graph, we may create a
new graph G+ by adding in G a minimum number of edges that can make it 2-connected, while
maintaining its planarity and the property of having a cross-free drawing γ+ on a disk where Q
is the set of vertices incident in its external face. Notice that the ring blowup of γ is a subgraph
of the ring blowup of γ+. This implies that we may assume that G is a 2-connected planar graph
and prove that the ring blowup Ĝ of γ of G is a minor of some, big enough, shallow vortex grid.
The 2-connectivity of G permits us to assume that the vertices that are incident with the external
face of γ are the vertices of some cycle C of G. By Lemma 65, there is a (f(n) × f(n))-cylindrical
grid G′ whose standard cross-free drawing on a disk is γ′ and, given that C ′ is the cycle defined by
the boundary of the external face of γ′, there exists some minor model {Xv | v ∈ V (H)} of G to G′
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such that for every v ∈ V (C), Xv is a subpath of C ′. It is now easy to observe that, because of this
last property, Ĝ is a minor of the ring blowup Ĝ′ of γ′. The result follows as Ĝ′ is a (f(n) × f(n))-
cylindrical grid ring blowup, which from Lemma 47 is the minor of Sg(f(n)) ∈ S (where g is the
function of Lemma 47).

5 Conclusion

Notice that, by definition, S is a minor-closed graph class. Let Q = obs(S) be its minor-obstruction
set, that is the set of all minor-minimal graphs not contained in S. We know, from Robertson
and Seymour’s theorem that Q is a finite set [46]. This set provides a “finite” version of the
characterization in Theorem 2 as follows.

Corollary 66. Let F be a finite set of graphs. #Perfect Matching(F) is polynomial-time
solvable if F contains some Q-minor free graph; otherwise it is #P-complete.

The exact identification of the finite set Q seems to be an interesting, however hard, combina-
torial problem.

As already mentioned by Curticapean and Xia in [10], it is interesting to investigate the com-
plexity dichotomies of other families of counting problems in the realm of minor-closed graph classes.
Such a framework is the one of Holant problems: #Perfect Matching is a typical example of
this family of problems [4, 5].

Another direction on the study of #Perfect Matching is to look for classes of bipartite
graphs, ordered by the matching-minor relation. The most general result in this direction is the
one of McCuaig, Robertson, Seymour, and Thomas [34, 38], implying that such an algorithm ex-
ists for Pfaffian bipartite graphs, that, according to Little [30] are exactly the graphs excluding
K3,3 as a matching minor. Moreover, the number of perfect matchings can be found efficiently
on bipartite graphs excluding a planar bipartite matching minor [19]. This induces an alterna-
tive line of research, asking for more general matching-minor-closed bipartite graph classes where
#Perfect Matching is polynomially solvable. This line of research may be of particular impor-
tance as the complexity of the permanent is directly linked to the complexity of counting perfect
matchings on bipartite graphs.
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