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Model-Checking for First-Order Logic with Disjoint Paths
Predicates in Proper Minor-Closed Graph Classes'

Petr A. Golovach? Giannos Stamoulis® Dimitrios M. Thilikos®

Abstract

The disjoint paths logic, FOL4DP, is an extension of First-Order Logic (FOL) with the extra
atomic predicate dpy(z1,y1,...,%k, Yk), expressing the existence of internally vertex-disjoint
paths between z; and y;, for ¢ € {1,...,k}. This logic can express a wide variety of problems
that escape the expressibility potential of FOL. We prove that for every proper minor-closed
graph class, model-checking for FOL4+DP can be done in quadratic time. We also introduce an
extension of FOL+DP, namely the scattered disjoint paths logic, FOL+SDP, where we further
consider the atomic predicate s-sdpy(z1,y1, ..., Tk, Yx), demanding that the disjoint paths are
within distance bigger than some fixed value s. Using the same technique we prove that model-
checking for FOL4+SDP can be done in quadratic time on classes of graphs with bounded Euler
genus.

Keywords: Algorithmic meta-theorems, Model-checking, First-order logic, Disjoint paths, Had-
wiger number, Graph minors, Irrelevant vertex technique.
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1 Introduction

Logic plays a fundamental role in algorithmic research. It provides a universal language for for-
mally describing computational problems and is important for the investigation of their computa-
tional complexity. In many cases, the accumulation of knowledge on algorithm design revealed that
several algorithmic techniques have conceptual similarities that result from some common logical
description of the problems where they apply. These similarities become effective when the inputs
of the corresponding problems have certain structural characteristics. In some cases, this empir-
ical evidence has been materialized in the so called Algorithmic Meta-Theorems (AMTs), a term
introduced by Martin Grohe in [110]. Such theorems typically provide two types of conditions, a
logical one and a combinatorial one, such that every problem that is expressible by the logical con-
dition can be solved efficiently when its inputs are restricted by the combinatorial condition. The
importance of AMTs resides to the fact that they are able to unify wide families of computational
problems (and also the algorithmic solutions for them) under a single model-theoretic/combinatorial
framework (see [110,112,154]).

1.1 AMTs for MSOL and FOL

Probably, the most prototypical AMT is known as Courcelle’s Theorem proved in [52] (see also |9,38]
and [68]), asserting that every problem on graphs that is expressible by a sentence ¢ in Monadic
Second Order Logic (MSOL) can be solved in time! O, x(n), when restricted to graphs of treewith
at most k. Clearly, when ¢ and k are fixed, this readily implies a linear-time algorithm. However,
we prefer to display the dependencies on ¢ and k, under the O, ) notation, so as to make clear
that this theorem provides a linear-time parameterized? algorithm, for every problem expressible in
MSOL, when it is parameterized by treewidth.

Clearly, the logical /combinatorial compromise of Courcelle’s theorem is not the only possible
one. In fact, each AMT constitutes a different compromise between the logical and the combinatorial
condition and a considerable amount of research in the theory of algorithms has been dedicated to the
conception of alternative such compromises. Also, for particular logics, research has been dedicated
to the identification of their combinatorial horizon, i.e., the most general combinatorial conditions
that can accompany them in an AMT. For instance, for MSOL, the meta-algorithmic horizon is,
under certain assumptions, delimited by the graph classes of bounded treewidth (see [21,94,157]).

Meta-algorithmics of FOL. Given that the meta-algorithmic limits of MSOL are fairly well un-
derstood, research on AMTs has been largely oriented to the meta-algorithmics of First-Order Logic
(FOL). The two most powerful results in this direction concern two different types of combinatorial
conditions. The first was given by Grohe, Kreutzer, and Siebertz in [113] and is the graph class
property of being nowhere dense. The second was given by Bonnet, Kim, Thomassé, and Watrigant
in [34] and is the graph class property of having bounded twin-width. We should stress here that
the notion of being nowhere dense originates from a long line of research on graph sparsity, initiated
by Nesetfil and Ossona de Mendez in [178] (see also [69,155,156,179,180,190]). On the other side,
twin-width is a recently introduced graph parameter, defined in terms of sequences of vertex iden-
tifications (see [10,17,26,28-36,67,93,95,122,128,153,187,191,192,201] for a sample of the vibrant

Let t = (x1,...,2;) € Nl and f,g: N — N. We adopt the notation f(n) = O¢(g(n)) in order to denote that there
exists a computable function £ : N' — N such that f(n) = O(£(t) - g(n)).

2More generally, we say that a computational problem, parameterized by k, is FPT (Fixed Parameter Tractable)
when it admits an algorithm running in O,(n°®) time. We assume that the reader is familiar with the basic concepts
of parameterized algorithms and parameterized complexity classes — see [55,80, 185].



current research on the algorithmic and combinatorial properties of twin-width). Seminal results
on the above two combinatorial conditions indicate that, under certain assumptions, they approach
the combinatorial horizon of FOL (see [69] for nowhere density and [31] for bounded twin-width).
Research on the meta-algorithmics of FOL is nowadays quite active and has moved to several direc-
tions such as the study of FOL-interpretability [27,92,181-183,188] or the enhancement of FOL with
counting /numerical predicates [68,114, 158, 159] (see also [72,109,115,207] for other extensions).

AMTs between FOL and MSOL. A challenging direction is the introduction of new logics whose
expressive power is between FOL and MSOL that can lead to AMTs under combinatorial conditions
that are less general than those applicable for FOL and more general than those applicable for MSOL.
Two approaches that have been initiated in this direction are the following. The first direction is
the introduction of compound logics that can express problems whose description combines both
FOL and MSOL queries. Such a compound logic has been recently introduced in [81] and yielded
AMTs that are applicable on a wide family of graph modification problems. The second direction
is the extension of FOL with additional predicates that are not expressible in FOL. An important
step in this direction was the introduction of the separator logic FOL+conn. This extension of FOL
was introduced independently by Schirrmacher, Siebertz, and Vigny in [202] and by Bojanczyk
in [22| (under the name separator logic), who considered, for every k > 1, the general predicate
conng(x,y,z1, ..., 2x), that evaluates to true on a graph G if (the valuations of) x and y are joined
in G by a path that avoids (the valuations) of the variables {zi,...,zx}. According to the recent
meta-algorithmic results of Pilipczuk, Schirrmacher, Siebertz, Toruriczyk, and Vigny in [189], every
problem on graphs that is expressible by some formula ¢ € FOL4conn can be solved in time
O|y).-(n*), where r = hj(G) is the Hajos number® of G. Notice that this AMT implies the existence
of parameterized algorithms on graph classes with bounded Hajos number for problems whose
definition uses connectivity queries and therefore are not expressible in FOL. The most indicative
example of a (meta-) problem displaying the expressibility power of FOL+conn is ELIMINATION
DISTANCE TO ¢, asking whether the elimination distance of a graph G from some model of ¢ € FOL
is at most k. This problem is W[2]-hard (when parameterized by k) even for simple instantiations of
¢ [85], however, it admits a time (’)|¢|3k7r(n3) algorithm when restricted to graph classes with Hajos
number at most r, because of the results in [189]. For more examples of the expressibility power
of FOL+conn, see [202]. Also, in [189] it was proved that the tractability horizon of FOL+conn is,
under certain assumptions, delimited by graph classes of bounded Hajés number.

1.2 AMTs for FOL+DP and extensions

As a next step towards a more expressive logic, Schirrmacher, Siebertz, and Vigny [202]| defined
the, more expressive, disjoint-paths logic FOL+DP by adding, for every k, the atomic predicates
dpk (X1, Y1, - - -, Xk, Yk ) that evaluate to true if there are internally vertex-disjoint paths between (the
valuations of ) x; and y;, for all i € {1,...,k}. In the same paper they defined* the logical hierarchy
FOL+dpg that uses predicates for at most k disjoint paths and proved that these fragments of
FOL+DP define a strict descriptive complexity hierarchy.

The challenging open question is whether an AMT exists for this logic, under some suitable
combinatorial restriction that is more general than the one of having bounded treewidth (that is
where Courcelle’s theorem is applicable).

3The Hajés number is the maximum h for which G' contains a subivision of K} as a subgraph.

“In the definition of FOL4+DP we insist that the paths are disjoint while in [202] paths are required to be internally
disjoint (certainly, these two variants define equivalent formulas). We insist on the “complete disjointness” as this
permits us to see FOL4+DP as a special case of the more general FOL+SDP that we introduce in this paper.



Our results. Given a graph G, we define the Hadwiger number of G, denoted by hw(G), as the
maximum 7 for which G contains K, as a minor.> Our main result is the following AMT.

Theorem 1. Fvery problem on graphs that is expressible by some formula ¢ in FOL+DP can be
solved by an algorithm running in time (’)|¥,|7r(n2), where r is the Hadwiger number of G.

Some indicative (meta) problems whose standard parameterizations (i.e., those defined by the
parameter k in their inputs) are automatically classified in FPT because of Theorem 1 are Mi-
NOR CONTAINMENT, TOPOLOGICAL MINOR CONTAINMENT, CYCLABILITY, UNORDERED LINKA-
BILITY, ORDERED LINKABILITY, F-MINOR-DELETION, F-TOPOLOGICAL MINOR-DELETION, F-
CONTRACTION DELETION (for bounded genus graphs), ANNOTATED F-=-DELETION, SUBSET -
<-DELETION, ¢-DELETION, (¢o-AMALGAMATION, L-p-REPLACEMENT, - ELIMINATION DISTANCE,
©-RECONFIGURATION. For the definitions, the complexity, and the FOL+DP-expressibility of all
these problems we refer the reader to Appendix A.

Our next step towards a more expressive logic, is to extend FOL4+DP by considering, for every
k > 1, a more general form of predicate s-dpg(x1,y1,...,Xg,Yx) where we now demand that the
disjoint paths in question are pairwise s-scattered, i.e., there are no two vertices of two distinct paths
that are within distance at most s. We call the new logic FOL+SDP. As 0-dpg (X1, Y1, .-, Xk, Yk) =
dpi(X1,Y1, - -, Xk, Y& ), we readily have that FOL+SDP is an extension of FOL4+DP. Our second result
is the following AMT.

Theorem 2. Every problem on graphs that is expressible by some formula ¢ in FOL4+SDP can be
solved by an algorithm running in time O|¢|,k(n2), where k is the Fuler genus of G.

Some indicative problems whose standard parameterizations are automatically classified in
FPT because of Theorem 2 are INDUCED MINOR, INDUCED TOPOLOGICAL MINOR CONTAIN-
MENT, CONTRACTION CONTAINMENT, INDUCED UNORDERED LINKABILITY, INDUCED ORDERED
LINKABILITY, F-INDUCED MINOR DELETION, F-INDUCED TOPOLOGICAL MINOR DELETION,
©-DELETION, (-AMALGAMATION, L-p-REPLACEMENT, ¢-ELIMINATION DISTANCE, ¢-RECONFI-
GURATION. For the definitions, the complexity, and the FOL+SDP-expressibility of all these prob-
lems we refer the reader to Appendix A.

1.3 The irrelevant vertex technique

In Volume XIII of their Graphs Minors series, Robertson and Seymour introduced the celebrated
irrelevant vertex technique in order design a time Oy (n?) algorithm for the following problem [194].

DisJOINT PATHS
Input: a graph G and pairs (s1,t1), ..., (sk, tx) of vertices of G.
Question: Are there pairwise vertex-disjoint paths between s; and ¢;, for i € {1,...,k}?

Notice that the description of the above problem does not fit in FOL. It demands the existence
of k pairwise disjoint sets of vertices each inducing a connected graph containing the terminals s;
and t;. While connectivity is expressible in MSOL it is known that it cannot be expressed in FOL
(see e.g., |70,165]).

The general idea behind the irrelevant vertex technique is that if some part of the input graph
is “sufficiently insulated” from the rest of the graph, then it may be irrelevant in the sense that the

SGiven two graphs G and H, H is a minor of G if G contains a contraction of H as a subgraph.



solution can be ‘reconfigured” away from it. When this idea applies, then this irrelevant part can
be safely deleted and produce an equivalent, and simpler, instance of the problem.

The original application of the irrelevant vertex technique for the DISJOINT PATHS problem
have had two phases:

e 1st phase: when the input graph G contains a big (as a function of k) clique minor
e 2nd phase: when GG minor-excludes a clique, that is G has small Hadwiger number.

Theorem 1 and Theorem 2 deal with the applicability of the 2nd phase. We next give a brief
outline of how this phase was applied for the DISJOINT PATHS problem and, in particular, in the
“non-trivial” situation where G has “big” treewidth. To deal with this situation, Robertson and
Seymour proved in [194] the so called Flat Wall Theorem, asserting that if a graph has small
Hadwiger number and big treewidth, then after the removal from G of “few” vertices, called apex
vertices, the resulting graph contains a big wall that is “flat”. Intuitively, by the term “flat wall” we
refer to a wall W whose perimeter P contains a separator S of G where the inner part of the wall
is inside one of the connected components C' of G \ V(S) and where no two disjoint (s;, ¢;)-paths,
i € {1,2}, exist in the graph G[V(P) UV (C)], called the compass of W, where s1, s2,t1, and ty
are vertices of S, appearing in this ordering in P. This flatness property implies that every set of
homocentric cycles around the central part of the wall can act as a system of separators “insulating”
the two central vertices of W from the part of the graph that lies outside the compass of the wall.
With this structural result at hand, Robertson and Seymour proved that every set of k disjoint
paths that may certify a yes-instance of the DISJOINT PATHS problem can be rerouted away from
its central vertices, that is it they be declared irrelevant and be safely discarded from G. The proof
of this rerouting argument is quite technical and was given in Volumes XXI and XXII of the Graph
Minors series (this result is now known as the Unique Linkage Theorem — see [2,101,103,148,172] for
later proofs and improvements). Moreover, Kawarabayashi, Kobayashi, and Reed proved in [140]
that the flat wall W (and therefore its central vertices as well) can be found in linear time. Given
now that a simpler equivalent instance of the DISJOINT PATHS problem is found, we may repeat the
above procedure a linear number of times until the treewidth is “small” so that the problem can be
solved by a dynamic programming algorithm (which exists because of Courcelle’s theorem). This,
taken into account the improvement of [140], takes a total of O (n?) time.

The potential of irrelevant vertex technique. To adapt the above arguments for other prob-
lems has been a challenging enterprise for graph algorithm designers during the last 20 years. For a
indicative (while not exhaustive) list of papers that made use of this technique, see [1,14,49,81,82,
84,87,89,90,100,101,111,119,127,130, 133-136, 138, 142-146, 150, 167,171, 197-200, 204]. Typically,
for each problem, the challenge is to give an algorithm that is able to detect, in polynomial time,
some vertex that can be declared irrelevant and then prove that this vertex is indeed irrelevant in
the sense that discarding it from the input graph creates an equivalent instance. In some cases,
apart from declaring a vertex irrelevant, “annotated versions” of problems have been considered and
vertices may also be declared annotation-irrelevant in the sense that they can be safely excluded
from the set of annotated vertices. This extended concept of irrelevancy was used in [99] for the Cy-
CLABILITY problem and in [101] for the F-TOPOLOGICAL MINOR-DELETION problem (see also the
meta-algorithmic results in [81,82,84]). In our proof of Theorem 1 and Theorem 2 we largely make
use of the annotation technology. In fact we consider an annotated set for the variables quantified
in the FOL4+DP formula.

Most of the problems that are amenable to the application of the irrelevant vertex technique
have a common denominator: they are not FOL-expressible and they deal with graph classes with



unbounded treewidth, that go beyond the combinatorial applicability of MSOL. Thus, they escape
the logical /combinatorial conditions of the known meta-algorithmic technology of FOL and MSOL.

The proof of Theorem 1 and Theorem 2 is abstracting the irrelevant vertex technology of all
the aforementioned problems into two AMTs. Theorem 1 (resp. Theorem 2) essentially indicates
that, for graphs of bounded Hadwiger number (Euler genus), the descriptive potential of the Dis-
JOINT (INDUCED) PATHS problem can be “embedded” inside FOL in the form of the predicates

dpk(XIaYL o 7Xk7Yk) (S‘dpk<X17YI’ cee 7Xk>Yk))-

What to do with a clique. Clearly Theorem 1 and Theorem 2 concern the 2nd phase of the
irrelevant vertex technique where the Hadwiger number is bounded. At this point we wish to mention
that the applicability of the 1st phase, concerning the question “what to do with a clique”, may
vary depending on the problem in question. We distinguish three main categories of parameterized
problems.

A. The first category contains standard parameterizations of problems, such as MINOR CONTAIN-
MENT, F-MINOR AMALGAMATION, F-MINOR DELETION, or F-MINOR LOCAL REPLACE-
MENT, where Theorem 1 applies and, moreover, big enough Hadwiger number immediately
certifies a yes- or a no-instance. Given that checking whether a clique K. is a minor of a graph
can be done in time O,.(n?) [140], for such problems, just FO+DP-expressibility is enough for
implying that a problem is FPT, even in general graphs.

B. The second category of parameterized problems contains those where the 1st phase is non-
applicable in general, in the sense that they are already intractable. For instance, the standard
parameterization of CYCLABILITY or SUBSET LINKABILITY, where Theorem 1 applies, is
co-W[1]-hard and problems, where Theorem 2 applies, such as INDUCED DISJOINT PATHS,
CONTRACTION CONTAINMENT, and INDUCED MINOR CONTAINMENT are NP-complete even
for fixed values of the parameter (see [137], [44,163,164], and |76, 162] respectively).

C. The third category concerns standard parameterizations of problems, such as DISJOINT PATHS
[194], TOPOLOGICAL MINOR CONTAINMENT [111] , F-TOPOLOGICAL MINOR DELETION [87],
F-TM ELIMINATION DISTANCE [5], and F-TM-TREEWIDTH [5]|, where extra algorithmic
machinery is employed for dealing with the 1st phase (typically related with the recursive
understanding technique [48,50,111,170]). To our knowledge, there is no general treatment of
the 1st phase, further than the results of [5,87,111,194]. To investigate the meta-algorithmic
conditions that may unify them, even for some combinatorial condition that is more general
that having bounded Hadwiger number, is an interesting open challenge.

For more on the classification of the problems that are treated by Theorem 1 and Theorem 2
according to the above three categories, see Appendix A.

Organization of the paper. In Section 2, we provide an overview of our proof. In Section 3,
we provide some basic definitions that will be used throughout the paper. In Section 4, we present
a way to translate model-checking to (recursive) folio containment. Then, in Section 5, we give
some additional definitions and results for dealing with collections of paths inside (partially planar)
graphs. In Section 6, we present a trick to transform a disjoint paths query to one that can
deal with the presence of some apez vertices that can “spoil” flatness and in Section 7 we present
the combinatorial result that supports the correctness of the main subroutine of the algorithm
of Theorem 1 and Theorem 2. Next, in Section 8, we present the proof of Theorem 1 and in Section 9
we present the proof of Theorem 2. We conclude the paper with Section 10. In Appendix A we



present a list of problems expressible in FOL4+DP and in FOL4+SDP and in Appendix B we present
the flat wall framework that we use in this paper, which was introduced in [198]. Appendix C
contains missing complexity proofs of problems mentioned in Section 10 and Appendix A.

2 Overview of the proof

In this section we summarize the main ideas involved in the proof of Theorem 1 and Theorem 2. We
describe our approach for graphs. However, our results are proven for colored graphs (i.e., graphs
equipped with a sequence of subsets of their vertex set).

2.1 General scheme of the algorithm

For our algorithms we follow the typical motif of the irrelevant vertex technique: if the treewidth
of the input graph G is upper-bounded by an appropriately chosen function, depending only on
the sentence ¢ € FOL4+DP and hw(G), then because of Courcelle’s Theorem [52-54] we can check
whether G satisfies ¢ in linear time, using the fact that FOL+DP is a fragment of MSOL (see Sub-
section 3.3). Otherwise, if the treewidth is “large enough”, we identify an irrelevant vertex in linear
time, that is a vertex whose removal does not affect satisfiability of ¢. This highly non-trivial
procedure of finding an irrelevant vertex is our main goal and, in what follows, we describe in an
intuitive level the main ingredients of this approach.

Irrelevant vertices for model-checking. Applying the irrelevant vertex technique in a model-
checking setting demands the restriction of the part of the graph that is used to interpret variables
and predicates of the sentence. To show that a vertex is irrelevant, one has to prove that whether the
given sentence is satisfied or not does not depend on the presence of this vertex inside the graph.
The “building blocks” of our sentences are either first-order variables (quantified by universal or
existential quantifiers), or interpretations of relation symbols of the given vocabulary (in our case,
these are edges and colors in the vertices), or disjoint-path predicates between some of the already
quantified first-order variables. Towards building an irrelevant vertex argument, an essential step is
to reduce the scope of the quantification of the variables, while preserving the satisfiability status
of the sentence. The fact that a vertex can be discarded from the scope of a quantifier, permits
to declare it annotation-irrelevant with respect to this quantifier. Moreover, even if some vertex
is annotation-irrelevant with respect to all quantifiers, this vertex could still be important for the
existence (or not) of disjoint paths between vertices (that are picked inside the annotation). Such
a vertex can be removed from the graph, therefore be declared problem-irrelevant, only if we can
guarantee that disjoint paths can be safely rerouted away from it. The pursue of such a problem-
irrelevant vertex is executed inside a “big enough” bidimensional area of vertices that are annotation-
irrelevant for all quantifiers. While this does not deviate from the “typical” rerouting arguments of
the irrelevant vertex technique, dealing with the restriction of the annotation is the most demanding
part. In the rest of this section, we aim to demonstrate a way to tackle this problem.

2.2 Translating model-checking to (recursive) folio containment

Our main tool in order to create equivalent (annotated) instances is to express model-checking in
graph-theoretic terms. Throughout this section, we assume that all sentences are given in prenex-
normal form, ie., ¢ = Q1x1... Q%Y (X1,...,%), where Q1,...,Q, € {V,3}, x1,...,%, are first-
order variables, and ¥ (x1,...,%,) is a quantifier-free formula with xq,...,x, as free variables.



Assigning annotated graphs to rooted trees. Our first step (Section 4) is to interpret the
satisfaction of a sentence ¢ from a graph in terms of the existence of a subtree inside a tree where the
graph is embedded, such that the bifurcations of this subtree correspond to the quantifiers of ¢ and
the vertices collected in each root-to-leaf path evaluate to true the quantifer-free “tail” of ¢. These
trees, known as game trees, appear with different names in the literature, like evaluation trees [91]
or morphism trees |34] (see also [108]). These trees follow the recursive structure of a set sig" (G, R).
This set, called signature of (G, R), is defined as the recursive collection of the different types of
tuples vy,...,v; i < 7 of vertices of R (see the definition in Subsection 4.1). We can construct a
rooted tree (T ty) following the recursive structure (of depth r) of this set and this naturally gives a
mapping of each node of the tree to the vertex of G of a particular type (when considering the tuple
of all ancestors of it). We call this mapping an assignement of (G, R) to (T, tp). Intuitively, every
root-to-leaf path is mapped to a tuple of (possibly repeating) vertices vy, ..., v,, where v; € R, for
every i € {1,...,r} (see Figure 1). Also, we define a ¢-spanning subtree of a rooted tree to be
the (sub)tree 7" with the same root that is obtained following the quantifiers of ¢, i.e., if Q; = 3,
then every node of T" of depth 7 has only one child in 7”, while if Q; = V, every node of T" of
depth ¢ bifurcates (in 7”) to all its children in T' (see Figure 1 for an example). In this setting,
an (annotated) formula ¢ = Q1x; € R... Q% € R ¥(x1,...,%,) is satisfied from a tuple (G, R) iff
there is an assignment of (G, R) to a rooted tree and a ¢-spanning subtree of this tree such that
for every root-to-leaf path of the ¢-spanning subtree, the formula ¢ is satisfied when interpreting
its free variables as the vertices collected in this path (Observation 2).

Patterns and pattern-coloring. A crucial observation that is central to our approach is the
following: for every quantifier-free formula ¥ (xi,...,x,) € FOL+DP, given a graph G and a tuple
of vertices (v1,...,v,) of G, the question whether ¢ is satisfied when xi,...,x, are interpreted as
v1,. .., 0, boils down to checking whether edges and/or disjoint paths between particular pairs from
v1,..., 0, (indicated by the atomic formulas of 1)) are present in G. For this reason, we define the
pattern of a boundaried graph (G, v1,...,v,) to be an encoding of the edges and the disjoint paths
between all pairs in v1,...,v, in G. Note that, knowing the pattern of a boundaried graph, we can
determine which quantifier-free formulas in FOL+DP are evaluated to true in this graph and which
do not. Therefore, when considering a graph assigned in a rooted tree, we can “color” each leaf of
the tree by the pattern of the corresponding boundaried graph (G, v1,...,v,), where vy, ..., v, are
the vertices collected in the corresponding root-to-leaf path. This, we call the pattern-coloring of
the leafs. Also, we introduce encoding in terms of patterns for formulas, i.e., we define the pattern
of every clause of a quantifier-free formula, that encodes the presence (or not) of predicates or their
nagation. This allows to restate Observation 2 and formulate model-chacking as the search of a
p-spanning tree with particular colors in its leafs, inside a leaf-colored tree (to which the annotated
graph is assigned) where colors are given by the pattern-coloring (Observation 6). See Figure 1.

Same (recursive) patterns imply satisfaction of the same formulas. Our intuition is that
for every graph G, the information encoded by the patterns, organised in a recursive tree structure as
described above, is sufficient to evaluate every sentence in FOL+DP of a given number of quantifiers.
In Subsection 4.4, we formalize this intuition by defining equivalence of leaf-colored trees and proving
that two annotated graphs (G, R), (G', R) that have the same recursive patterns for depth r (i.e.,
sig’ (G, R) = sig’ (G', R')) satisfy the same sentences in FOL4+DP (Lemma 2). The proof of Lemma 2
is an induction on the numbers of quantifiers of a sentence.

We use Lemma 2 in the course of the proof of Theorem 3 in the following way: As long as we can
find aset R" C V(G) such that R' C R and (G, R) and (G, R’) have the same signature, we can safely
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Figure 1: An example of an assignment of an annotated graph (G, R) (depicted on the upper left
part of the figure) to a rooted tree (7',%p) (in the center of the figure). We use colors for each
vertex of G in order to distinguish them, without using indices and we use colors in the nodes of
T to show where each vertex of G is mapped to. The small graphs below each leaf of T" encode
the pattern-coloring, i.e., are the (boundaried) graphs induced by the vertices collected in each
root-to-leaf path of T and the linear orderings of their vertex sets (from left to right) follow the
ordering of the corresponding path. Vertices that are picked twice in the same path are drawn inside
a same-colored bag (respecting the ordering). The subtree 7" is a @-spanning subtree of (T tg) for
the FOL-sentence ¢ = Ix; € R Vxg € R Ix3 € R (x; = x2 V E(x2,x3)), that certifies that (G, R) | .

reduce the former instance to the latter and report progress. Finding the set R’ is not straightforward
and in the next subsection we explain how to deal with this situation. Moreover, in our reduction,
we will find a bidimensional annotation-irrelevant area and return a problem-irrelevant vertex v,
i.e., a vertex v such that (G, R) and (G'\ v, R') are also equivalent. Finally, we reduce to an instance
(G', R') with the same r-signature as the input graph (i.e., sig"(G,V(G)) = sig'(G', R'), where
the treewidth of G’ depends only on r and the minor we exclude. Then, following the tree-like
assignment given by the signature, we can evaluate any FOL+DP sentence of quantifier rank at
most 7. This latter is done by applying Courcelle’s theorem.

2.3 Combinatorial trick to compute folios

Our main difficulty is to compute recursive folios of the given annotated graph and obtain a different
annotation that gives the same recursive patterns. To tackle this, we need some further tools to
handle disjoint paths. From a high-level point of view, our approach considers expressing “partial”
patterns inside a bounded treewidth part of the given graph. Using Courcelle’s Theorem, we can
compute partial patterns and the boundary (tuples of) vertices that give rise to these patterns.

Flat walls with bounded treewidth compasses. In the introduction, we already sketched a
definition of flat walls, originating in the work of Robertson and Seymour [194]. An alternative
intuition for a flat wall is to see it as a structure made up of (not necessarily planar) pieces, called
flaps, that are glued together with boundaries of size at most three, in a way that follows the
bidimensional structure of a wall. In this article, we use the framework recently introduced in [198]
that provides a more accurate view on some previously defined notions on flat walls, particularly
in [147] (see Appendix B for formal definitions). In the course of our main algorithm, we use a
variant of the Flat Wall Theorem proved in [147,198] (see Proposition 9) that provides a guarantee
that the compass of the flat wall has bounded treewidth. This permits us, because of Courcelle’s
Theorem, to answer in linear time MSOL-queries inside the compass.



In fact, for our arguments, instead of working with a flat wall, we work with a flat railed annulus
(contained inside the flat wall). This is a structure similar to a flat wall, whose “underlying”
structure is not a wall but a sequence of nested cycles transversed by some disjoint paths, called
rails. See Figure 2.

Z "
p =\
===
W = N\
/ Myt 22==SSSNN

Wt e

R o
I i)
\NSs===

Figure 2: An illustration of a (flat) railed annulus and a linkage (depicted in red) that is combed
through some prescribed vertices of the railed annulus (depicted in orange).

Routing linkages through railed annuli. Recall that, the pattern of a boundaried graph
(G,v1,...,v,.), apart from the edges between vy, ..., v,, also encodes the existence or not of disjoint
paths between pairs of the boundary vertices v1,...,v,.. We are interested in the ways such a
pattern may cross a cycle C' of the railed annulus. To define a notion of “partial” pattern (i.e., the
one “cropped” by a “central-enough” cycle C'), we have to deal with the possibe ways that vy,..., v,
can be connected through disjoint paths crossing C' and this can be seen as a question about the
variety of linkages, i.e., collections of disjoint paths, that can be routed between boundary vertices
and the way they may cross C'. Clearly, a linkage may transverse C' in a quite entagled way, so that
the partial pattern of (G,v1,...,v,) cropped by C' may have an unbounded number of additional
boundary vertices on C. In order to deal with this situation, we make use of a special result for
handling linkages, that is the Linkage Combing Lemma (Proposition 2) proved in [103]| (which has
appeared before in [101]). This result is applied on partially annulus-embedded graphs, i.e., graphs
that contain some subgraph K that is embedded in an annulus A and A separates the two other
parts of the graph obtained after removing the vertices inside A. The Linkage Combing Lemma
intuitively says that in the presence of an annulus-embedded railed annulus A inside a partially
annulus-embedded graph G, every linkage L of G whose terminals are outside the annulus can be
“combed”] i.e., it can be routed throught the cycle C' of A in a predefined number of vertices. This
allows us to represent every linkage encoded in the partial pattern by a “combed” linkage with a
few predefined additional terminals on C'.

Applicability of the Linkage Combing Lemma. To encode the recursive patterns of a graph,
we have to keep the pattern of the graph for every choice of the boundary tuple. Therefore, for
each tuple of vertices, we have to encode all linkages between pairs of vertices in the tuple. The



trace of each tuple indicates which (sub)annulus of the flat railed annulus remains “terminal-free”
(see Figure 2). This railed annulus is flat but we can consider its leveling (see Subsection B.7),
that is a planar representation of it, obtained by contracting the interior of the flaps to single
vertices. We observe that for every linkage whose terminals are outside the compass of the flat
railed annulus, there is an equivalent linkage in the graph obtained after replacing the flat railed
annulus with its leveling (see Lemma 12). Therefore, the question for linkages between pairs of
boundary vertices can be translated to an equivalent one in the partially annulus-embedded graph
obtained after considering the leveling (this graph is different for every different trace). This allows
for the application of the Linkage Combing Lemma.

Partial patterns. Using the Linkage Combing Lemma we can assume that, for each tuple of
vertices, every linkage between these vertices has an appropriate part of the initial (flat) railed
annulus where it is combed. This implies that the pattern of a boundaried graph can be “separated”
to two parts, the one on the “inner” part and one on the “outer” part of the annulus corresponding
to the trace of the boundary tuple. Therefore, we can encode partial patterns by considering
boundaried graphs whose boundary vertices are the vertices of the rails where we comb the linkages
and some vertices that are on the “inner side” of this annulus. Vertices can also be on the “outer side”
of this annulus and thus we have to suitably encode their absence from the tuple (see Subsection 7.3).

Dealing with apices. Having sketched how to route linkages (that correspond to disjoint path
queries of FOL+DP) in flat walls, it remains to discuss how the presence of apices, that are few
vertices that can have neighbors inside the wall in a completely uncontrolled way. The high-level
idea here is to define a way to syntactically interpret these (few) apices by adding some extra colors
in the structure for the neighborood of each apex vertex, remove the edges between apices and the
rest of the graph and translate a disjoint path query in the original graph to some disjoint path
queries in the new colored graph, encoding possible ways that the original paths could enter/exit
the apex set. This idea originates in [79] for FOL (without annotation) and an analogous version it
was given in [81].

Apex-projections of sentences. To define this translation, we first need to define the “projec-
tion” of a sentence with respect to an apex-tuple a (see Subsection 6.1). In fact, first we define
the “projection” of the graph G with respect to an apex-tuple a, by removing all edges between
the vertices in a and the rest of the vertices of the graph and “coloring” the neighborhood of each
a € a by a specific color. This transformation of the graph allows us to “isolate” the apex-tuple
and encode its adjacencies with the rest of the graph using colors. In terms of sentences, we define
the apez-projection ' of a sentence ¢ € FOL4DP, where | = |a|, as a sentence that uses these new
colors in order to interpret the original sentence ¢ in the “projected” graph. We stress that the
apex-projected sentence ¢! has larger quantifier rank, i.e., we quantify more variables, since one has
to guess which (colored) vertices are the entry and exit points of the paths using vertices in the
apex-tuple (see Observation 9).

Partial signatures. The next step is to build “meta-collections” of partial patterns. For this,
in Subsection 7.4, we define the notion of partial signatures. This is a recursive definition, that in
the base case is the pattern of a boundaried graph (whose boundary is a tuple of vertices together
with the “combing-points” of the railed annulus corresponding to the trace of the given tuple) and
every recursive step asks for all possible partial signatures that can be obtained after fixing another
(boundary) vertex (inside the annotated set) or its absence. Intuitively, given an annotated graph
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(G, R) that contains a sufficiently big flat railed annulus, the partial signature of G encodes the
recursive collection of (partial) patterns in the “inner” part of the railed annulus.

Exchangability of graphs with the same partial signature. After defining partial signa-
tures, we prove that in the presence of a railed annulus flatness pair inside an (annotated) graph
(H, R), two (annotated) graphs (G, R), (G', R') that yield the same partial signature when “glued
in the inner part” of (H, R), have the same (global) signature when we additionally glue another
(annotated) colored graph (F, R*) in the outer part of (H, R) (see Lemma 5). The main idea of the
proof of Lemma 5 is to show that equivalence of partial signatures implies equivalence of (global)
signatures. Here, we have to demand equality of partial signatures of “larger depth” than the one
that we aim for, in order to be able to deal with the extra quantifiers obtained after apex-projecting
the quantifier-free formulas given by the pattern. This translation (to the apex-projection) is essen-
tial, in order to obtain a flat structure (without edges to the apiecs) where our rerouting arguments
for the linkages can work. In particular, proving equivalency of signatures boils down to formalizing
all arguments mentioned in the above paragraph that use the Linkage Combing Lemma, using a
double inductive argument, in order to deal with the recursive nature of the definitions. The main
importance of Lemma 5 is that it guarantees exchangeability (in terms of signatures) of graphs
with the same partial signature and allows to shift our pursue of graphs of same signature to pursue
of graphs of same partial signature.

Computing representatives. Since the partial signature of an annotated graph depends only
on adjacency and linkage questions inside the “inner” part of a given flat railed annulus of the
given graph, we can express the partial signature of the annotated graph in MSOL. Also, as we
mentioned before, we can ask the part of the graph, where we want to compute partial signature, to
have bounded treewidth. Therefore, we can define equivalence between vertices of the same partial
signatures and using Courcelle’s Theorem we can compute representatives of these equivalence
relations (see Subsection 8.1). Therefore, given an annotated graph (G, R), an apex-tuple a of G,
and a “big enough” flat railed annulus of G \ V(a), where V(a) is the set of vertices in a, that
“crops” a bounded treewidth graph, we can compute a set R’ such that R’ C R and the size of the
intersection of R’ with the “left cropped part” of the railed annulus is upper-bounded by a function
of k, and moreover (G, R) and (G, R') have the same partial signature (see Lemma 6). Therefore,
in the presence of a big enough flat wall (of bounded treewidth) inside an annotated graph, we can
bound the number of annotated vertices in the inner part of the railed annulus, which, in turn,
permits us to declare annotation-irrelevant the vertices of some “central” part of the flat wall that
contains the railed annulus (Lemma 7).

Wrapping-up the proof of Theorem 3. As mentioned in the beginning of this section, the
most demanding part of our proof is reducing the annotation set, i.e., to show Lemma 7. Then,
given that the set R, in which we build the signatures, leaves some big enough bidimensional area
“annotation-irrelevant”, it remains to compute a vertex inside this area whose removal does not affect
the existence (or not) of any linkage between the interpretations of the variables in the definition
of signature. This is done using known irrelevant vertex technique arguments (see Subsection 8.2
and in particular Lemma 8). Therefore, we can find a vertex that is irrelevant for the signature
(Lemma 9). This produces an equivalent instance (G, R') as required for the application of the
main procedure of our algorithm.
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From disjoint to scattered paths. To deal with FOL+SDP and prove Theorem 4, we need a
Linkage Combing Lemma for scattered linkages. Such kind of a result is known when we restrict
ourselves to graphs of bounded Euler genus and is proved in [103] (Proposition 5; see also [139,
172]). Then, using this result, we follow the same approach as in the proof of Theorem 3, and we
prove tractability of model-checking for FOL+SDP for graphs of embedded in some fixed surface
(Theorem 4). We refer the reader to Section 9 for more details.

3 Preliminaries

In this section we present some basic definitions and we state our main result (Theorem 3). In Sub-
section 3.1, we start with some definitions on graphs and in Subsection 3.2 we define first-order and
monadic second-order logic. Then, in Subsection 3.3 we define the extension of FOL with disjoint
paths predicates and we state our main result (Theorem 3).

3.1 Basic definitions

Integers, sets, and tuples. We denote by N the set of non-negative integers. Given two integers
p and ¢, the set [p, q] refers to the set of every integer r such that p < r < ¢. For an integer p > 1,
we set [p] = [1,p] and N>, = N\ [0,p — 1]. Given a non-negative integer x, we denote by odd(z)
the minimum odd number that is not smaller than z. For a set S, we denote by 2° the set of all
subsets of S and, given an integer r € [|S|], we denote by (f) the set of all subsets of S of size r.
Given two sets A, B and a function f: A — B, for a subset X C A we use f(X) to denote the set
{f(z) | = € X}. Given a set X and an r € N, we use X" to denote the product X x --- x X of r
copies of X.

Let S be a collection of objects where the operations U and N are defined. Given two tuples
x = (x1,...,27) and y = (y1,...,¥1), where z;,y; € S, we denote x Uy = (1 Uy1,...,2;Uy) and
XNy = (x1 Ny1,..., 2 NY). Also, we denote JS = Uxes X.

Basic concepts on graphs. All graphs considered in this paper are undirected, finite, and
without loops or multiple edges. We use standard graph-theoretic notation and we refer the reader
to |63] for any undefined terminology. Let G be a graph. Given a vertex v € V(G), we denote by
Ng(v) the set of vertices of G that are adjacent to v in G. For S C V(G), we set G[S] = (S, EN (g))
and use the shortcut G \ S to denote G[V(G) \ S]. The length of a path P of G is the number of
edges of P.

Minors. The contraction of an edge e = {u,v} of a simple graph G results in a simple graph
G’ obtained from G \ {u,v} by adding a new vertex uv adjacent to all the vertices in the set
Ne(u) U Ng(v) \ {u,v}. A graph G’ is a minor of a graph G, denoted by G’ <X, G, if G’ can be
obtained from G by a sequence of vertex removals, edge removals, and edge contractions. Given a
finite collection of graphs F and a graph G, we use the notation F =<, GG to denote that some graph
in F is a minor of G. Given a set of graphs F, we denote by Excl(F) the set containing every graph
that excludes all graphs in F as minors. A graph class G is minor-closed if every minor of a graph
in G is also a member of G. The Hadwiger number of a graph G, denoted by hw(G), is the minimum
k where G € Excl({K}}) and K} is the complete graph on k vertices. A minor-closed graph class is
called proper if it is not the class of all graphs.
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Treewidth. A tree decomposition of a graph G is a pair (7', x) where T is a tree and x : V(T') —
2V(%) such that

* Urevr x(t) = V(G),
e for every edge e of G there is a t € V(T') such that x(¢) contains both endpoints of e, and
e for every v € V(G), the subgraph of T induced by {t € V(T) | v € x(t)} is connected.

The width of (T, x) is equal to max { [x(¢)| — 1 } t € V(T)} and the trecwidth of G is the minimum
width over all tree decompositions of G.

3.2 First-order logic and monadic second-order logic

In this subsection, we give the definition of first-order and monadic second-order logic. We define
these logics on relational vocabularies with constant symbols and we work with structures of these
vocabularies.

Structures. A vocabulary is a finite set of relation and constant symbols (we do not use function
symbols). Every relation symbol R is associated with a positive integer that is called the arity of R,
which we denote ar(R). A structure 2 of vocabulary T, in short a 7-structure, consists of a non-empty
set V(2A), called the universe of A, an r-ary relation R* C V(21)" for each relation symbol R € 7
of arity r > 1, and an element® c® € {_} U V() for each constant symbol ¢ € 7. We refer to R*
(resp. c*) as the interpretation of the symbol R (resp. c) in the structure A. A structure 2 is finite
if its universe V(2) is a finite set. We denote by STR|[7] the set of all finite 7-structures.

We say that a 7-structure 2 is isomorphic to a T-structure B if there is a bijection V() U {_}
to V(B) U{_}, such that 7(_) = _ and for every k > 1, every relation symbol R € 7 of arity k, and
every (ai,...,ax) € V(2)¥, it holds that (ai,...,a;) € R < (n(a1),...,w(ax)) € R® and for

every constant symbol c € 7, it holds that 7(c¥) = c®.

2 B

Given two 7-structures 2 and 9B, where for every constant symbol ¢ € 7 either ¢* = c® or
= _vc® = _, we define the disjoint union of A and B, and we denote it by AUB, as the
T-structure where V(2AUB) is the disjoint union of V() \ {_}, V(B) \ {_} and {_}, for every
relation symbol R € 7, RAVUB — R% R®, and for every constant symbol ¢ € 7, if c* = ¢®, then
B — A =B andif ¥ =_ (resp. c® = _), then CUUB _ B (resp. CAUB — ).

An undirected graph without loops can be seen as an {E}-structure & = (V(&),E®), where E®
is a binary relation that is symmetric and anti-reflexive.

The Gaifman graph Gy of a T-structure 2 is the graph whose vertex set is V(2() and two vertices

x,y are adjacent if there is an R € 7 and a © € R* such that both  and y are elements of .

First-order logic and monadic second-order logic. We now define the syntax and the seman-
tics of first-order logic and monadic second-order logic of a vocabulary 7. We assume the existence
of a countable infinite set of first-order variables, usually denoted by lowercase symbols x1,Xa, ...,
and of a countable infinite set of set variables, usually denoted by uppercase symbols X1, Xs,.... A
first-order term is either a first-order variable or a constant symbol. A first-order logic formula, in

5We stress that we allow constant symbols to be interpreted as the element _, where _ is an element that is not
in V(2). Throughout this paper, we assume that the universe of every given structure is extended by adding the
extra element _, while all relation symbols are interpreted as tuples of elements of V' (2(), not containing _. Moreover,
we assume that for every formula that we consider, quantified first-order variables are interpreted as elements of the
original universe of the structure (and not _).
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short FOL-formula, of vocabulary 7 is built from atomic formulas x =y and (xi,...,%,) € R, where
R € 7 and has arity > 1, on first-order terms x,y, x1,...,X,, by using the logical connectives V, A,
— and the quantifiers V, 3 on first-order variables. We denote by FOL[7] the set of all FOL-formulas
of vocabulary 7.

A monadic second-order logic formula, in short MSOL-formula, of vocabulary 7 is obtained by
enhancing the syntax of FOL-formulas by allowing the atomic formulas x € X, for some first-order
term x and some set variable X, and allowing quantification on both first-order and set variables.
We denote by MSOL[7] the set of all MSOL-formulas of vocabulary 7. We make clear that what we
call here MSOL is what is commonly referred in the literature as MSOq, in which, for the vocabulary
of graphs, first-order variables are interpreted as vertices and set variables are interpreted as sets of
vertices.

The formulas in FOL[r] and MSOL[r] are evaluated on 7-structures by interpreting every symbol
in 7 as its interpretation in the structure and every first-order (resp. set) variable as an element
(resp. set of elements) of the universe of the structure. Given a formula ¢, the free variables of ¢
are its variables that are not in the scope of any quantifier. We write ¢(xq,...,xx) to indicate that
the free variables of the formula ¢ are xq,...,xi. A sentence is a formula without free variables.
Let o = Q1x1 ... Qrx0(X1, ..., %) be a sentence, where for each i € [r], Q; € {V,3}, x1,...,x, are
first-order variables, and ¥ (xq,...,%,) is a quantifier-free formula with free variables x,...,x,. We
call r the quantifier rank of .

Given a 7-structure 2, a formula ¢(xi,...,x;) € FOL[7], and ay,...,a; in V(), we write A =
o(at,...,a) to denote that p(x,...,xg) holds in 2 if, for every ¢ € [k], the variable x; is interpreted
as a;. Given a k € N, two formulas ¢(x1,...,Xg), ¥(x1,...,xx) € FOL[r] are equivalent if for every

T-structure 2 and every ai,...,a; € V(2A), we have 2 = p(a1,...,ar) <= A E Y(a1,...,a).
We call the set {2 € STR[7] | A = ¢} the set of models of ¢ and we denote it by Mod(¢p).

3.3 Disjoint paths logic

For the rest of this paper, we deal with colored graphs, i.e., we fix a vocabulary 7 that contains a
binary relation symbol E that is always interpreted as a symmetric and anti-reflexive binary relation
(corresponding to the edges of the graph) and a collection of unary relation symbols Yq,...,Yp
(corresponding to colors on the vertices of the graph). We call such a vocabulary a colored-graph
vocabulary. Also, we always assume that the interpretations of Yq,..., Y, are always pairwise disjoint
(if not, then we introduce extra unary relations symbols for each intersection).

Disjoint-paths logic. We define the 2k-ary predicate dpy(x1, V1, - - ., Xk, Y& ), which evaluates true
in a 7-structure & if and only if there are paths Py, ..., P of (V(®), E®) of length at least 2 between
(the interpretations of) x; and y; for all i € [k] such that for every ¢, j € [k], i # j, V(P;)NV(P;) = 0.
We let 7+ dp := 7 U{dp; | £ > 1}, where each dp;, is a 2k-ary relation symbol. We use dp instead
of dp;, when k is clear from the context. Our main result is the following (slightly more general)
version of Theorem 1:

Theorem 3. For every colored-graph vocabulary T and every sentence ¢ € FOL[T +dp], there exists
an algorithm that, given a T-structure G of size n, outputs whether G |= ¢ in time Oy hw(q) (n?).
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4 An alternative view to first-order logic model-checking

In this section we present an alternative way to interpret first-order logic model-checking, by em-
bedding a given graph to a (rooted) tree. In Subsection 4.1, we translate the problem of whether a
graph satisfies a formula ¢ to the search of a subtree of the tree in which the graph is embedded,
such that the bifurcations of this subtree correspond to the quantifiers of ¢ and the vertices collected
in each root-to-leaf path satisfy the quantifier-free “tail” of ¢. We also formally define the notion
of signature of a graph that encodes in a tree-like way how tuples of vertices satisfy quantifier-free
formulas of FOL[7+dp]. In Subsection 4.2, we define the notion of pattern of a colored graph &
together with some vertices v, ...,v, € V(®). This notion is used to encode the way all quantifier-
free FOL[7+dp]-formulas can be satisfied by & when interpreting the variables as vy, ...,v,. This
way, we also define the respective notion of patterns of quantifier-free FOL[r+dp]-formulas and,
in Subsection 4.3, we formulate model-checking in these terms (Observation 6). Finally, in Sub-
section 4.4, we prove the main result of this section (Lemma 2), which intuitively states that two
graphs that have the same signatures (or, in other words, the same recursive patterns) satisfy the
same sentences.

4.1 Embedding model-checking to trees

In this subsection we present a way to embed graphs to trees and how to trace the satisfaction of a
sentence from the given graph, in terms of subtrees of the original tree.

Rooted trees. Let (T,ty) be a rooted tree. Given a node x of T, we denote by T, the subtree
of T rooted at . We use L(T) to denote the leaves of T. For every i € [0,7], where r € N is
the height of T', we use D;(T) to denote the set of nodes of T that are at distance i from ty3. We
say that a node ¢ € V(T') has depth i if t € D;(T),i € [0,7]. In this paper, for every rooted tree
(T, to) of height r that we consider, we assume that L(T) = D,(T). We use Paths(T') to denote
the set of all root-to-leaf paths of 7. We denote by childreny(t) the set of all children of ¢ in T
Also, when it is clear from the context, we use (to, ..., ;) to denote a path P € Paths(T") such that
V(P) = {to,...,tr} and E(P) = U;cp—1{{ti, ti+1}}. A rooted tree (T, o) of height r is called
n-ary, if each node of depth at most » — 1 has n children.

Trees expressing quantification of formulas. We now express how, given a rooted tree (7', ()
and a sentence ¢, where the height of the tree and the quantifier rank of ¢ are the same, use the
quantifier alternation of ¢ to construct a subtree T” of T This is done in the following recursive
way: the subtree starts from ¢y and, for every ¢t € V(T”), if the considered quantifier of ¢ is the
universal one, then T spans to all children of ¢, while if we have the existential one, T" arbitrarily
choses one child of t. We proceed to formalize this idea.

Let 7 be a colored-graph vocabulary. Let ¢ = Q1x1...Qpx0(X1,...,%,) be an FOL[T + dp]-
sentence and let (7', ty) be a rooted tree of height r (where each root-to-leaf path has r + 1 nodes).
A p-spanning triple of (T, to) is a triple (T, to,Uy,) such that U, = {Uy, Uy, ..., U,} where Uy = {to}
and for every i € [r|, U; is a subset of D;(T) such that

e if Q; =V, then for each node v € U;_1, we add in U; all nodes u € childreny(v) and
e if ; = 3, then for each node v € U;_1, we add in U; one node u € childreny(v).

A p-spanning subtree of T is a rooted subtree (T",to) of (T,to) where T" = T[|J;_, Ui for a ¢-
spanning triple (T, to,{Uo,Un,...,U,}) of (T,ty). See Figure 3. Note that, given a rooted tree
(T, to) of height zero and a quantifier-free formula v, (7', ) is the unique ¢-spanning subtree of 7T'.
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to
T/

Figure 3: A rooted tree (T,ty) and a p-spanning subtree 7" of T' (depicted in red), for a sentence
P = Vx1FxaVx31h(x1, X2, %3).

Signatures of structures. Let 7 be the vocabulary of graphs of h colors and ¢ roots (i.e.,
constants). We use \lig’gi_g[T +dp) tO denote the set of all quantifier-free FOL[7+dp]-formulas with r free
variables. We treat equivalent formulas as equal (and choose one representative for each equivalence
class, which is possible for quantifier-free formulas). Then the size of \P;’giﬁT +dp] is upper-bounded
by some constant depending only on r, h, and ¢. Let & be a 7-structure, let R C V(®), and let
r € N. The atomic type of a tuple (v1,...,v,) € (RU{_})" is the set of all atomic formulas that are
true for (vy,...,v,) in &. Given (vy,...,v,) € (RU{_})", we define sig?(&, R, v1,...,v,) to be the

atomic type of (v1,...,v,). Also, for each i € [r — 1] and every vy,...,v,—; € V(RU{_}, we define
sigh (8, R, v1, ..., v,—;) = {sig" (&, R,v1,...,v0—5,u) [ue RU{_}}

Finally, we define
sig" (B, R) = {sig“l(ﬁ,R,v) |ve RU{_}}.

In the case where R = V (&), we omit R from the notation, i.e., we write sigi((‘5,v1, ooy Up—;) and
sig’ (®) instead of sig'(&, R, vy, ...,v,—;) and sig" (®). Also, we set B;’g’e = {sig"(®) | & € STR[7]}.

Observation 1. Let 7 be the vocabulary of graphs of h colors and ¢ roots and let r € N. For every
SRS B;’g’z, there is a @z € FOL[T +dp| such that for every T-structure &, sig" (&) = B if and only if

& |= g

Assigning graphs to rooted trees. Let r € N. Given a graph G, we construct a rooted tree
(T, to) (starting from a single root tg) and a function A : V(T') \ {to} — V(G) as follows. First, for
every a € sig"(®), we consider a vertex v, € V(G) such that sig" (&, v) = a. We add |sig" (&))|
children to to, while we define A, to be a bijection from childreny(ty) to {v, | @ € sig”"(®)}. Then, for
every t € V(T), if to,t1,...,tqg =t is a path of T and (uy,...,ug) = Ay (t1),. .., A, (ta)), then we
add |sig""%4(&, uy, ..., uq)|-many children to t. Also, for every o € sig"=4(®, uy, ..., uq), we consider
a vertex vy, € V(G) such that sig" 4= 1(&, uy,...,uq,v) = o and we define \; to be a bijection from
childrent(t) to {v, | o € sig" 4B, uy, ..., uq)}. We also define the function A : V(T)\ {to} — V(G)
such that for every t € V(T)\ {to} A(t) = \v(t), where ¢ is the parent of t. We call A an assignment
of G to (T tp).

We conclude this subsection by formulating model-checking of sentences in FOL[7 4 dp] in terms
of assignments and @-spanning trees.

Observation 2. Let r € N. Let 7 be a colored rooted graph vocabulary. For every T-structure &
and every sentence p = Q1X1 ... QrXp Y(X1,...,%) where Y(xy,...,x,) € FOL[T+dp|, we have that
& = ¢ if and only if there is

- an assignement X of G to rooted tree (T,to) of height r and
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- a @-spanning subtree (T',tg) of (T,to)
such that for every (to,t1,...,t,) € Paths(T"), it holds that (&, \(t1),..., A\(t,)) E ¥(x1,..., %),

where X1, ..., %, are interpreted as A(t1), ..., A(ty).

We say that a p-spanning tree (17,¢) as above certifies that & = .

4.2 Patterns of boundaried colored graphs

In this subsection, we define the notion of a pattern of a colored rooted graph. The pattern aims to
encode all information of this colored graph that concern the boundary vertices: 1) if some elements
of the “boundary” tuple are the same, 2) which boundary vertices are root-vertices, 3) what are the
colors of boundary vertices, 4) what is the graph induced by the boundary vertices, and 5) which
sets of pairs of boundary vertices can be connected with internally vertex-disjoint paths of lenght
at least two. In other words, the pattern is defined in a way that, having it in hand, we can check
which quantifier-free formulas of FOL[(7 + dp) U c] are satisfied from (&, a) if we interpret their free
variables as the boundary vertices.

Apex-tuples of structures. Let 7 be a vocabulary, let 2 be a 7-structure, and let [ € N. A

tuple a = (ay,...,a;) where each a; is either an element of V() or _, is called a apex-tuple of
2 of size [. We use V(a) for the set containing the non-_ elements in a. Also, if S C V (), we
define anN S = (af,...,q)) so that if a; € S, then a; = a;, and otherwise a; = _. We also define

a\S=an(V(A)\S). For every apex-tuple a, we always assume that all non-_ elements in a are
distinct.

Intuitively, an apex-tuple of a graph is a tuple consisting of vertices and empty entries and
every choice of vertices (and empty entries) can be seen as an apex-tuple of appropriate size. All
definitions and results in this subsection are stated for general apex-tuples, although in our proofs,
we will consider apex-tuples of a particular type, i.e., arbitrary orderings of the apex sets A given
by the algorithmic version of the Flat Wall Theorem (Proposition 9) presented in Appendix B.

Boundaried colored graphs. Let t,h,l € N. A t-boundaried (h,l)-colored graph is a tuple
G=(G,X1,...,Xp,a,v1,...,v¢) where (G, X1,...,X}) is a colored graph, a is an apex-tuple of G
of size [, and vy,...,v; € V(G) U {_}. Intuitively, we use _ to encode the absence of a vertex of G
of a certain index. The vertices v;,i € [t] that belong to V(G) are called boundary vertices.

ai

as
U1

U2
Vg

Us

Figure 4: An example of a 5-boundaried (3, 3)-colored graph (G, X1, X2, X3, a1, _, as, v, v2, _, U4, Us5),
where X7 is the set of vertices depicted in red, Xs is the set of vertices depicted in blue, and X3 is
the set of vertices depicted in green.

17



Given two t-boundaried (h,[)-colored graphs Gi = (G1,X1,...,Xp,a,v1,...,v:) and Gg =
(Go, X1,..., X;,a  ui,...,u), we say that G; and Go are isomorphic if Gy is isomorphic to G
via a bijection 7 : V(G1) U{_} = V(G2) U {_} such that n(_) = _, for every ¢ € [t], n(v;) = u;, for
every i € [I], n(a;) = n(al), and for every i € [h], n(X;) = X!. We denote by B&M the set of all
(pairwise non-isomorphic) t-boundaried (h,[)-colored graphs and we set B! = Usen B,

Patterns. Let (G, X1,...,Xp,a,v1,...,v,) € B"M . Given a set I C [r], we denote
Indg(I) = (I,{{a,b} € I X I | {vg,vp} € E(G)}).

We set I = {i € [r] | v; # _}. We define the pattern of (G, X1,..., Xp,a,v1,...,v,), denoted by
pattern(G, X1, ..., Xp,a,v1,...,v,), to be the quintuple (V, , 6, H¢, HY), where

e V is the partition of I into sets such that for every A € I and every i,j € A, v; = vj,
e I — [l] is the partial function mapping each ¢ € I to the integer j € [I] such that v; = a;,
e 0 : 1 — [h] is the partial function mapping each ¢ € I to the integer j € [h] such that v; € X},

e H®=Indg(I), and

G contains vertex-disjoint paths of length at least
i HP:Ungf{(IvE) } ) s }

two between the vertices v;, v; for all {4, j} € F

Intuitively, the pattern of (G, Xy,..., Xp,v1,...,v,) encodes a partition V' of the set I formed by
grouping indices that correspond to the same vertices, a partial function x mapping each index
in I to the index of the apex vertex to which the vertex indexed ¢ corresponds, and a partial
function § mapping every index in I to the index of the color class among X1, ..., X} in which the
corresponding vertex belongs. Also, it encodes some graphs with I as vertex set. These are (1)
the graph H€ that corresponds to the graph induced by the vertices v;,7 € I and (2) the collection
HP that has all graphs with vertex set I whose edge set corresponds to the existence of internally
vertex-disjoint paths between the respective vertices. We set

gég,th,l) = {pattern(G, X1,..., Xp,a,v1,...,v.) | (G, X1,..., Xp,a,v1,...,0,) € BPPUY,

Also, by the definition of a pattern, we observe the following.

Observation 3. There is a function f1 : N> = N such that, for every r € N, \gé’;;h”)| < fi(r, h,1).

4.3 Expressing satisfiability of sentences using patterns

As mentioned in the previous subsection, patterns of boundaried colored graphs can be seen as
encodings of the set of quantifier-free formulas of FOL[(7+dp)Uc]| that the given boundaried colored
graph satisfies. Following this line, in this subsection, we also encode quantifier-free formulas of
FOL[(T+dp)Uc] in the setting of patterns. This will allow us to formulate model-checking questions
in terms of pattern realization (see Observation 5 and Observation 6). Under this viewpoint, model-
checking can be formulated in purely graph-theoretical terms (through the information encoded in
patterns) of boundaried colored graphs, whose boundary is rescursively obtained, following the
assignment of the given graph to a rooted tree.

We start with some additional definitions on formulas.
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Atomic formulas and literals. Let 7 = {E,Y1,...,Y,} be a colored-graph vocabulary and let

a collection ¢ = {cy,...,q} of constant symbols. An atomic formula is a formula of the form
X; = Xj, OI X; = Cj, or X; € Yj, or E(x;,x;j) or dpy(si,ti,...,Sg, tg) for some k € [r(r +1)/2], where
XiyXjyS1,. -+ ,Sk,t1,...,t; are first-order variables. A literal is an atomic formula or the negation of

an atomic formula.

Disjunctive normal form and full clauses. Let 9(xi,...,x,) be a quantifier-free FOL[(7 4
dp) U c]-formula. We say that ¢ (xq,...,x,) is in disjunctive normal form if there is some k € N
such that ¢ = ¢; V -+ V ¢, where for each i € [k], ¢; is a conjunction of literals. We call each ¢;
a clause of ¥. We say v is in full disjunctive normal form if every ¢ is in disjunctive normal form
and, additionally, for every clause ¢ of % it holds that

e for every distinct 4, j € [r], either x; = x; or its negation are literals of ¢,

e for every i € [r] and every j € [I], either x; = ¢; or its negation are literals of c,

for every ¢ € [r] and every j € [h], either x; € Y; or its negation are literals of c,

e for every distinct 4, j € [r], either E(x;,x;) or its negation are literals of ¢, and
o for every ¢ € [r(r + 1)/2] and every i1,19,...,0p,J1,J2,-- -, Je € [r], either the atomic formula
dp(Xi1,Xjy, - - -5 Xiy, Xj,) OF its negation are literals of c.

We say that a quantifier-free FOL[(7 4+ dp) U c]-formula v’ extends 1 if every clause of 1) is a sub-
formula of a clause of 1)'. We now prove that, for every quantifier-free FOL[(7 4+ dp) U c]-formula
1, we can construct an equivalent quantifier-free formula 1)’ of the same vocabulary that is in full
disjunctive normal form and extends 1.

Lemma 1. For every quantifier-free FOL[(T +dp)Uc]-formula v, there is a quantifier-free FOL[(T+
dp) U c]-formula ¢’ that is in full disjunctive normal form, extends 1, and is equivalent to 1).

Proof. Given a quantifier-free FOL[(7 + dp) U c]-formula t(x1, ..., x,), we construct the formula v/
as follows. For every clause c of 9, if there are ¢, j € [r] such that neither x; = x; nor x; # x; appear
in ¢, then we replace ¢ by

(c/\xi :xj) \Y, (c/\xi ;éxj).

By recursively applying this procedure for x; = c; for every i € [r] and every j € [l], for x; € Y;
for every i € [r] and every j € [h], for E(x;,x;) for every distinct 4,j € [r], and for dp,, for every
¢ € [r(r+1)/2] and every iy,i2,...,0p, 1,72, ---,j¢ € [r], we obtain ¢ O

In the rest of this paper we assume that every quantifier-free formula ¥ (xy,...,x,) in FOL[(T +
dp) U c] is in disjunctive normal form.

Patterns of quantifier-free formulas. We now define a notion of pattern of quantifier-free
formulas. Let t(xq,...,%,) be a quantifier-free FOL[(T + dp) U c]-formula in full disjunctive normal
form. We assume that v is satisfiable, i.e., Mod(¢)) # 0. For every clause ¢ of ¢, we define the
pattern of ¢, denoted by H., as the quintuple (V,, k¢, 8¢, HS, HE), where

e V. is a partition of [r] into sets such that for every A € Vi and every i,j € A either x; = x;
appears as a literal of c or i = j,

o rc={(i,7) € [r] x [l] | the atomic formula x; = c; appears as a literal of c},
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e 6. ={(4,4) € [r] x [h] | the atomic formula x; € Y; appears as a literal of c},

o HS = ([r],{{i,j} € [r] x [r] | the atomic formula E(x;,x;) appears as a literal of ¢}), and

o 1Y = Upcpie {(ME)

it £ ={(i1,71),-.-,(i¢,J¢)} then the atomic formula
dp(Xiy, Xjy, - - - X5 Xj,) appears as a literal of ¢ '

Notice that the fact that Vy is a partition of [r] follows from the fact that i is satisfiable.
Intuitively, satisfiability of 1) is asked so as to rule out the cases where, for example, all three atomic
formulas x; = xg2, X2 = x3, and (X2 = x3) appear as literals in the same clause. Also, satisfiability of
1 and the fact that it is in full disjunctive normal form implies that for every {i,j} € I x I\ E(HY),
—E(x;,x;) appears as a literal in c. If ¢ is not satisfiable, then we set H. to be ().

Let ¢ be a quantifier-free FOL[(7 + dp) U c]-formula. We define

ext(¢)) = {c| cis a clause of a formula 9’ in full disjunctive normal form that extends 1}.
Following Lemma 1, we get the following observation.

Observation 4. For every quantifier-free FOL[(T +dp) Uc]-formula 1, the set ext(y)) is non-empty.

We set Hy, to be the collection of patterns of all ¢ € ext(v), i.e.,
Hy ={H. | c € ext(¥)},

and we call it the set of patterns of 1. Having defined the set H,, of patterns of v, we now define
when a boundaried colored graph realizes an element of H,.

Realizing a pattern. Let ¢(xj,...,x,) be a quantifier-free FOL[(T + dp) U c]-formula, let ¢ €
ext(¢), and let H, be the pattern of ¢. Given a colored rooted graph & and vertices vy,...,v, €
V(®), we say that (&, v1,...,v,) realizes H. if pattern(®,v1,...,v,) = H.. Note that, equivalently,
(&, v1,...,v,) realizes H. if (B,v1,...,v,) | c(x1,...,%.) (where x; is interpreted as v;, for every
i € [r]). Keep in mind that every (&, v1,...,v,) realizes at most one H, € H,.

Due to Observation 4 and the definition of realization of an element of H,, we obtain the
following result.

Observation 5. Let r € N and let ¢(xq, ..., %) be a quantifier-free FOL[(T +dp)Uc]-formula. Then
(B,v1,...,v,) EY(x1,...,%) if and only if (&,v1,...,v,) realizes an element of H.

To conclude this subsection, we explain how to revisit the approach presented in Subsection 4.1,

and, in particular, how to restate Observation 2 using patterns.

Pattern-coloring. Let r,h,l € N. Let & be an h-colored [-rooted graph and let A be an assign-
ment of G to a rooted tree (T,tp) of height r. We define the function pcy : L(T) — gg’;’t"”) such
that for every t € L(T), if (to,t1,...,t, =t) € Paths(T), then

pcy(t) = pattern(B, \(¢1),..., A(t)).

We call pcy the pattern-coloring of L(T') with respect to .

Using the definition of the pattern-coloring and Observation 5, we can now restate Observation 2
as follows.
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Observation 6. Let r,l € N. Let 7 be a colored rooted graph vocabulary. For every t-structure &
and every sentence o = Q1X1 ... QrXy Y(X1,...,%) where Y(xy,...,x,) € FOL[T+dp|, we have that
& = o if and only if there is

- an assignment X of G to a rooted tree (T, to) of height r and
- a @-spanning subtree (T',tg) of (T,to)
such that for every t € L(T"), pcy(t) € Hy.

4.4 Graphs with the same patterns satisfy the same sentences

In this subsection, we aim to prove that if two colored graphs give the same signatures, then these
two colored graphs satisfy the same (annotated) sentences.

Lemma 2. Let 7 be a colored rooted graph vocabulary and let &,®' be two T-structures. For every
r €N, if sigh(®) = sigh (&), then for every sentence ¢ € FOL[T + dp| of quantifier rank at most r,
1t holds that

BEp «— 6 ¢
Proof. Let ¢ = Q1x1 ...Qpxp ¥(X1,...,%,), where 1(xq,...,x,) is a quantifier-free formula in
FOL[T 4+ dp]. Let A be an assignment of & to some rooted tree (7',tp) of height r and let A" be

an assignment of &’ to some rooted tree (T, to) of height r. Due to Observation 6, to prove that
& E ¢ < &, it suffices to show that

there is a p-spanning subtree (7”7, ty) of (T, ty) certifying that & | ¢
= (1)
there is a p-spanning subtree (17, %) of (T, %) certifying that &' = .

For every i € [0,r], we denote by ©i(x1,...,x;) the formula Q;y1xit1...Qrxr(x1,... %)
We first prove an analogue of (1) for the quantifier-free formula 1 (xy,...,x,). Recall that since
(X1, ...,%) is quantifier-free, given a t € L(T), T; has a unique 9 (xy,...,x,)-spanning subtree,
that is T} itself. Nevertheless, we formulate the next statement in terms of ¥ (xy,...,x,)-spanning
subtrees in order to use it as the base case of a recursive argument built in the course of the proof

of (1).
Claim 1. For every (to,t1,...,t,) € Paths(T') and every (to,1,...,t,) € Paths(T), such that for
every i € [r], sig" " (B, A(t1), ..., At;)) = sigm (&, N(t1),..., N (&), it holds that
there is a Y (xq, ..., X )-spanning subtree Tt/,. of Ty, certifying that
(&, A(t1), - Altr)) Ed(xa, ..oy xr)
<~

there is a ©" (X1, .. .,%,)-spanning subtree f}’r of Tfr certifying that

(& N(E), ..., N(E) E b, %)

Proof of Claim 1: Since ¥ (x1,...,%,) is a quantifier-free formula, T}  has a unique (x1,...,X,)-
spanning subtree, that is 7}, , and the same holds for T{T. By assumption, sig?(&, A(t1), ..., A(t,)) =
sigd (&', N (t1),...,N(t.)). Therefore, pcy(t;) = pcy(f;), which in turn implies that pc,(t,) €
Hy < pen(ty) € Hy. o

We now prove the following. The case where ¢ = 0 proves (1).
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Claim 2. For every i € [0,r — 1], for every (to,t1,...,t;) € Paths(T) and every (to,tl, oo t) €
Paths(T'), such that for every j € [i], sig" (&, A(t1),..., A(t;)) = sigm (&, N(f1),... ( i), it
holds that
there is a ©'(x1,...,%;)-spanning subtree Tt’i of Ty, certifying that
(67 )\(tl)7 SR )‘(tl)) ’: (Pi(xb ce 7Xi)
—
there is a @'(x1,...,%;)-spanning subtree Tg’ of Tfi certifying that

(QS’, )\/(51), ceny )\/(72)) }: (,Oi(Xl, .. ,XZ‘).

Proof of Claim 2: In Claim 1, we already proved the statement for i = r. Let i € [0, — 1]. We
assume that the statement holds for ¢ + 1. We will prove that it holds for . We distinguish two
cases, depending on whether ;11 = J or Q;11 = V.

[Case 1} Qi1 =3.

<) Suppose that there is a ¢'(xq, ..., x;)-spanning subtree Tf_ of T certifying that
t; t;

(le, )\/(51), ey )\/(7;7,)) }: gOi(Xl, PN ,XZ')
(in the case where i = 0, we suppose that Tf =T certifies that &' = ).

Since @Q;4+1 = 3, there exists a node z € chlldrenT( ;) that belongs to V(T~ ). Also, observe that
Tz is a o t1(xq, ..., x;11)-spanning subtree of T, certifying that

(& N(t1),...,.N:).N(2) E O xq, L xig1)-

Notice that, since sig" (&, Alt1), - )\(ti)) = sig" (&', N (t),. ?)\’(fi)), there exists a t;11 €
childrenp (¢ ) such that sig’ " 1(®, )\(tl) JA(t), Mtip1)) = S|g’” CHE N (H), .., N (), N (2)).
Following our recursive assumption, there is a ©1(xq,...,%11)-spanning subtree Tti+1 of T}
certifying that

41
(B, A(t1), .-, M), Atig1)) E @ xa, o Xig1).
Then, the graph Ty, := T[{t;} UV (T}, )] isa ¢ Y(x1, . . ., x;)-spanning subtree of T, certifying that
(B, A1), Atd)) @' (1, %)
In the case where i = 0, we have that T;, = T" certifies that & = ¢.
(=) Suppose that there is a ©'(xq, ..., x;)-spanning subtree Tt’i of Tj, certifying that
(67 A(tl)? SRR A(tl)> ): @i(xl, s 7Xi)

(in the case where i = 0, we suppose that T}, = T" certifies that & = ).
Since Q;4+1 = 3, there exists a node tz+1 € childreny(t;) that belongs to V(T},). Also, observe
that T, is a cp’“(xl, ..., Xi41)-spanning subtree of T3, certifying that

(@, /\(tl), ey /\(tz) )\( Z+1)) ': gOZJFl(Xl, . 7Xi+1)-

Since sig" (&, A(t1), ..., A(t;)) = sig" (&', N (t1),..., N (%)), there is a node #;4+1 in childrenz(%;)
such that

sigh B, A (), - A (), M) = sig” NS N (), - N (), N (Ei)).
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Following our recursive assumption, there is a *(

) ; i T
X1,...,Xi+1)-Spanning subtree Tti+1 of 1.,

certifying that _

(& N(E), ..., N(E:), N(Eir1)) E @ x1, - - o xig1).
Now, observe that the graph TE/ = T[{t;} U V(Tg’“)] is a ©'(xq,...,%;)-spanning subtree of TE,-
certifying that

(@l, )\/(Ltl), S ,)\,(El)) ): gOi(Xl, e ,Xi).
In the case where ¢ = 0, we have that TE/ = T" certifies that & = .

[Case 2} Qiy1 =V
(<) Suppose that there is a p'(xq, ..., x;)-spanning subtree Ti{ of Tﬂ_ certifying that
(le, )\/(51), ey )\/(72)) }: gOi(Xl, e ,XZ')

(in the case where i = 0, we suppose that th =T certifies that &' = ).
Since Q;11 = V, every z € childrenf(fi) belongs to V(th) Now observe that, for every z €
childrenz(¢;), T! is a "t (xq, ..., %;41)-spanning subtree of T, certifying that

(&' N(t1),....Nt),N(2) O (x1, .0 xig1).

Also, since sig" (&, A(t1), ..., A(t;)) = sig’U&" N (1),...,N (%)), for every z € childrens(%;) the

set
{tis1 € childrens(t;) | sig" " (&, A(t1), ..., At:), A(ti1)) = sig” (&', N (H), ..., N (&), N ()}

is non-empty and, also, UzEChlldren (i {ti+1 € childrenp(t;) | sig"™ THS A, M), A(tig)) =

sigh NS N (f), ..., N (), N(z ))} = childreny(t;). Following our recursive assumption, for every
ti+1 € childrenp(t;), there is a " *t1(xq,...,x;11)-spanning subtree Tt¢+1 of Ty, , certifying that

(®a )‘(tl)a ) )‘(tl) )‘( z+1)) ’; SOZ—H(Xla ce 7Xi+1)'

141

Then, the graph
T[{ti} U U V(Ti,,)]

t;+1€childreny(¢;)
is a (1, .. .,%;)-spanning subtree of T}, certifying that
(6, )\(tl), ey )\(tl)) ): api(xl, e ,Xi)
In the case where ¢ = 0, we have that T}, = T" certifies that & = ¢.
(=) Suppose that there is a ©'(xq, ..., x;)-spanning subtree T}, of Ty, certifying that

(B A1), .- At) = @' (x1,- -2, %)

(in the case where i = 0, we suppose that T{, = T" certifies that & |= ).
Since Q;11 =V, every tj;1 € chlldrenT( i) belongs to V(T]). Now observe that, for every
ti+1 € childreny(t;), Ty, | is a @ (xq, ..., %;11)-spanning subtree of T}, certifying that

(@, A(tl), “eey A(tz) )\( Z+1)) ): QOZ+1(X1, . e 7Xi+1)-
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Since sig" (B, A(t1), ..., \(t;)) = sigm =&, N(f1),...,N(t)), for every t;11 € childreny(t;) there
exists a node z € childrenf(ﬂ; such that

sig" NS, A (B, - A (), Atig1)) = sigm (S N (F), .. N (), N (2)).

Following our recursive assumption, for every z € childrent(¢;) there is a 0**1(xq, ..., x;11)-spanning
subtree Téﬂ of Tj, | certifying that

(@, )\(tl), ey )\(ti), )\(tiJrl)) ): goi+1(X1, SN ,Xi+1).

Also, note that for every ;41 € childrenT(fi), there exists a node t;+1 € childrenp(¢;) such that
sigh "B, A (H), - A, AM(2)) = sigm T TS N (H), ..., N(£), N (fi41)). Restating what we men-
tioned above for the existence of a gp”l(xl, ..., Xi+1)-spanning subtree of Ty, for each t;11 €
childrenp(¢;), we get that for every z € childrenz(t;), there is a ¢! (xy, ..., x;+1)-spanning subtree
T! of T, certifying that

(B, N(E), ..., NE),N(2) E @ (x1, . xig1)-

Now, observe that the graph
Ty U v

z€Echildren (%)

is a ©'(x1,...,%;)-spanning subtree of Tﬂ- certifying that

((’5,, )\/(2?1), ce ,)\,(El)) ): (,Di(Xl, PN ,Xi).

In the case where i = 0, we have that th = T’ certifies that &’ = ¢. This concludes the proof of

7

the Claim. o

Following Claim 2 for ¢ = 0, we deduce (1), which completes the proof of the lemma. O

A comment on the use of Lemma 2. Before concluding this section, we wish to stress the
following. Suppose that we are given an (annotated) colored graph and one can find an (annotated)
colored graph that has the same “meta-collection” of patterns (in the sense of equivalence of leaf-
labeled trees, as in the statement of Lemma 2). Lemma 2 indicates that model-checking for the
original annotated colored graph can be reduced to model-checking for the second annotated colored
graph and this is safe for every formula in FOL[7 4 dp]. Therefore, if we were able to find a way
to compute such an “equivalent” graph and if its size (or, the size of its annotated set) was smaller
than the original one’s, we could reduce the problem of model-checking to smaller instances and
therefore report some progress. However, this is not straightforward and in the next three sections,
i.e., Section 5, Section 6, and Section 7, we explain how to deal with this situation. From a high-
level point of view, our approach considers expressing partial patterns (and consequently, partial
satisfaction of formulas in FOL[7 + dp]) inside a bounded treewidth part of the given graph. Then,
using Courcelle’s Theorem, we will be able to compute representatives of the vertices inside this
bounded treewidth part with respect to equivalence of (partial) patterns. Using the fact that we
know which vertices in this part “represent” the variety of patterns, we find some “irrelevant” vertices
to discard from the annotation, without changing the signature.
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5 Routing linkages through railed annuli

In Section 4, we presented how to encode questions expressed in FOL[r+dp] in purely graph-
theoretical terms, using patterns. Recall that a pattern of a boundaried colored graph encodes,
by the collection H¥, what disjoint paths can be routed through the boundary vertices. This is
the only “non-local” information encoded in the pattern, as all other information can be determined
by inspecting only the boundaried vertices and the adjacencies between them. Aiming to define a
notion of “partial” pattern, we have to deal with the possible ways that boundary vertices can be
connected through disjoint paths and this can be seen as a question about the variety of linkages
that can be routed through the boundaried vertices. A crucial tool for handling linkages is the Link-
age Combing Lemma (Proposition 2) proved in [103] (see also [101]). This result is applied in the
presence of a partially annulus-embedded graph and an annulus-embedded railed annulus, notions
that are defined in Subsection 5.1. The definition of linkages and the Linkage Combing Lemma
of [103] are presented in Subsection 5.2. Finally, in Subsection 5.3, we define linkages of boundaried
graphs and we describe how to “encode” models of boundaried graphs using patterns.

5.1 Graphs partially embedded on an annulus and railed annuli

We say that a pair (L, R) € 2V(©) x 2V(%) is a separation of G if L U R = V(@) and there is no
edge in G between a vertex in L\ R and a vertex in R\ L. We say that two separations (X, Y7)
and (X2,Y2) of a graph G are laminar if Y1 C Yy and Xo C X;.

Disks and annuli. A cycle is a set homeomorphic to the set {(z,y) € R? | 224+y? = 1}. We define
a closed disk (resp. open disk) to be a set homeomorphic to the set {(z,y) € R? | 22 +y? < 1} (resp.
{(z,y) € R? | 22 +y? < 1}) and a closed annulus (resp. open annulus) to be a set homeomorphic
to the set {(x,y) € R? | 1 < 2% + y? < 2} (resp. {(z,y) € R?| 1 < 22 +4? < 2}). Given a closed
disk or a closed annulus X, we use bd(X) to denote the boundary of X (i.e., the set of points of
X for which every neighborhood around them contains some point not in X). Notice that if X is
a closed disk then bd(X) is a cycle, while if X is a closed annulus then bd(X) = C; U Cy where
C4,Cy are the two unique connected components of bd(X) and Cj,Cs are two disjoint cycles. We
call C1 and Cy boundaries of X. We call Cy the left boundary of X and Cy the right boundary of
X. Also given a closed disk (resp. closed annulus) X, we use int(X) to denote the open disk (resp.
open annulus) X \ bd(X). When we embed a graph G in the plane, in a closed disk, or in a closed
annulus, we treat G as a set of points. This permits us to make set operations between graphs and
sets of points.

Partially annulus-embedded graphs. Let A be a closed annulus. We say that a graph G is
partially A-embedded, if there is some subgraph K of G that is embedded in A such that bd(A) is
the disjoint union of two cycles of K and there are two laminar separations (X1,Y7) and (X2, Y3) of
G such that X1 NYy =V(G) N A. We also call the graph K compass of the partially A-embedded
graph G and we always assume that we accompany a partially A-embedded graph G together with
an embedding of its compass in A that is the set GNA. See Figure 5 for an illustration of a partially
annulus-embedded graph.

Let A be a closed annulus with left boundary B; and right boundary Bs. Also, let G be a
partially A-embedded graph. We denote by Lefta(G) the connected component of G\ int(A) that
contains B; and by Righta (G) the graph G\ ((V(G) N A) U V(Lefta(G))).
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Figure 5: An illustration of a partially annulus-embedded graph.

Parallel cycles. Let A be a closed annulus with left boundary B; and right boundary Bs and
let G be a partially A-embedded graph. Also, let C = [C4,...,C,], r > 2 be a collection of vertex
disjoint cycles of G that are embedded in A. We say that C is a A-parallel sequence of cycles of G
if C1 = By, C, = Bg and, for every i € [2,7], C; and C; are the boundaries of a closed annulus,
denoted by A;, that is a subset of A such that Ay C --- C A, = A. We call C; the leftmost and C,
the rightmost cycle of C. From now on, each A-parallel sequence C of cycles will be accompanied
with the sequence [Ag, ..., A,] of the corresponding closed annuli. Given ,j € [2,r], where i < j,
we call the set A; \ int(A;) (¢,7)-annulus of C and we denote it by ann(C,4,j). Also, for every
i € [2,r], we set A; to be the (1,7)-annulus of C and we also denote it by ann(C, 1,1).

Railed annuli. Let G be a graph. Also, let r € N>3 and ¢ € N>3 and assume that r is an odd
number. An (r, q)-railed annulus of G is a pair A = (C, P) where C = [C4,...,C,] is a sequence of
cycles of G and P = [Py, ..., P, is a collection of pairwise vertex-disjoint paths in G such that

e For every j € [q], the endpoints of P; are vertices of C, and C; and
e for every (i,7) € [r] X [q], C; N P} is a non-empty path, that we denote P, ;.

See Figure 6 for an example. We refer to the paths of P as the rails of A and to the cycles of C
as the cycles of A. We use V(A) to denote the vertex set ;e VI(Ci) UUjeq V(F;) and E(A) to
denote the edge set ¢}, E£(Ci) UU;epy E(Fj). We can see each path P; in P as being oriented
towards the “inner” part of calA, i.e., starting from a vertex of C), and finishing to a vertex of P ;.
For every (i,j) € [r] x [q], we denote by s;; (resp. t;;) the first (resp. last) vertex of P;; when
traversing P; according to this orientation. If (i,i') € [r]? with i < ¢’ then we define A; ; to be the
railed annulus ([C;,---,Cy], Pf, ..., P,), where for every j € [q], P]’- is the subpath of P; between
Si,5 and ti/J‘.

Annulus-embedded railed annuli. Let A be a closed annulus and let G be a partially A-
embedded graph. Also, let r € N>3 and ¢ € N>3 and assume that r is an odd number. A (r, ¢)-railed
annulus A = (C,P) of G is called A-embedded if C = [C1,...,C,] is a A-parallel sequence of cycles
of G. We use ann(A) to denote ann(C, 1, 7).

The following proposition |14, Proposition 5.1] states that large railed annuli can be found inside
a slightly larger wall and will be used in the next section. For the definition of a wall see Section B.1.

Proposition 1. If x,z > 3 are odd integers, y > 1, and W is an odd(2x + max{z, ¥ — 1})-wall,
then
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e there is a collection P of y paths in W such that if C is the collection of the first x layers of
W, then (C,P) is an (x,y)-railed annulus of W where the first cycle of C is the perimeter of
W, and

o the open disk defined by the x-th cycle of C contains the vertices of the compass of the central
z-subwall of W.

5.2 Combing linkages

In this subsection we define linkages and we present the Linkage Combing Lemma from [103] (Propo-
sition 2) — see also [101].

Linkages. A linkage in a graph G is a subgraph L of G whose connected components are non-
trivial paths. The paths of a linkage are its connected components and we denote them by P(L). We
call |P| the size of P(L). The terminals of a linkage L, denoted by T'(L), are the endpoints of the
paths of L, and the pattern of L is the set {{s,t} | P(L) contains some (s,¢)-path}. Two linkages
L1, Ly of G are equivalent if they have the same pattern and we denote this fact by L1 = Lo. Let
A be a closed annulus or a closed disk, let G be a partially A-embedded graph, L be a linkage of
G, and D be a subset of A. We say that L is D-avoiding if T(L) N D = ) (see Figure 6).

Figure 6: An example of a A-embedded railed annulus A and a linkage L (depicted in red) that is
A-avoiding.

Linkages confined in annuli. Let ¢t € N>y, let p = 2t + 1, and let s € [p] where s = 2t/ + 1.
Also, let A be a closed annulus and A = (C, P) be a A-embedded (p, ¢)-railed annulus of a partially
A-embedded graph G. Given some I C [g], we say that a linkage L of G is (s, I)-confined in A if

Lnann(Ct+1—t t+1+t)C(JP.
el
Intuitively, the above definition demands that L traverses the “middle” (s, ¢)-annulus by inter-
secting it only at the rails of A.

We now state the Linkage Combing Lemma from [103] (see also [101]). Intuitively, it says that
in the presence of a “big enough” A-embedded railed annulus A in a partially A-embedded graph
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G, where A is a closed annulus, every linkage of G can be “combed” through the rails of A in some
central buffer inside A.

Proposition 2 (Linkage Combing). There exist two functions fa, f3 : N — N, where the images of
f3 are even, such that for every odd s € N> and every k € N, if

e A is a closed annulus,

e (G is a graph that is partially A-embedded,

o A= (C,P)isalA-embedded (p,q)-railed annulus of G, where p > fa(k)+s and ¢ > 5/2- fa(k),
o L is a A-avoiding linkage of size at most k, and

o I Clq|, where |I| > fa(k),

then G contains a linkage L where L= L, L \ACL\A, and L is (s, I)-confined in A. Moreover,
f3(k) = O((f2(k))?).

5.3 Linkages in boundaried graphs

In this subsection, we aim to define the set of models of a boundaried graph, that is all linkages
that can be routed inside this graph and contain the boundary vertices as terminals. This collection
of graphs, can be encoded in abstract terms of collections of binary relations between indices of
the boundaried vertices, representing the existence of (disjoint) paths between the corresponding
boundary vertices. This encoding is, in fact, present in the encoding of the pattern (see Observa-
tion 7).

Linkages of boundaried graphs. A pairing is a t-boundaried graph L = (L, vy, ..., v¢) where L
is a linkage and T'(L) C {v1,...,v:}. We use Bp(fa)ir to denote the set of all (pairwise non-isomorphic)
t-boundaried graphs that are pairings. A path of a linkage L is non-trivial if it is not a single edge.
Given a k-boundaried graph (G, uy, ..., u), a linkage L of G and some vy,...,v; € T(L)U{_} such
that {ug,...,ux} C{v1,..., v}, wesay that (L,v1,...,v;) is a boundaried linkage of (G, u1,. .., ug).

Let (G,v1,...,v) be a t-boundaried graph. We define the set of pairings of (G,vi,...,v),
denoted by Pairings(G,v1,...,v:), to be the set

(L,v1,...,v) is a boundaried linkage
Pairings(G,v1,...,v) = (L,v1,...,v) € Béi)ir of (G,v1,...,v) and every path of L
is non-trivial

Imprint of linkages. Let r,h,l € N. Let G = (G, X1,..., Xp,a,v1,...,v,) € BOMD . Given an
L € Pairings(G,v1,...,v,), we define the imprint of L, denoted by imp(L), to be the graph whose
vertex set is I = {i € [r] | v; # _} and two vertices ¢,j € I are adjacent if {v;,v;} belongs to
the pattern of L. We define the compression of G, denoted by compression(G) to be the quintuple
(V, K, 8, H¢, H), where

e V is the partition of I to sets of pairwise equal vertices,
e £ is the partial function mapping each i € I to j € [I] such that v; = aj,

e ¢ is the partial function mapping each i € I to j € [h] such that v; € X},
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e H®=Indg(I), and
e HP = {imp(L) | L € Pairings(G,v1,...,v,)}.
It is easy to observe the following.
Observation 7. For every G € B compression(G) = pattern(G).

We stress that the only difference between the collection HY of imprints of all pairings of
(G,v1,...,v,) and the set Pairings(G,v1,...,v,) is that the first is a collection of graphs whose
vertex set is the set of indices I C [r], while graphs in Pairings(G,v1,...,v,) are subgraphs of G.
The distinction between the two is essential in order to 1) encode the patterns of linkages “abstractly”
(in terms of graphs on indices) and 2) decode the presence of same variety of linkages inside graphs
with the same pattern.

Before concluding this section, we present some additional definitions on linkages of boundaried
colored graphs and the reason is the following. In Section 7, we describe how, given a colored graph
partially embedded in a “big enough” railed annulus, construct (a series of ) boundaried graphs whose
boundary vertices will also be some vertices of the rails of the annuli. These boundary vertices will
be chosen to be the “few” vertices in which every linkage can be combed, due to Proposition 2.
Therefore, as we are about to prove in Section 7 (in particular, Lemma 4), after combing, linkages
can be separated on a “left” and a “right” part. Therefore, we need to define a way to glue pairings.

Gluing pairings. We now define compatibility between pairings. Let ¢,r € N. Let L =
(Lyui,...,upqp) and L' = (L', v1,...,v,1¢) be two pairings. We say that L and L’ are £-compatible
if Upg1, .o Uupyg € T(L), Upgty ... 0y € T(L'), for every i € [r], u; = _ if and only if v; # _, and
for every i, j € [€], {vr4i,vr4;} is in the pattern of L if and only if {v,44,v,1;} is not in the pattern
of L. Given two families Fy, Fo C B9 of pairings, we say that F; and F» are £-compatible if for
every Ly € F1 and every Ly € F5, Ly and Lo are ¢-compatible.

Let Ly = (L1, u1,...,ups¢) and Ly = (Lg, v1, ..., v,4¢) be two f-compatible pairings. We denote
by (L1, u1, ..., Ursg) @ (Lo, v1,...,0.4¢) the pairing (L, cq,..., ¢ ), where

e [ is the linkage obtained from the disjoint union of L; and Lo after identifying, for every
i € [r+ 1,4], the vertices u; and v;, and

o ¢; = uy, if u; € T(Ly), while ¢; = v;, if v; € T'(L2) (recall that by definition of compatibility,
for every i € [r], at least one of w; and v; is equal to _ but not both).

Given two (-compatible families Fi, Fo C B9 of pairings, we denote by Fi @y Fa the collection
{Ll @y Lo | L; € 7 and Ly € FQ}

6 Dealing with apices

In this section, we show how to deal with apex vertices that can be adjacent to vertices in a flat area
of the graph in a completely arbitrary way. In Subsection 6.1, we define a certain “transformation”
from a colored graph to another colored graph (with more colors), interpreting neighborhoods of
some predetermined vertices as new colors. Moreover, in Subsection 6.2, we describe how to get
an equivalent version of a formula in this “projected” setting (see Lemma 3). This will allow us to
define an equivalent version of any given formula in FOL[7+dp] that will transform a question from
a flat graph with apices to a flat graph without apices (where adjacencies with apices are interpreted
as colors in the graph).
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6.1 Projections of graphs with respect to some apex-tuple

In this subsection, we define a way to “project” a given colored graph with respect to a given apex-
tuple and a way to define the “projected” version of a sentence such that the initial colored graph
satisfies the initial sentence if and only if the “projected” colored graph satisfies the “projected”
sentence (see Lemma 3). This transformation will allow us to work with the projected colored
graphs, where the absence of apices in a graph of big enough treewidth implies a flat bidimensional
structure (see Proposition 9 in Appendix B). Flatness is particularly critical for our techniques, as
it will be explained in Section 7.

We proceed to formalize the idea of “projecting” a structure with respect to an apex-tuple. First,
we describe what is the vocabulary of the “projected” structure.

Constant-projections of vocabularies. Let 7 be a colored-graph vocabulary, let [ € N, and
let ¢ = {c1,...,¢} be a collection of [ constant symbols. We define the constant-projection () of
(T Uc) to be the vocabulary (tUcU{Cy,...,C;}), where Cy,...,C; are unary relation symbols not
contained in 7.

Given a colored-graph vocabulary 7 and some collection of constant symbols ¢, we proceed
to define a way to construct a 7(®-structure from a given (7 U ¢)-structure (6,a). The obtained
7{®)_structure is the “projection” of (&,a) with respect to the apex-tuple a.

Projecting a colored graph with respect to an apex-tuple. Let 7 be a colored-graph vo-
cabulary, let [ € N, and let ¢ = {cy,...,¢} be a collection of [ constant symbols. Let also () be
the constant-projection of (7 Uc). Given a (7 U c)-structure (&,a), where a = (a,...,q;) is an
apex-tuple of G of size [ and, for every i € [I], (&2

; = a;, we define the structure ap,(®,a) to be
the 7{¢) _structure obtained as follows:

o V(ap.(®,a)) = V(G),

o for every i € [I] C:pC(é’a) = a;,

o EP(®) = E9 N ((V(G) \ V(a))* UV (a)?),
e cvery R € 7\ {E} is interpreted in ap,(®,a) as in &, and
e for every i € [l], C; is interpreted in ap.(®,a) as Ng(a;) \ V(a).

Notice that if a; = _, C; is interpreted in ap.(®,a) as the empty set. Intuitively, we introduce a
color Cj, i € [a] for each a;. We keep the same universe, we keep only edges that are either between
apices or between non-apices, and we color the neighbors of a; by color C;. See Figure 7 for an
example.

6.2 Apex-projected sentences

Having defined the structure ap.(®,a), we now define for every sentence ¢ € FOL[T+dp] its [-apez-
projected sentence . This will be a sentence in FOL[7{® 4-dp] (see Observation 8) and can be seen
as the equivalent (to o) question that is asked to be satisfied by ap.(®, a).

Let 7 be a colored-graph vocabulary, let [ € N, and let ¢ = {c1,...,¢} be a collection of [
constant symbols. Given a set S and an ¢ € N>1, we use P;(S) to denote all partitions of S into ¢
parts, i.e., all collections of ¢ pairwise disjoint subsets S1,...,.Sp of S such that Uz’e[f] Si=S5.
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Figure 7: An example of a graph G with an apex-tuple a = (a1,...,a4). The set C; contains
all cyan vertices (the neighbors of a;), the set Cy contains all green vertices, the set C3 contains
all orange vertices and the set Cy contains all red vertices. Vertices that are neighbors to more
than one a; are depicted with multiple colors. The structure ap.(®,a) is obtained from G after
introducing colors Cj,i € [4] and after removing all edges between a vertex in {ai,...,as} and a
vertex in V(G) \ {a1,...,as}.

For every sentence ¢ € FOL[T+dp], we define its [-apex-projected sentence ¢! to be the sentence
obtained from ¢ by replacing each atomic formula E(x,y) by

E(x,y) V \/ (x=cAyeC)V(y=cAxe())
i€l

and each atomic formula dp(si, ti, ..., sk, ty) by the formula (gp(si,t1, ..., sk, ty) that we proceed to
define. We set distinct(xy,...,x) := /\i,je[ﬂ’i#(xi # x;). We define (4p(s1,t1,...,Sk, tg) as follows
(see next paragraph for an intuitive explanation):
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\/\/ V V (2)

BC[l] de[k] (I1,...,14)€EP4(B) all injective functions
p{dn, s lat— K]

I I I la I I o
<3x117... ‘Il|,...,x1d’ P d|st|nct(x1 "“’X\Il1|""’xld’ IIdd\) (3)
A /\ /\ (O4G" 7 So(1,) NN 7 b)) (4)

i

ANV </\/\ = (5)

i€[d)] all bijections “ie[d] j€[|1;]]
Al =1

ANV (A A B (6)

icld] JiC[[Li| -1 ield] je[[Li|=1]\J;

A Elele]’ PR Eledej‘ 73j€J12§ yeeey ajGJdZ§d> (7>
distinct (Y5 )jesrs - -+ (Y1) jedar St ts -, Sko t) (8)
N diStinCt((ZJI’I)jEle SRR (Zﬁd)jejd, st t1, ..., Sk, tk) (9)
I;
AN EZOAN N £ (10)
ii'€ld], j€Ji, i€[d] j,j'€J;,
it '€y i#5’
I; I;
/\( /\ /\ (yj S C/\Ii(j) /\Zj € C)\Ii(j-‘rl)) A (11)
iE[d]jEJi
\ (N oE=2)n N EE2E) A wzi,p,zi))>>>7 (12)
(X3,Y5,2;)€P3(J;) JE€EX; JjeY;

where 1y, , 7, is the formula

(Sp(r) = xi Aty = x‘ A dp(€rpz, (51t Skt €1, €1, -, €L Q)

V

(Sp(r 7 X1' Atz =X,

A 38,1, € Cyp ) Adistinet(Spr,), (55, ) jzp(r) A dP(Kr,pzi (S1, 1, - - s Sk ey €1, €l - ,€,¢)))
vV

(Sp(1) =X1" Moy # X

ATty € Car, (1) A distinct (t,(1,), (Sj, ) j2p(1)) A dP(0r; 0,2 (S1, 1,5+, Sk thy €1, €L, - -+, €1, C1)))
vV

( 1)75x1 Aty #XIII

A 3Spr) € Gy () A distinct(S,(z,), (sj,tj)#p(li))

A3t € Car, () Adistinct(t,(1,), (555 t5) jp(r:) A AP(Crp,2, (S1,t0, - - o Sk ths €1, €Ly -5 €5 C1))),

and
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® {1p.z: (st .oy Sk, th, €1, €L, .0, ¢, ) s used to denote the tuple obtained from the tuple
(sl,tl,.. ,Sk» thy C1,€15 - -, €, ) after removing, for every i € [£], (sy(r,),tyz,)) and adding
(y] , J+1) for all j € Z;.

KIp,Zi (S1,t1, ..o, Sk, th, €1, €1, ..., €, ) s used to denote the tuple obtained from the tuple
(s1,t1,- -+ Sks th,C1,C15- -+, €1, ) after removing, for every i € [€], (sy(1,),tp(r,)) and adding

(Sp(1)+3p(1)) and (vj*,2j%y). for all j € Z;.

® 07,2 (S1,t1,- ., Sk tk, C1,C1, ..., ¢, ¢) is used to denote the tuple obtained from the tuple
(sl,tl,...,sk,tk,cl,cl,.. ,¢1,¢p) after removing, for every i € [€], (s,(1,),ty(z,)) and adding
(tp(1) Ep(r)) and (yj',zj, ), for all j € Z;.

Cryp,2:(S15 15 -y Sky g, €1, €15 - -+, €1, ) is used to denote the tuple obtained from the tuple
(sl,tl,...,sk,tk,cl,cl,...,cl,cl) after removing, for every i € [{], (sy(r,),ty(z,)) and adding

(Sp(1)+30(12))» (to1)s Tp(r))s and (v, 2j7y,), for all j € Z;.

Intuitive explanation of the above formulas. We decode step by step the intuition behind
the above formulas. First, we replace E(x,y) by E(x,y) V V¢ (x=cAyeC)V(y=cAxe())
in order to encode that, in the colored graph obtained after the removal of all edges between apex-
vertices and the rest vertices of the graph, two vertices x,y are adjacent if either the edge {z,y} is
present in the modified graph or one of z and y is an apex-vertex a; (interpreting c;) and the other
is colored by the corresponding color Cj, that is the color that all neighbors of a; receive.

For the the atomic formula (gp(s1,t1,...,sk,tx), the intuition is the following. We want to
separate the formula into many parts, i.e., many questions for disjoint paths or adjacencies, guessing
whether the variables s1,t1, ..., sk, ty are assigned to apex-vertices and /or whether the apex-vertices
are internal vertices of the disjoint paths between s, ty, ..., sk, tk.

For this reason, in line (2) of the above definition, and in particular in “\/Bgm”, we start by
guessing the subset B of apex-vertices that are part of the disjoint paths (either as endpoints or
as internal vertices). We will refer to this set as active apices. Then, with “Vde[k]”’ we guess how
many among the k disjoint paths contain active apices (and we call them active paths) and then,
with “\/( o L) EPG( B)” we guess how B is partitioned in d sets, each set corresponding to active
apices that belong to the same active path and with “\/ [k}”’ we guess
which active apices belong to each active path.

Having made all these guesses, in line (3), we ask for variables (“Ix*, . .. x‘II1 B x{d, . XII}id\”)
that will be interpreted as the active apices and we ask these Varlables to be mterpreted as pairwise

disjoint vertices (“dlstlnct(x1 - ’XIIIlﬂ’ . x{d, e ff |)”). Also, in line (4), we ask that all vertices

that interpret le.i for i € [d] and j € [2,|I;| —1] are different from the endpoints of all the other active
paths (“A; irera iz Nie,n)-1] (lez # Sp(1,) N X]I-i # ty(1,))")- The two later properties are necessary
for the disjointness of the demanded paths. For the moment, we do not demand the interpretations
of x1 and xi |, for any ¢ € [d], to be distinct from the endpoints of the paths.

all injective functions p:{I1,...,Jq}—

LI

To express that these variables correspond to apices, in line (5), first we guess to which element of
B each le-i corresponds (“A;cig Vall bijections A A 1,”). We stress that the order of XJI-i is fixed and
implicitly corresponds to the order that active apices are transversed by the corresponding active
path. For each i € [d], the bijection A7, is used to correspond the ascending indices j of the variables
xji to the actual active apices. Then, with “/\z‘e[d} /\jEHIiH xf =Cy, (j) > we check whether this guess

indeed corresponds to an interpretation of each lef' with the appropriate active apex ay, (;)-
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In line (6), we partition active apices into two sets. First, we have the active apices whose
next neighbor on the corresponding active path is not an apex-vertex (we orient paths according
to the ordering given by the ascending ordering of the indices of X]IZ) These active apices are
guessed using “/\e[d] vlig[|[i|_1]”' These, we call them shifting active apices. For the remaining ones
(“Niejg Njeqr—ps,")» we check if indeed their next neighbor on the corresponding active path is
an apex-vertex (“E(xf, x]I-Z'_H)”).

Now, in line (7), we deal with the shifting active apices (apices that would be transversed by
path that would be routed through at least one non-apex vertex before entering again the set of apex
vertices). For each shifting active apex, we ask for the existence of two extra vertices, corresponding
to the first vertex after this shifting active apex and the last vertex before the next apex in a
supposed path. This is done in “Eljejlyjl.l, e Eljejdyjl-d, Hjele]I.I, e ,Hjejdzjl.d”

The variables y]I-i, i € [d], j € J; and the variables zjl-i, i € [d], j € J; should be interpreted as
pairwise disjoint vertices that are also different from the endpoints of all the other (active or not)

paths. We check this in lines (8) and (9) using “distinct((yjl-l)je]l, e (y;d)jeJd,Sl,tl, cey Sy tr)”

and “distinct((zjl-l JieTis s (zjl-d)jeJd,sl,tl, ..y Sk, tr)”. Also, we demand that variables yJI-i and zjl.ﬁ'
are interpreted as disjoint vertices if they correspond to different paths (i.e., i # ') or if they belong
to the same path but they are not consecutive (i.e., j # j'). This is done in line (10).

For every i € [d], the vertices interpreting y]I-i, j € J; should appear in the corresponding ac-
tive path directly after the corresponding shifting active apex a 1, () and the vertices interpreting

zjl-i, j € J; should appear in the corresponding active path directly before the next corresponding
apex ay, (j+1)- Since edges between apices and non-apices are no longer present in the graph, we
encode this “succession” by using the colors of the neighborhood of the apices. This is done in
“Noea Njesrs vV € Copy A2y € Co j1))7s in lime (11).

At this point, we have dealt with the internal part of the paths (we have not yet discussed what
happens with the endpoints; we will do so in the next paragraph) for what concerns the apices.
In fact, we already explained how to guess which part of the apices will be part of the supposed
disjoint paths (lines (2)-(5)), how to guess which part of the paths is routed only through apices
(line (6)), and where the paths “exit” and “enter” the set of apices (lines (7)-(11)). What remains is
to describe how to formulate the question on the graph without the apices and how we deal with
the endpoints of the paths.

In fact, we already mentioned that, for every i € [d] and every j € [d], yJI-i and z]I-i are interpreted
as two vertices that are not apices and for the supposed path corresponding to index ¢, the part

between the interpretations of y}’-" and zjlf' is a maximal path that does not contain apices. Having

this in mind, in line (12), we guess what is the relation between yl-—i and Z;i, for all j € J;. We
partition J; to three sets X;,Y;, and Z; (“\/(Xi,Yi,Zi)eps(Ji)”)' The set X; contains all indices j for
the demanded path that passes through the apices ay, (;) and ay, (j41) has to be routed through a
single vertex between ay, (;) and ay, (j41), or, in other words, y]I." and Z]I-i are asked to be interpreted
as the same vertex. (“/\;cx, (yJIZ = z]Iﬁ')”). The set Y; contains all indices j for which the demanded
path that passes through the apices ay, (;) and ay, (j11) has to be routed through an edge connecting
the interpretations of yJI-i and z]I.i “A e, E(yf,zf)”). Finally, Z; contains all remaining j € J;, i.e.,
all indices j for which the demanded path has to be routed through path of length two between the
interpretations of yf and ZJI’

To finish the description of the formula (gp(si,ti,..., Sk, ty), we have to discuss how the final
new demands for disjoint paths are formulated. This is encoded in the formula vy, , z,. There, for
each active path, say indexed by p(I;), we have to “update” the demand for a path from Sp(1;) to
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ty(1,) to the demand for paths between y]I-i and zjl-j_l), for all j € Z; and this update has to be done
for all active paths.

In the last argument of the previous paragraph, we omitted some important detail. The afore-
mentioned update is correct (in the sense that the two questions for disjoint paths are equivalent)
only if, for all active paths, its first and last active apex are its endpoints, i.e., if s,7,) = x{i and

tor,) = XIIIZI are true. This is why the first disjunctive term of ¥y, , 7, is “s,(7,) = x{i Ntor) = XII}iI A

dp(fi,p,Zi(Sla t1,...,Sk,tk,C1,C1, ..., Cy, CZ))”, where éfi,p,Zi(Slv t1,...,Sk,tk,C1,C1, ..., Cy, Cl) is the tu-
ple obtained from (s1,t1,...,Sk,tk,C1,C1,. .., C1,¢) after removing, for every i € [€], (sy(r,), o))
and adding (yjl.i, z}’."ﬂ), for all j € Z;. Since all non-shifting active apices are adjacent (see line (6))

and for all j € J; \ Z;, the interpretations of y]Ii and ZJI{H

line (12)), what remains is to find disjoint paths between the interpretations of y]I-i and zjl-jrl)7 for
every j € Z;. Of course, having dealt with the case that paths contains apices, we want the new
paths that we search to be disjoint from all apices. To express this, we add “c1,c¢q,...,¢;,¢;” to the
above tuples, asking that the rest (disjoint) paths are also disjoint from the path of zero lenght that
starts and finishes to the intepretation of ¢;, for every ¢ € [I].

To deal with the case where, for an active paths, either its first or last active apex are not its
endpoints, we have to guess the existence of an extra “entering” or “exiting” point, respectively, and
ask for some supplementary disjoint path between this new guessed vertex and the corresponding
endpoint (see last three disjunctive terms of vy, , 7). This concludes the intuitive explanation of

the formula (4p(s1,t1,- - ., Sk, tk).

) are either identical or adjacent (see

Note that if ¢ € FOL[7+dp] and c is a collection of [ constant symbols, then ¢! € FOL[7{® +dp].

Observation 8. Let 7 be a colored-graph vocabulary. For every ¢ € FOL[T+dp], every l € N, and
every collection ¢ of | constant symbols, ¢! € FOL[7‘<C> + dp].

Also, note that in the definition of ¢!, we add some extra quantified first-order variables (see
the definition of (yp(s1,t1, ..., Sk, tx); line (3), line (7), and the definition of ¢y, , 7).

Observation 9. Let 7 be a colored-graph vocabulary and let r,1 € N. There is a function f; : N> — N
such that for every o € FOL[T+dp], if ¢ has quantifier rank r, then @' has quantifier rank f4(r,1).

The definition of the l-apex-projected sentence ¢! implies the following lemma, which can be seen
as a generalization of [79, Lemma 26| that deals with graphs to also “interpret” the vertex-disjoint
paths predicates.

Lemma 3. Let 7 be a colored-graph vocabulary, let I € N, and let ¢ be a collection of | constant
symbols. For every ¢ € FOL[T+dp]|, every T-structure &, and every apez-tuple a of & of size 1, it
holds that & = ¢ <= ap.(®,a) = ¢! (where c is interpreted as a).

7 Partial signatures and exchangability

As explained in the end of Subsection 4.4, after proving Lemma 2 our strategy is, given an annotated
colored graph to find a way to construct another annotated colored graph that is equivalent to the
original one in the sense that they have the same signature. In this section, we describe how,
in the presence of a big enough flat railed annulus in the given graph, we can define a way to
encode only patterns of “one side” of the annulus. In fact, in Subsection 7.1, we define stamps of
vertices with respect to some given railed annulus, which will help us to group vertices in a way
that encodes their relative position to the cycles of the railed annulus. Then, in Subsection 7.2, in
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order to facilitate reading, we establish some conventions for boundaried colored graphs in flat railed
annuli. Using the notation introduced in these first two subsections, in Subsection 7.3, we show
how to reformulate Proposition 2 and how linkages of the given graph (that contains a big enough
railed annulus) are “combed” inside boundaried graphs whose boundary vertices are either some
particular vertices of the railed annulus, or vertices of appropriate stamps (Lemma 4). Then, to
capture the “pattern-behavior” of the considered series of boundaried graphs in the railed annulus,
we define the notion of partial signature of a graph as a “meta-collection” of patterns of boundaried
graphs (as the ones described in Subsection 7.2) for boundary vertices of particular stamps. Finally,
in Subsection 7.5, we show that boundaried (annotated) colored graphs with the same partial
signature can be “replaced”, maintaining the same (global) signature (see Lemma 5).

7.1 Stamps of vertices with respect to annuli

In this subsection, we describe how to attribute stamps to the vertices of a given graph G with a flat
railed annulus A that encode the relative position of these vertices with respect to the cycles of A.
The definition of a flat railed annulus is given in Appendix B, and, in particular, in Subsection B.3.
Intuitively, it is the analogue of flat walls but in terms of railed annuli.

Let » € N. Let G be a graph, let (A, R) be a (p, g)-railed annulus flatness pair of G, where p =
2"+ 1. For every w € {0,1}", we denote by C'y the cycle Cp,, of C, where ng =1+ 3¢, w; 2"

Given an i € [r] and a w € {0,1}*71, for every vertex v € V(G) we define the w-stamp of v as
follows:

=
[ ]
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)
Owllrfi))
)
)

(Influenceg (Cgrgr—i)),

stamp,; (v) \v
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, if v ¢ V(Influencen

Cwllr—i

Figure 8: An illustration of some vertices of a graph which contains a flat railed annulus A = (C, P),
colored with respect to their stamps. The white-colored vertices have w-stamp equal to (0, ), the
blue-colored vertices have w-stamp equal to (1,e), the red-colored vertices have w-stamp equal to
(0,0), and the green-colored vertices have w-stamp equal to (1, 0).

Trace of tuples of vertices with respect to annuli. Let r € N. Let G be a graph, let (A, R)
be a (p, g)-railed annulus flatness pair, where p = 2" + 1. Given a tuple (v1,...,v,) of vertices

36



of G, we define the trace of (v1,...,v,) with respect to (A,9R), denoted by trace 4, (v1,--.,vr),
to be the pair (w;...w,,wi...w,) where (wy,w1) = stamp.(v1) and for every i € [2,7], we set

(wi7 w’b) = Stampwl...wi,1 (vl)

7.2 Some conventions for boundaried graphs in flat railed annuli

We proceed to define a series of boundaried graphs in a given railed annulus flatness pair (A, R).
In fact, we define these boundaried graphs in the leveling Leveling( 4 0)(G) of (A,R), that is the
“planar representation” of (A, R), as defined in Subsection B.7. In order (A, fR) to has this “planar
representation” property, it has to be well-aligned (see also Subsection B.7).

Let G be a graph and let (A, R) be a well-aligned (p, g)-railed annulus flatness pair of G. We
consider the graph Leveling( 4 »)(G) and keep in mind that Leveling 4 »)(G) contains the represen-
tation R4 of A, that is a A-embedded (p, ¢)-railed annulus. Let R4 = (C,P) and keep in mind that
IC| = p and p is an odd integer in N>3. Intuitively, the cycle C,11y/2 is the “middle” cycle of C.
We can see each path P; in P as being oriented towards the “inner” part of R4, i.e., starting from
an endpoint of P, ; and finishing to an endpoint of P; ;. For every j € [q], we define r; as the first
vertex of P; that appears in P,1)/2; (recall that Py, 1/ ; is the intersection of the cycle C(,11)/2
and the rail P;) while traversing P; according to this orientation. Given a t € [g], we define the
t-boundaried graph

GY = (G\ri .. ),

where G’ is the graph Leveling(Aym)(G) \ V(RightA(pHW(Leveling(Aﬁ)(G))) (recall that A(,y1)/2 is
the closed annulus cropped by C7 and C(p+1)/2). We call r1,...,rs the boundary vertices of GE?.

Assume now that A is a well-aligned (2" - (p—1) 4 1, ¢)-railed annulus flatness pair of G. We set
cP) =q1,..., Cor 41, where for every i € [2" + 1], C] = C14(p—1).(i—1)- Intuitively, we pick Cc® in
a way that every two consecutive cycles Cj and C}, ; of C ®) crop a (p, q)-railed annulus. For every
w € {0,1}", we use Ay to denote the (p,¢)-annulus that is cropped by the cycles Cj,_ and C;,_
of C'P)| where ng =1+ > iep] wi2"" (e, Ae = Aly(p—1)-(ng—1),1+(p—1)ng ) See Figure 9 for an
example.

o c, o o o o o

s

L — ]
/o\

~Aooo—"Aoor" " Ao~ " Ao Ar00~ " Aror A S AT
A |
Figure 9: An illustration of the railed annuli Ag, for every w € {0,1}3, of a railed annulus A. For

(t)

w

each w € {0,1}3, the yellow vertices inside Ay are the boundary vertices of G
Given a w € {0,1}", we define Gg) to be the graph ij)w In the rest of the paper, given an

r € Nand a w € {0,1}", we denote by Gy the ¢-boundaried graph Gg), where ¢ := fz((g)) +1
(where fo is the first of the two functions of Proposition 2), we use Gy to denote its underlying
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graph, and v,41,...,v,4¢ to denote its boundary vertices. Also, we denote by G the graph
G\ (V(Gg) \ {vrt+1,--.,0r1¢}) and by G the (-boundaried graph (G2, vy 41, ..., Vrys).

7.3 Combing linkages in levelings of flat annuli

We now formulate Proposition 2 in terms of pairings of the graphs G and G%'*. That is, for
every linkage with terminals vy,...,v,, we prove that another equivalent linkage can be found,
being combed through the extra boundary vertices of G and G2 (see Lemma 4). Before present-
ing Lemma 4 and its proof, we introduce some additional notation.

Let G be a graph and let (A, R) be a well-aligned (2" - (p — 1) + 1, ¢)-railed annulus flatness pair
of G, for some odd p € N>3, and some ¢ € N>3. Let vy,...,v, € V(G) and let (w,w; ...w,) be the
trace of (v1,...,v,). We use 9° to denote the tuple (v§,...,vy), where for every i € [r], v} = v;,

if wy = e, and v? = _, if w; = o. Also, we use 7° to denote the tuple (v7,...,v;), where for every

ier], v =v;, if w; =0, and v{ = _, if w; = o. We use (G, 0*) to denote (G, 0%, Vy41,...,Vr10)
and (G, 7°) to denote (G, 0%, Upi1y . vy Up)-

Lemma 4. There is a function f5 : N — N such that for every r € N, if G is a graph, (A,9R) is a
well-aligned (f5(r), £)-railed annulus flatness pair of G, and (L,v1,...,v;) € Pairings(G, v1,. .., v;),

where v1, ..., v, € V(G), then there exists a (L,v1,...,v;) € Pairings(G,v1,...,v;) such that L = L
and (L,v1,...,v,) € Pairings(Gg, 0*) @ Pairings(G", 0°), where (w,w) = trace 4 ;) (v1, ..., vr).

Proof. We set fs(r) = 2" - (p — 1) 4+ 1, where p = f3((5)) + 5. Recall that Gz and G3* are
(r + £)-boundaried graphs where ¢ = f2((£)) + 1 and whose boundary vertices are vy, ..., v.14. Let
(L,v1,...,v,) € Pairings(G,v1,...,0).

We set (w,wi...wy) = traceqm)(v1,-..,vr) and we consider the (p,q)-railed annulus Ag
of G. Observe that vy,...,v, ¢ Influencep;(Ap) and therefore, by Lemma 12, we have that
Leveling( 4, o)(G) contains a linkage L that is equivalent to L and it is ann(R4, )-avoiding. We
set A = ann(R4,) and we note that R4, is a A-embedded (p, g)-railed annulus of Leveling 4 5)(G).
By applying Proposition 2 for the (p, ¢)-railed annulus R 4, for s = 3, and for I = [¢], we have that
Leveling 4,, ,m)(G) contains a linkage L that is equivalent to L (and, therefore, equivalent to L) and
is (3, I)-confined in R4, .

We set L* := LNGy and L° := LNG. Observe that (L, 7%, vpi1, . . -, Upy¢) € Pairings(Gy, v°)

and (i)o, 0, Vpg1,-..,0p1¢) € Pairings(G 4°). Also, the pairings (L®,9°%,vp41,...,0.4¢) and
(L°,0°,Vpy1,-..,0p1¢) are f-compatible and

(I:,vl, ce, V) = (I:', V% Upg1y - ey Upgp) @ (ff’, V%, Upgdy e ey Uptp)-
Since (f/.,f_]:,'l)r_t'_l, .., Upys) € Pairings(G, 7°) and (L°,7°, V41, ..., vr4¢) € Pairings(G, 7°), we
have that (L,vy,...,v,) € Pairings(Gg, 0°) & Pairings(GQ™t, 0°). O

7.4 Partial signatures of tuples of vertices

We now present the definition of partial signatures. It is a recursive definition, that in the base case
captures the pattern of a boundaried graph and for every recursive step, asks for all possible partial
signatures that can be obtained after fixing another (boundary) vertex or its absence. Intuitively,
the symbol “_” expresses the absence of a vertex for this entry, or, in other words, that this vertex
should be picked inside some boundaried graph that should be glued to our considered boundaried
graph. In this sense, partial signatures express “partial” patterns (see Observation 10).
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Let 7 be a colored-graph vocabulary and let ¢ = {cy, ..., ¢;} be a collection of [ constant symbols.
Let » € N. Recall that ¢ = f2((£)) + 1, where f5 is the second function of Proposition 2. Let & be
a T-structure, let R C V(G), and let (A,R) be a well-aligned (2" + 1, ¢)-railed annulus flatness pair
of G. For every i € [r] and every w € {0, 1}, we define

R” ={v € R|stamp,, ., ,(v) = (wi,®)}

and
VY ={veV(Q) | stamp,,, ., (V) = (wy, @)}

Partial signature. Let d € Nand r € [d—1]. Given a w € {0,1}% and vy, ...,vg such that for
every i € [r], v; € RV U {_} and for every i € [r+ 1,d], v; € V¥ U{_}, we define

partial-sig®(&, R, @, v1, . .., vq) = pattern(Gg, L, v1, ..., vq).

Also, for each i € [d — r], every w € {0,1}%% and every vy, ...,v4_; € V(G) U {_} such that
for every j € [min{r,d — i}], v; € R"% U {_} and for every j € [min{r,d — i} + 1,d — 1],
vj € VWi g {_}, we define

partial-sigh (&, R, w,v1,...,vq—;) = {partial-sigi" 1 (&, R, w0,v1,...,v4_4,v) | v €V}
U {partial-sig: (&, R, w1, vy,...,vq_4,v) | v € V¥}
U {partial-sigi (&, R, w0, v1, . ..,v4—,_)}
U {partial-sigi (&, R, w1,v1,...,v4-i,_)}

Also, for each i € [d—7r+1,d— 1], every w € {0,1}9~% and every vy, ...,v4_; € V(G)U{_} such
that for every j € [min{r,d —i}], v; € R"** U {_}, and for every j € [min{r,d —i} + 1,d — i,
vj € VWi g {_}, we define

partial-sig! (&, R, @, v1,...,vq—;) = {partial-sigi™!(&, R, w0,v1,...,v4_s,v) | v € R*}
U {partial-sigi (&, R, w1,v1,...,v4_5,v) | v € R"}
U {partial-sigi"1(&, R, @0, vy, ..., vq_;, )}
U {partial-sig: ! (&, R, w1,v1,...,v4_i,_)}

Finally, we define

partial-sig(®, R) = {partial-sig"}(&, R,0,v) | v € R}
U {partial-sig? }(&, R, 1,v) | v € R'}
U {partial-sigt}(&, R,0,_)}
U {partial-sigt"}(&, R, 1,_)}

We use P(A) to denote the powerset of a set A and for every d € N, we use P?(A) to denote the
set P(P(---P(A))). We observe the following.
———

d-times

Observation 10. Let d € N and r € [d — 1]. For every i € [0,d — 1], every w € {0,1}97%, and

every v € (V(G)U{_})"", where for every j € [min{r,d —i}], v; € R¥*%“i U{_}, and for every
j € min{r,d—i} +1,d—i], v; € V=i U{_}, it holds that partial-sig: (&, R, w,v) € P{(G{4 ")

and partial-sigf(QS, R) € [Pd(gégljfvhl))'
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Following the above definition, we also define (global) signatures where some vertices, up to
some index, are asked to belong to R while the rest of them can belong in V(G). More formally,
given some d € N and some 7 € [0, d], for every (v1,...,vq) € (V(G)U{_})¢, where vy,...,v, € R,
we define sigQ(®, R, vy,...,v4) to be the atomic type of (v, ...,vq). Also, for each i € [d — 7], and
every vi,...,v4—; € V(G)U{_}, where v1, ..., Uningra—i} € R, we define

sigh (B, R, v1,...,v {S|gr (6, R,v1,...,04-i,u) | ue V(G)U{_}}.

Also, foreachi € [d—r+1,d— 1] and every v1,...,vq—; € V(V(G)U{_}, where vi, ..., vpmingrd—i} €
R, we define

sigh (&, R, v1, ..., v4_;) {S|g (B, R,v1,...,v4—i,u) |ueV(G)U {_}},

while for each i € [d — 7] and every v1,...,v4-; € V(V(G) U{_}, where v1, ..., Uninfra—i) € R, We
define ‘
sig) (&, R, v1,...,v = {sigt" (&, R, v1, ..., v4—4,u) |u € RU{_}}.

Finally, we define
sigl (8, R) = {sigl (8, R,v) |ve RU{_}}.

7.5 Exchangeability of graphs with the same partial signature

The goal of this section is to present Lemma 5 and its proof. This result states that in the presence
of a railed annulus flatness pair in side an (annotated) colored graph (9, R), two (annotated) colored
graphs (&, R), (&', R') that yield the same partial signature when “glued in the inner part” of (9, R),
satisfy the same formulas when we additionally glue another (annotated) colored graph (§, R*) in
the outer part of (D, R). We now formalize the idea of “gluing”.

Compatible colored graphs. Let & = (G, Xy,...,X;),® = (G, X],...,X}) be two colored
graphs and let a partial function n : V(G) — V(G’). We say that & and &’ are n-compatible if for
every i € [h] and every v € X;, v € X; < n(v) € X.

Gluing colored graphs. Let &,® be two colored graphs and let a partial function n : V(G) —
V(H) such that & and ® are n-compatible. We denote by & @&, © the colored graph obtained from
the disjoint union of & and ® after identifying vertices v € V(G) and u € V(H) if n(v) =

Inner- and outer-compatibility functions. Let two colored graphs &, $, let a be an apex-
tuple of &, and let (A,R) be a railed annulus flatness pair of & \ V(a). Given that R =
(X1,Y1,X9,Ys,21,Z5,T,0,7), we call a partial function n : V(X; NY1)UV(a) — V(H) (resp.
€:V(XanYy)UV(a) - V(H)) such that & and § are n-compatible (resp. &-compatible) an
inner-compatibility (resp. outer-compatibility) function of & and $.

Lemma 5. Let 7 be a colored-graph vocabulary and let r,l € N and let d = fq(r,l). Let (’D,R)
be a colored graph, let a be an apez-tuple of ® of size I, and let (A,R) be a well-aligned (f5(r),¥)-
railed annulus flatness pair of © \ V(a). Also, let (&, R), (&', R') be two colored graphs and let two
inner-compatibility functions n,1' of (9, R) and (&, R) (resp. (&', R')). If

partial-sig (ap. (&, R) &, (D, R), a)) = partial-sig{ (ap. (¢, R') & (D, R), a)),

then for every (TU{R})-structure (§, R*), every outer-compatibility function & of (D, R) and (F, R*),
it holds that

sig (8, R) @y (D, R) ¢ (3, R)) = sig’ (&', R) @y (D, k) D¢ (3, R)).
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See Figure 10 for a simplified visualization of the statement of Lemma 5.

(8, R")

(8, ")

Figure 10: A simplified visualization of the statement of Lemma 5. If the upper middle and the
lower middle colored graphs have the same partial signature, then for every colored graph (§, R*)
(on the left) glued to them, the resulting colored graphs (the upper right and the lower right) have
the same (global) signature.

Proof. Let § be a colored graph, let R* C V(§F), and let £ be an outer-compatibility function of
(9, R) and (§, R*).

Given that R = (X1,Y7, Xo,Ys, 21, 25,1, 0,7), we set R = (5(1,}71,5(2,172,Zl,ZQ,F,a,w) and
R = (X{,f/l,f(é,ffg,Zl,Zz,F,a, 7), where

e V) (resp. Y3) is the vertex set obtained from the union of Y; (resp. Y3) and V(®) after
identifying the vertices in (X7 NY7) U V(a) with their images via 7,

e Y/ (vesp. YJ) is the vertex set obtained from the union of Y; (resp. Y) and V(®') after
identifying the vertices in (X1 NY7) UV (a) with their images via 7, and

e X; (resp. Xo) is the vertex set obtained from the union of X (resp. Xs) and V(§) after
identifying the vertices in (X2 NY2) UV (a) with their images via .

Observe that (A, R) is a railed annulus flatness pair of (& @, D @ F) \ V(a) and (A, ') is a railed
annulus flatness pair of (&' @, D ¢ F) \ V(a).

We now consider the 7(¢)-structures ap.(® @, D @¢ §,a) and ap(®’ @&, D ®¢ §,a). Note
that (A,MR) is also a railed annulus flatness pair of ap,(® @, D @¢ §,a) \ V(a). Also, since in
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apc(® ©, D ®¢ §,a) there are no edges between V(a) and V(ap.(® @, D ®¢ §,a) \ V(a)), we can
update R by adding V(a) to X, and observe that after this modification of R, (A, 9R) is a railed
annulus flatness pair of ap,(® @, D @¢ §,a). For the same reasons, we can assume that (A, 9') is
a railed annulus flatness pair of ap. (&' @,y © ®¢ §,a). We set

e (3,R) :=(&,R) @, (D,R) ®¢ (5, R,

o (3,R):= (& R)®, (D,R) o (3, R),
. (fo,R, a) := ap¢(3, R, a), and

o (9, R a):=ap,(3, I, a).

Our goal is to prove that sig’(3, R) = sig"(3/, R). To achieve this, it will suffice to show
that sig?($, R,a) = sigl($, R',a). Let us first prove that sig?($, R,a) = sigl($, R',a) implies
sig” (3, R) = sig"(3/, R'). For this, we will prove that for every quantifier-free formula v (xy, ..., x,)
of FOL[r + dp] on r free variables, the following holds: if vi,...,v, € R and v},...,v. € R’
such that sigh(3, R, v1,...,v,—;) = sigi(3, R, v},...,v._;), for every i € [r — 1], then it holds

s Up—4
that (3,v1,...,v) E ¥(x1,..., %) <= (3,v1,...,00) F ¥(x1,...,%). Let ¢(xi,...,x) be
such a formula and let vy,...,v, € R and v’l,...,v € R’ such that sig (3, R,vq,... JUp—g) =
sigi(S’,R’,vi,...,vr Z) for every i € [r — 1]. Assuming that sig?($), R,a) = S|gr(5§’,]%’,a), it
holds that sigd™"($), R, a,vy,...,v,) = sigt " (8, R’ a,v),...,v.). Therefore, by Lemma 2, we
have (9,a,v1,...,v.) E ¥ <= (9,a,9),...,0v.) | ¢!, where ¢! is the apex-projection of P
(see Subsection 6.2). Also, by Lemma 3, (3,v1,...,v.) E ¢ <= ($,a,v1,...,v,) = ¢! and

(3,v1,...,0,) E Y <= (&, a,v],...,v.) =¥ Combining these last three logical equivalences,
we get (3,v1,...,0,) EY <= (3,01,...,0,) = 9.

We devote the rest of the proof to show that sig,ﬁl(jﬁ,R, a) = sigf(f)’,ﬁi’,a). Let X\ be an as-
signment of (£, R) to a rooted tree (T,tp) and let X’ be an assignment of ($)/, R') to a rooted tree
(T, )).

To prove that sig?($, R, a) = sig?($, R', a), it suffices to prove that for every i € [0, d] and every
v € P ’(géat )) the two following statements hold:

(i) For every (to,...,t;) € Paths(T) there exist (¢, ...,t;) € Paths(T") such that
sigh =i (9, R,a, A(t1), ..., A(t;)) = sigh (9, R, a, N (1)), ..., N(t)).
(ii) for every (t,...,t;) € Paths(T") there exist (to,...,t;) € Paths(T") such that

sigf‘i(ﬁ, R, a, At1), ..., A(t)) = sigh(9, R . a, N(t)), ..., N(E)).

We will show only a proof for (i), since the proof of (ii) will be totally symmetric to the one of (i).
In fact, we will prove the following statement, which is equivalent to (i).

Claim 3. For every i € [0,d] and every € g,()f’t"), it holds that: For every (to,...,t;) € Paths(T)
there is a (tg,...,t;) € Paths(T") such that for every ty € L(T,), where (to,...,tq) € Paths(T),
there is a t!, € L(T,) where (g, ... ,t)) € Paths(T"), such that

sigh (9, R, a, M(t1), ..., Mta)) = sigh (9, R, a, N (1)), ..., N (t})).
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Proof of Claim 3. Let i € [0,d]. Let to,...,t; € Paths(T'), let (vi,...,v;) = (A(t1),...,A(t;)). We
will prove that there is a (¢],...,t,) € Paths(T”) such that for every (ti11,...,tq) € Paths(T'), where
tiy1 € childrenp(t;), there is a (t;,...,t);) € Paths(T"), where t; | € ch||drenT/( 1), such that

sigh(9, R, a, AM(t1), ..., Mtq)) = sig?(&', R a, N (1)), ..., N(t)).
For every j € [i], let (wj,wj) = stampy, ., ,(v;). For every j € [i], we set

vt — {Uj, ifw;=e

J =, ifw;=o.

Since partial-sig{ (ap.((6, R) &, (D, k), a)) = partial- SIgr(apc((ﬁ’ R') @y
D;(T), such that if ¢(,...,t; € Paths(T") and (u1,...,u;) = (N(t}),.
trace(vy, ..., v;) = trace(uy, ..., u;) and

(D, R),a)), there is a t} €
Y ( 1)), then it holds that

partiaI'Sigg_i(apc((QSv R) @77 <©7 R)? a)a w, UI; s ’U-.)
— (13)
partial-sig?~(ap, (&', R') Sy (D, R),a),w,us,...,u)

) 2/

where for every j € [i], uj = u; if wj = @ and u} = _ if wj = o. Let vit1,...,v4 € V(H), where

for each j € [i + 1,7], v; € R. For every j € [i + 1,d], let (wj,w;) = stampy, ., (). For every

j € li+1,d], we set
vi, ifw;=e
U!:{ J J

J 3 L
if wj = o.

—

Therefore, for every j € [i+1,7], v} € Rw-wi U{_} and for every j € [r+1,d], vy € V(H)r-iu{_}.
Following (13), there are ug, q,...,uj € V(ap.((&, R) @, (D, R),a)) U {_} where for every j €
[i+1,7], uj € (R'UR)wwiU{_}, and for every j € [r+1,d], uj € V(ape((8, R)®,(D, R),a))“t iU

{_}, such that pattern(Gg,_!,v3, ... ,U) = pattern(G/, L ul, ..., uy). Then, by Observation 7, we
have that
l

compression(Gg, !, vl ..., v]) = compression(G, L ul, ... uf)
and therefore, if I = {j € [d] [ v} # _} and I' = {j € [d] | uj # _}, then
P1) I =1"and for every j,£ € [d] v; = v} if and only if u} = ug,

P2) k:[d] — [I] is the empty function,

(P1)
(P2)
(P3) for every j € [d], 6(j) = 0'(4),
(P4) Indg, (I) = Indgr (I), and
(P5)

P5) {imp(L) | L € Pairings(G, v}, ...,v3)} = {imp(L) | L € Pairings(G/,us, ..., u3)}.

We now define a sequence of vertices u;1,...,uq € V($'), as follows:

, ifw;=oe
for every j € [i + 1,7],u; =< 7°
Uy, lfw]':O,
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and we aim to show that sig?(),a,v1,...,v4) = sigh($',a,u1, ..., uq). To prove this, intuitively, we
have to show that (P1)-(P5) also hold for the tuples (v1,...,v4) and (uq,...,uq). Keep in mind
that trace(Aj%,)(ul, ceUg) = trace(A’@)(vl, ey ).

First observe that, by (P1) and by the definition of u;,j € [d], the partition of [d] with respect
to the equal vertices in (v1q,...,v4) is the same as the one with respect to the equal vertices in
(ul, cee ,ud).

Also, observe that using the definition of $ and £, the fact that a is an apex-tuple of D,
together with the properties (P2) and (P3), we have that, when modifiying the functions «,d to
map the indices of (v1,...,vq) to [I] and [h] (before they mapped the indices of (v],...,v5)) and the
functions «’, ¢’ to map the indices of (u1,...,uq) (before they mapped the indices of (u$, ..., u3)),
for every j € [d], k(j) = k'(j) and for every j € [d], §(j) = 0'(j).

We next show that Indg([d]) = Indg([d]). Recall that, by (P1), I = {j € [d] | v] # _} =
{7 € [d | uj # _} and, by (P4), Indg,(I) = Indg, (I). Also, since trace(A,ﬁ,)(ul,...,ud) =
trace(Aj%)(vl, ...,0q) = (w,w), we have that {vy,...,v4}NV (Influenceg (Ag)) = 0 and {u1, ..., uq}N
V(Influenceg, (Ay)). This implies that Indg(I) = Indg (I). Also, let J = {j € [d] [ v§ = _} =
{7 € [d] | uj = _} and observe that [d] \ I = J. Also, observe that Inds(J) = Inds/(J) and
that Indg(J) is a subgraph of © @¢ §. The fact that {vi,...,v4} N V(Influences(Ag)) = 0 and
{u1,...,uq} N V(Influenceg, (Ag)) implies that there is no edge neither in $ nor in $’ between
vertices indexed by I and J. Therefore, both Indg([d]) and Indg ([d]) are equal to the disjoint union
of Indg(I) and Indg(J).

We conclude the proof of the claim by showing that

{imp(L) | L € Pairings(9,v1,...,v4)} = {imp(L) | L € Pairings($, u1,...,uq)}-

Let (L,v1,...,v4) € Pairings(9,v1,...,v4). By Lemma 4, there exists a (L,v1,...,0q) €
Pairings($, v1, ..., vq) such that L = L and

(L,v1,...,vq) € Pairings(Gg, 7®) @ Pairings(Gt, 7°).

Recall that, by definition, Leveling 4 5)(9) = Gg @ G, Note that the vertex set of G is a
subset of V(D @¢ §) and therefore, Leveling(Aﬁ,)(f_)’) = G & G, Also, since 7° = 4°, we have
that Pairings(G', ©°) = Pairings(G2', 4°).

We set L* = (L,v1,...,v4) N (Gg,7*). By (P5), we have that {imp(L) | L € Pairings(Gg,7*)} =
{imp(L) | L € Pairings(G’,,@*)}. Therefore, there is an L’ € Pairings(G/;, @) such that imp(L®) =
imp(L’). This, together with the fact that Pairings(G%", 1°) = Pairings(G%", @°), implies that there
exists an (L', uy, . .., uq) € Pairings($/, u1, ..., u,) such that imp(L, vy, ..., vg) = imp(L, uy,. .., ug).
Since L = L implies that imp(L,v1, ..., vq) = imp(L,v1,...,vq), we have that imp(L,v1,...,vq) =
imp(L/,uy,...,uq). Therefore, we can conclude that {imp(L) | L € Pairings(9,v1,...,vq)} C
{imp(L) | L € Pairings($),u1,...,uq)}.

To show that {imp(L) | L € Pairings($),u1,...,uq)} C {imp(L) | L € Pairings(9,v1,...,v4)},
we follow the same arguments. We consider an (L', uq,...,uq) € Pairings($),u1,...,uq), we ap-
ply Lemma 4 and we obtain a (L, uy,...,ug) € Pairings($),u1, ..., uq) such that (L', uy, ..., ug) €
Pairings(GZ,, @®) @ Pairings(G2Y, 4°) and imp(L’, uy,...,uq) = imp(L/,uy, ..., uq). This, by (P5),
implies the existence of an L € Pairings(G,®) such that imp(L’*) = imp(L), which, in turn,
implies that there exists an (L,v1,...,vq) € Pairings($,v1,...,vq) such that imp(L,v1,...,vq) =
imp(L/,u1, . .., ug).

Therefore, for every i € [0, d] and every /5 € gr(,‘j’th), it holds that: For every (to,...,t;) € Paths(T)
there is a (¢, ...,t;) € Paths(T") such that for every t; € L(T},), where (to,...,tq) € Paths(T),
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there is a t, € L(Ttlg)’ where (t),...,t;) € Paths(T"), such that sig?(),a,A(t1),...,\(ta)) =

sig? (9, a, N (t;), ..., N(t})). This concludes the proof of the claim. o

By Claim 3, we have that for every i € [0,d] and every (to,...,t;) € Paths(T) there exist
(ty,--.,th) € Paths(T’) such that sig?=" (9, R, a, \(t1), ..., A(t;)) = sigd (&', R ,a, N (t)), ..., N(t))).
Symmetrlcally, one can prove that for every i € [0,d] and every (to, - - .‘,t;) € Paths(7") there exist
(to,...,t;) € Paths(T) such that sig?~ Z(f) R,a\t1),...,\t;) = sigd" (&, R, a, N (t)),...,N(t))).
These two imply that sig?($), R, a) = sigl($)/, R', a). O

8 Proof of Theorem 3

In this section, we aim to show Theorem 3. In this direction, in Subsection 8.1, we define represen-
tatives of vertices, following the notion of partial signatures defined in the previous section. Using
Courcelle’s theorem, we are able to compute these representatives and therefore obtain a “reduced”
colored graph that has the same signature as the initial one (Lemma 6). Using this and in the
presence of a big enough flat wall, in Subsection 8.2 we argue how to safely remove vertices from
a bidimensional area of the graph where no variables of the sentence are quantified and obtain a
“reduced” equivalent instance of the (annotated) problem. This will allow us to apply iteratively
this procedure in order to reduce the treewidth of the given colored graph. We wrap-up the proof
of Theorem 3 in Subsection 8.3.

8.1 Representatives

Let d € N and r € [d — 1]. Let (8,R) be an (annotated) colored graph and let (A,9R) be a
well-aligned (f5(d), ¢)-railed annulus flatness pair of G. Recall that for every i € [d] and every
wy,...,w; € {0,1}, RV = {v € R | stamp,, . ,(v) = (w;,®)} and VW% = {v € V(&) |
stamp,, .., (v) = (w;,)}. Given an i € [d] and v1,...,v;-1 € V(G) U {_} such that for every
J € [min{r,d—1i}], v; € R U{_}, and, for every j € [min{r,d—i}+1,d—i], v; € V1" U{_},
where (w1, ..., w;—1,) = trace 4 m)(v1,...,vi-1), we say that two vertices v,v" € V(&) such that
v,v' € RWi-wi-10 y Rui-wiail if 5 ¢ [min{r,d — i}], and v,v’ € Vwi-wi-10y Rui-wiail if 4 ¢
[min{r,d — i} + 1,d —i|, are ((v1,...,vi—1),%)-equivalent, which we denote by v Nl(vl""’v"_l) V', if
Stampwl...wi,l(v) = Stampwl...wi,l(vl) - (wl’ .) and

s d—i s d—i /
SIg,. (®,R,’U)1 e Wi—1 WG, V1 y e e e ,Uifl,v) = sig,. (®,R,’U)1 e Wi—1 W5, V19 e oo 3 Vj—1,0 )

Following Observation 3 and Observation 10, we can easily derive an upper bound to the number
of equivalence classes of each equivalence relation above.

Observation 11. There is a function fg : N — N such that for everyi € [d] and every vy, ... ,v;—1 €
V(G) U {_}, such that for every j € [i — 1], v; € V(G)"" U {_}, where (wi,...,wi—1,0) =
trace(Am)(vl,...,vi_l), it holds that the number of equivalence classes of Ngvl """ vi-1) s at most
fe(d)

We can now prove the main result of this subsection.

Lemma 6. There is a function f; : N — N and an algorithm that, given d,r,tw € N, where
r € [d — 1], an n-vertex colored graph &, an apez-tuple a of & of size I, a well-aligned (f5(d),?)-
railed annulus flatness pair (A,R) of & \ V(a), where tw(G[Yz2]) < tw, a set Z C Y1, and a set
R C V(G), outputs, in time Ogwy(n), a set R' C V(&) such that R’ C R, |R' N Z| < f7(d), and

partial-sigd(ap.((®, R),a)) = partial-sig?(ap,((&, R'), a)).
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Proof. We set fr = fs(d) - d. First observe that partial—sigf can be expressed in MSOL. The fact
that tw(G[Y2]) < tw and that for every w € {0,1}%, V(Gy) is a subset of X5 implies that, by using
Courcelle’s theorem, we can compute, in time Oy (n), a subset R’ of R such that Yo N Xy C R/
and for every i € [d] and every v1,...,v,—1 € V(G), it holds that for every v in R’ such that v € Z,
Evl’""v""l) u, for some u € R, then u = v. Intuitively, we obtain R’ from R by keeping only
one representative from each equivalence class (that itself can be expressed in MSOL) inside Z.

By Observation 11, it follows that |[R' N Z| < f7(d). O

if v~

To conclude this subsection, we next show how to combine Lemma 6 and Lemma 5 in order to
compute an equivalent colored graph with reduced annotation. Let two colored graphs &, $, let a be
an apex-tuple of &, and let (W, R) be a flatness pair of &\V (a). Given that R = (X,Y, P,C,T",0,7),
we call a partial function £ : V(X NY)UV(a) = V($) such that & and § are £-compatible a
compatibility function of & and $.

Lemma 7. Let 7 be a colored-graph vocabulary. There is a function fs : N3 = N and an algorithm
that, given

o rl,qgeN,
e a T-structure &,
e an apex-tuple a of & of size l,

e a regular flatness pair (W,R) of & \ V(a) of height at least fs(r,l,q) whose compass has
trecwidth at most tw, and

o aset RCV(®),

outputs, in time Op14ow(n), a set R° C R and a flatness pair (W', R) of G\ V(a) that is a W'~
tilt of (W, R) for some q-subwall W' of W such that R' NV (Compassg,(W')) = 0 and for every
(1 U{R})-structure (§, R*) and every compatibility function & of (&, R) and (§, R*), it holds that

sig’ ((§, R") @¢ (8, R)) =sig((§, ") @¢ (&, R')).

Proof. We set and let d = fa(r,1), p = f5(d), y = £, g = fiz(f7(d) + 1,q), and fs(d,y) = odd(2p +
max{g, § — 1}). We first apply Proposition 1, and obtain a (p, y)-railed annulus A of &\ V(a).
We set (X,Y,P,C,T,7,0) = R. Let ¥ be the union of all W+ internal cells of 8. By setting
Yo=Y, Xo:= X, V] =S UU{V(0) | cis a Wt )-marginal cell of R}, and X; = V(G) \ &, we
obtain a tuple R’ = (X1,Y1, X0, Y5, Z1, Zo, TV, 7', 0’), where I, 7', 0’ are the restrictions of I', 7, o,
respectively to I'\ 2.

Observe that since (W, fR) is a flatness pair of &\ V(a), then (A, R’) is a railed annulus flatness
pair of & \ V(a). Also, since (W,%R) is regular, it is also well-aligned (Proposition 10), which
implies that (A, R’) is also well-aligned. Moreover, since Compassg (W) has treewidth at most tw,
we have that tw(G[Y2]) < tw. Therefore, by applying the algorithm of Lemma 6, we find, in time
Ogw(n), a set R C V(&) such that R’ C R, |R' NY3| < f7(d), and partial-sig?(ap,((&, R),a)) =
partial-sig?(ap.((®, R'),a)). By using Proposition 6, we can compute, in linear time, a g-subwall
W' of W such that V (Influencer(W')) C Y7 and R’ N V(Influencesy(W')) = (). Then, by applying
the algorithm of Proposition 7 we compute, in linear time, a W'-tilt (W', ') of (W, R) such that
R' NV (Compassg, (W) = 0.

Since partial-sig?(ap,((®, R),a)) = partial-sigd(ap.((®, R'),a)), by Lemma 5, we have that for
every (T U{R})-structure (§, R*), every compatibility function & of (&, R) and (§, R*), it holds that
sig’ (3, ) ¢ (&, R)) = sig' (3, B*) ¢ (6, ). .
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8.2 Reducing the instance

In this subsection we describe how to remove problem-irrelevant vertices inside a “big enough”
annotation-irrelevant bidimensional area of our instance. In order to achieve this, we have to argue
that a linkage whose terminals are not intersecting a big enough bidimensional area can be rerouted
away from some central part of this area. This is guaranteed by the following version of the Unique
Linkage Theorem that can be derived from [13, Theorem 23| (see also [3,149,172,195,196]).

Proposition 3. There exists a function fg : N> — N such that, for everyl,z,k € N, if G is a graph,
a is an apex-tuple of G of size l, if (W,R) is flatness pair of G\ V(a) of height fo(l,z, k) then for
every linkage L of size at most k such that T(L) NV (Compassy(W)) = 0, there is a linkage L' such
that L = L' and L NV (Compassg, (W')) = 0, where (W', R') is a W@ -tilt of (W,R).

Using Proposition 3, we can easily prove the following result that allows us to remove problem-
irrelevant vertices inside a “big enough” annotation-irrelevant bidimensional area of our instance.

Lemma 8. Let 7 be a colored-graph vocabulary. There is a function fio: N> — N such that, if
e rl,zeN,
e & is a T-structure,
e a is an apex-tuple of & of size l,
o (W,R) is a flatness pair of & \ V(a) of height fio(r,l) + z, and
e RCV(8), where RNV (Compassy(W)) =0,

then for every flatness pair (W', ') of &\ V (a) that is a W'-tilt of (W,R) for some fio(q,1)-internal
subwall W' of W of height z, for every (1 U{R})-structure (§, R*), every compatibility function &
of (8, R) and (§,R*), and every Y C V(Compassg, (W')), it holds that

sig’ (3, R") ©¢ (8, R)) = sig" (3, R") ¢ (6 \ Y, R)).

Proof. We set fio(r,1) = fo(l,z,7). Let & be a T-structure, let a be an apex-tuple of & of size
[, let (W,R) be regular flatness pair of & \ V(a) of height fio(r,1) 4+ z, and let R C V (&), where
RNV (Compassg (W) = 0. Also, let (W', ) be a flatness pair of &\ V (a) that is a W'-tilt of (W, )
for some f19(g,1)-internal subwall W’ of W of height z. Let also Y C V(Compassﬁ,(W’)). Observe
that, for every k € |r/2] and every s1,t; ..., sk, tx € R, by Proposition 3, if G is the Gaifman graph
of (&, R), then (G, s1,t1,..., 8k, tx) = dpr(X1,Y1, .-, Xk, Yi) if and only if (G\Y, s1,t1,..., 8k, k) =
dpg (X1, Y1, - -, Xg, y&). This implies that sig"((§, R*) ®¢ (&, R)) =sig" ((§, R*) ®¢ (6 \Y,R)). O

By applying Lemma 7 and then Lemma 8, we get the following:

Lemma 9. Let 7 be a colored-graph vocabulary. There is a function fi1 : N> — N and an algorithm
that, given r,l,q € N, a T-structure &, an apex-tuple a of & of size l, a regular flatness pair (W, R)
of &\ V(a) of height h > f11(r,l, q) whose compass has treewidth at most tw, and a set R C V(G),
outputs, in time O, 4ww(n), a set R C V(&) and a flatness pair (W', R') of & \ V(a) that is a
W'-tilt of (W,R) for some q-subwall W' of W such that R' C R, R' N V(Compassﬁ,(VV’)) =0, and
for every (TU{R})-structure (§, R*), every compatibility function § of (&, R) and (F, R*), and every
Y C V(Compassﬂg,(l/f/’)), it holds that

sig’ ((§, ") @¢ (6, R)) =sig"((§, ") B¢ (6 \ Y, R)).
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8.3 Proof of Theorem 3

We conclude this section by presenting the proof of Theorem 3.

Proof of Theorem 3. Given a sentence ¢ € FOL[T + dp] of quantifier rank ¢, we set

¢ = hw(G),
[ := fio(c) where fig is the function of Proposition 9, and
roi= fll(qal73)'

Our algorithm consists of three steps.

Step 1: Run the algorithm of Proposition 9 for G, r, and c¢. This algorithm outputs, in linear time,
either a tree decomposition of G of width at most fao(c) - r, or a set A C V(G), where |A| < [,
a regular flatness pair (W,2R) of G \ A of height r, and a tree decomposition of compassg (W) of
width at most fog(c)-r. In the first possible output, i.e., a tree decomposition of G of width at most
fao(c) - r, proceed to Step 3. In the second possible output, proceed to Step 2.

Step 2: We run the algorithm of Lemma 9 for ¢,[,3, &, R, a, and (W,9R), and we obtain, in linear
time, a set R’ C V(@) and a flatness pair (W, ') of G\ V(a) that is a W'-tilt of (W,R) for some
subwall W’ of W of height 3 such that V(compassﬁ,(W’)) NR =0, R C R, and sig!(6,R) =
sig?(& \ V(compassﬁq,(W’)),R’). Then, we set ® := & \ V(compassg, (W), R := R/, and we run
again Step 1.

Step 3: Given a tree decomposition of G' of width at most foo(c) -, and since sig? is expressible

in MSOL[7], by using Courcelle’s theorem, in linear time we can compute sig?(®, R) and check the
existence of a ¢-spanning subtree of the tree obtained by sig?(®, R) and therefore decide whether

G =
Observe that the first and the second step of the algorithm are executed in linear time and they

can be repeated no more than a linear number of times. Therefore, the overall algorithm runs in
quadratic time, as claimed. O

9 Logic for s-scattered paths

In this section we define a class of extensions of FOL, in the same spirit as the disjoint paths logic.

9.1 Definition of s-scattered paths logic

Let » € N. We define the 2k-ary predicate s-sdpy(x1,y1,--.,Xg,Yi), which evaluates true in a 7-
structure & if and only if there are paths Pi,..., P, of (V(®),E®) of length at least 2 between
(the interpretations of) x; and y; for all i € [k] such that for every i,j € [k], 7 # i, V(P;) N
N((‘f(sq)s)’Eﬁ)(V(Pj)) = (). We let 7+ s-sdp := 7U{i-sdp;, | k > 1,7 < s}, where each s-sdp,, is a 2k-ary
relation symbol. We use s-sdp instead of s-sdp; when k is clear from the context. It is easy to see
that for every k € N and every z1,y1,...,2k, yx € V(G),

G ): O_Sdpk(ajl)yh cee )xkayk) < G ): dpk(ﬂfl,?/l, cee 7-Tk7yk)‘
Therefore, we can observe the following.
Observation 12. For every colored-graph vocabulary 7, it holds that {Mod(y) | ¢ € FOL[r+dp|} =
{Mod(¢) | ¢ € FOL[T + 0-sdp]}.
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Our main result is the following:

Theorem 4. For every colored-graph vocabulary 7, every s € N, and every sentence ¢ € FOL[T +
s-sdp], there exists an algorithm that, given a T-structure G of size n, outputs whether G = ¢ in
time (’)‘cp‘,k(nQ), where k is the Fuler genus of G.

9.2 Proof of Theorem 4

In this subsection, we sketch how to prove Theorem 4. Our strategy is the same as for the proof
of Theorem 3 and in what follows we discuss how to recreate definitions and results of the previous
sections in the setting of s-scattered paths. We use s-sig to denote the signature obtained from sig
where we replace the atomic types concerning disjoint paths predicates with scattered disjoint path
predicates.

First of all, we stress that since we work with graphs of bounded Euler genus, we can avoid the
use of the framework of flat walls. In fact, using [102, Lemma 6.2] (see also [18,47,60,60-62,83,96]),
we can find a disk-embedded wall of bounded treewidth compass in a surface-embedded of large
enough treewidth. Before presenting this result, we give some additional definitions. Given a closed
disk A and an integer ¢ € N>3, a A-embedded q-wall of G is a g-wall W that is embedded on A and
whose perimeter is the boundary of A. The compass of W, denoted by Compass(WV), is the graph
GNA.

Proposition 4. There exists a constant c¢; and an algorithm that given an n-vertex graph G of
Euler genus at most g and an integer ¢ € N>3, outputs either a closed disk A and a A-embedded
q-wall W of G whose compass has treewidth at most c1 - q or a tree decomposition of G of width at
most ¢1 - q. Moreover, this algorithm runs in 204(@) .y time.

Patterns for s-scattered linkages. Next step is to define patterns that encode s-scattered
linkages. Given an s € N, we say that a linkage L of G is s-scattered if for every v € V(L) it holds

that N((;SS) (v) N (V(L)\ V(Cy)) = 0, where C,, is the connected component of L that contains v.

Observe that, since Négo) (v) = {v}, every linkage is O-scattered.

To define patterns that encode s-scattered linkages, the definition of a pattern of a boundaried
colored graph in Subsection 4.2 has to be modified as follows: the collection H’ is defined as all
graphs (I, E), where E C I x I, such that G contains s-scattered paths of length at least two
between the vertices v;, v; for all {i,j} € E.

Also, as in Subsection 4.3, we define the pattern of a quantifier-free formula in FOL[T + s-sdp]
by modifying the corresponding definition for formulas in FOL[7+dp]. We do this by replacing, in
both definitions of full clauses and in the definition of the collection HY', every appearance of the
atomic formula dp with the atomic formula s-sdp.

After the above modifications, Observation 6 holds also for sentences ¢ € FOL[r + s-sdp].
Based on this observation (for s-scattered linkages), we can then prove Lemma 2 for any sentence
¢ € FOL[7 + s-sdp].

Routing s-scattered linkages through railed annuli. Having Lemma 2 in hand, our next
goal is to prove Lemma 4 for the case of s-scattered linkages. Recall that Lemma 4 intuitively states
that, in the presence of a flat railed annulus A inside a given graph G, every linkage L of G can
be combed through some paths of A in some “buffer” (obtained by some hierarchical refinement
of A; see Subsection 7.2) of A corresponding to the position of the terminals of L. In the case
of FOL[r+dp], this is essentially a reformulation of Proposition 2 to the setting of pairings and
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flat railed annuli. Therefore, to generalize Lemma 4 to s-scattered linkages, one has to prove the
analogue of Proposition 2 for s-scattered linkages. This was done in [103] and is stated below.
However, this result is proven for graphs embeddable in some fixed surface and this is the reason
why Theorem 4 holds up to graphs of bounded-genus.

Proposition 5. There exist two functions fia, f13 : N> — N such that for every odd ¢ € N and
every s, k,g € N, if

e 3 is a surface of Euler genus g,
o A is a closed annulus of 3,

e (G is a graph embedded in X

A = (C,P) is a A-embedded (p, q)-railed annulus of G, where p > fi2(s,k,g) + ¢ and q >
2555 . fis(s, k. g)

e L is a A-avoiding s-scattered linkage of size at most k, and
o I C[q], where |I| > fi3(s,k,g) - (s+1),

then G contains an s-scattered linkage L where L = L, L\ A C L\ A, and L is (¢, 1)-confined in
A. Moreover, fia(s,k,g) = O((f13(s, k, 9))?) and fiz(s, k,g) = s - 200+9).

Using Proposition 5 and adjusting the definitions in Subsection 5.3 for the s-scattered linkages
setting (this is done by just modifying the definition of pairings to consider (boundaried) linkages
that are s-scattered), we can prove the analogue of Lemma 4.

Partial signatures and exchangeability for FOL[7 4 s-sdp]. The next important task is to
define partial signatures of colored graphs (equipped with a disk-embedded railed annulus) that
encode the (recursive) containment of “meta-collections” of s-scattered linkages in a recursively
obtained collection of boundaried (sub)graphs. This is done as for FOL[7+dp] (see Subsection 7.4) by
building the recursive definition of partial signatures using the “s-scattered” patterns, as defined two
paragraphs above, for the base of the recursion. Using this definition, one can formulate Lemma 5
for FOL[7 + s-sdp]. The proof of this analogous version of Lemma 5 is actually the same as the one
in Subsection 7.5 and uses the “s-scattered” versions of Lemma 2 and Lemma 4. Let us stress that
since Proposition 5 demands that the given graph G is embedded on a fixed surface, this also holds
for the “s-scattered” version of Lemma 4 and therefore, in the “s-scattered” version of Lemma 5,
all considered colored graphs &, ®’, §), and § should be embedded on some fixed surface and their
“oluing” should also preserve embeddability. Also, since we deal with graphs of bounded Euler genus
and using Proposition 4 we can directly obtain a disk-embedded wall if our input graph has large
enough treewidth, there are no apices to deal with. Therefore, for FOL[T + s-sdp], we do not need
to apply the transformations of Section 6.

Finding representatives and proof of Theorem 4. From this point on, the steps towards
the proof of Theorem 4 are completely analogous to the ones in Section 8 for the proof of Theo-
rem 3. With the “s-scattered” version of Lemma 5 in our toolbox, we have to find an (annotated)
colored graph with the same partial signature as the original one. This will allow us to reduce the
annotation of the original colored graph. To do this, we define representatives of vertices with the
same recursive “s-scattered” partial signature as in Subsection 8.1 and we deduce the “s-scattered”
analogue of Lemma 6. In turn, Lemma 6, when combined with Lemma 5, implies Lemma 7 for
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sentences in FOL[T + s-sdp|. Last remaining piece is to prove the following analogue of Lemma 8
for sentences in FOL[T + s-sdp]. Given two colored graphs &, §) and a disk-embedded wall W of &,
a perimeter-compatibility function of & and §) is any partial function & : V(D(W)) — V($) such
that & and $) are £-compatible.

Lemma 10. Let 7 be a colored-graph vocabulary. There is a function fis : N®> — N such that, if
® 5,9,7,q €N,
o & is a T-structure embedded in a surface ¥ of Fuler genus g,
e A is a closed disk of X3,
o W is a A-embedded (fi4(s,r,g) + q)-wall of &, and
e RCV(8), where RNV (Compass(W)) =0,

then for every fi4(s,r,g)-internal q-subwall W' of W, every (7 U {R})-structure (§, R*), every
compatibility function & of (&, R) and (§, R*), and every Y C V(Compass(W")), it holds that

s-sig' (3, R") ©¢ (6, R)) = s-sig" ((§, R) ¢ (B \ Y, R)).

The proof of Lemma 10 is obtained by the proof of Lemma 8 (see Subsection 8.2) by replacing the
application of Proposition 3 by Proposition 5 combined with an “s-scattered” version of Lemma 12
(for the proof of the latter, it is easy to observe that it can be directly generalized to s-scattered
linkages).

Then, using the “s-scattered” version of Lemma 7 and Lemma 10, we obtain the analogue of
Lemma 9, which we state below.

Lemma 11. There are two functions fi5: N> — N and fig : N* = N and an algorithm that, given
® s,9,mq€N,
e a T-structure & of Euler genus at most g,

e a closed disk A,

o o A-embedded wall W of & of height at least f15(s,r,q) whose compass has treewidth at most
tw, and

e aset RCV(8),

outputs, in time Og gt qw(n), a set R C V(&) and a g-subwall W' of W such that for every
Y C V(Compass(W")), every (1 U {R})-structure (§, R*), every compatibility function & of (&, R)
and (§, R*), s-sig" ((§, R*) ®¢ (6, R)) = s-sig' ((§, B*) B¢ (6 \ Y, R)).

The proof of Theorem 4 is obtained from the one of Theorem 3 (see Subsection 8.3), by plugging
Proposition 4 and Lemma 11 instead of Proposition 9 and Lemma 9, respectively.

10 Conclusions and open problems

In this paper we proved two AMT’s for the logic FOL+DP and its newly introduced extension
FOL+SDP on graphs of bounded Hadwiger number and Euler genus respectively. These two logics
can be seen as non-trivial extensions of FOL, as they may express a wide range of problems (and
meta-problems) that are not FOL-expressible. (See Appendix A for an exposition of the expressivity
potential of FOL4+DP and FOL+SDP.)
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10.1 Open problems

Recall that FOL+DP is an extension of the separator logic FOL+conn, introduced in [22,202]. The
combinatorial condition given in [189] for this logic is having bounded Haj6s number. As minor
excluding graphs classes are also topological-minor excluding classes, the combinatorial condition
of [189] is more general that the one that we give for FOL4+DP in this paper. This makes the
AMT of [189] non-comparable to ours. Moreover it is shown in [189] that, under certain complexity
assumptions, the bounded Hajés number demand is actually demarking the combinatorial horizon of
FOL+conn. The open question is whether having bounded Hajés number is also the combinatorial
horizon of the more expressive FOL+DP. We are not in position to make a positive or negative
conjecture on this. We wish only to comment that the algorithmic/combinatorial tools that where
used in [189] are quite different than the ones used in this paper.

Another open question is to what extend one may further strengthen the expressibility dpg(-)
(resp. s-sdpg(-)) predicate, while maintaining the combinatorial condition of bounded Hadwiger
number (resp. bounded Euler genus). A possible candidate might be to ask for paths of guided
disjointness, that is to consider the predicate gdpg(x1,91,..., 2k, yx) where H is a graph where
V(H) = {1,...,k} and where we ask that, for every edge (i,j) € E(H), the (z;,y;)-path and
the (z;,y;)-path are disjoint. Clearly, dpy (21,91, .., Tk, Y&) = 8dpg, (T1,¥1,- -, Tk, Y), therefore
this would provide a more general logic than FOL+DP. To our knowledge, even the parameterized
complexity of the evaluation of dpy(z1,91,...,%k, yx), when parameterized by k = |H|, is an
interesting open problem.

10.2 Limitations

In the beginning of Appendix A we comment that FOL+DP, on multicolored (by z colors) graphs,
may express the predicate dpy \(s1,t1, .. .,Sk, tx) equipped with a list function A : [k] — o[zl where
we demand that, for every i € [k], A(7) is a subset of the set of all colors assigned to the vertices
of the path between the (valuations) of s; and t;. Interestingly this permits us to demand certain
colors to be traversed by the disjoint paths. However, on the negative side, we may not expect
that FOL+DP may exclude colors. From the empirical point of view, such a demand obstructs
the application of the irrelevant vertex technique. Moreover, we may have more solid evidence
of this by picking a typical example of such a problem. In Subsection C.2, we present a colored
variant of the TOPOLOGICAL MINOR CONTAINMENT problem, namely the MONOCHROMATIC PATH
TOPOLOGICAL MINOR problem that we prove (Theorem 6) that is W[1]-hard on planar graphs.

Acknowledgements. We would like to thank Anuj Dawar and the anonymous reviewers of pre-
vious versions of this paper. Their comments led to an improvement of the presentation of our
results.
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A Problems expressible in FOL+DP and in FOL+SDP

In this section we present some (families) of parameterized problems where Theorem 1 and Theo-
rem 2 are applicable. In all cases, we consider the standard parameterization (by the integer k of
the input). Also for each (meta)-problem we comment on their general parameterized complexity
status, their possible classification on the families A, B, and C, given in the introduction.

First of all observe that DiSJOINT PATHS is the prototypical problem of this category as it
is expressed by the “trivial” sentence ¢y = dpg(si,t1,...,Sk,tx). This problem is FPT because
of [194]. If instead we consider the INDUCED DISJOINT PATHS, that is ¢ = sdpj(s1,t1,- .-, Sk, tk),
then the corresponding parameterized problem becomes para-NP-hard because checking whether
(G,s1,t1,52,t2) = 2 is already NP-complete [137]. More generally, we may also consider prob-
lems where the input graph is accompanied with a fixed number of colors Xi,...,X,, i.e., we
consider structures of the form (G, X1,...,X,), and we may consider the more general predicates
(s)dpk)\(sl, t1,...,Sk ty) equiped with a list function X : [k] — 21%1, where we demand that, for every
i € [k], A\(7) is a subset of the set of colors of the vertices of the path between the (valuations) of s;
and t;. For instance we may demand that all disjoint paths are colorful, i.e., they contain vertices
of all available colors.

A.1 Graph containment problems

We first consider families of problems expressible by some @), = Ix 1)(X) € FOL+SDP. Such problems
are defined by some partial ordering relation < on graphs. We say that H is a contraction of G
if H can be obtained from G after contracting edges, H is an (induced) minor of G if H is the
contraction of an (induced) subgraph of G. Finally we say that H is an (induced) topological minor
of G if G contains a subdivision of H is an (induced) subgaph.

The general setting is the following.

<-CONTRAINMENT
Input: two graphs G and H where k = |H|.
Question: H < G ?

Notice that if < is the minor or the topological minor relation, <-CONTRAINMENT is definable
in FOL4+DP and yields MINOR CONTAINMENT and TOPOLOGICAL MINOR CONTAINMENT respec-
tively. MINOR CONTAINMENT belongs in the Category A as it is FPT in general graphs because
no-instances are trivially excluding a K|z minor. TOPOLOGICAL MINOR CONTAINMENT belongs
in the category C as it its FPT in general graphs however to deal with the question “what to do with
a clique” it needs extra arguments [111]. In the case where =< is the induced minor or the induced
topological minor relation, <-CONTRAINMENT is definable in FOL+SDP and Theorem 2 yields that
INDUCED MINOR and INDUCED TOPOLOGICAL MINOR CONTAINMENT are FPT on bounded genus
graphs. Moreover as observed in [134], it is possible ro reduce the CONTRACTION CONTAINMENT
problem on bounded genus graphs to TOPOLOGICAL MINOR CONTAINMENT. These last three
problems belong in category C because they are all NP-hard for particular instantiations of H due
to the results of [44,76,162-164] (using the parameterized complexity terminology, their standard
parmeterizatins are para-NP-hard). Certain rooted variants of all these problems can be also ex-
pressed by the corresponding logics if we ask that the “models” certifying each of the aforementioned
relations meet certain vertices or sets of vertices (colors) of the input graph.
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A.2 Linkability problems

We now consider families of problems expressible by some ¢}, = VX 1(X) € FOL4+SDP. Such problems
involve disjoint path queries for every choice of terminals in the graph.

Unordered Linkability problems. Given a graph G, a set R C V(G), and a k € N, we say
that R is k-cyclable in G if every k vertices of R belong in some cycle of G (see [8,65, 78,193, 208]
for the combinatorial properties of k-cyclable sets). The CYCLABILITY problem asks, given a triple
G, R, and k as above, whether R is k-cyclable in G. The algorithmic properties of CYCLABILITY
have been studied in [99] where it was proven that the standard parametrization of CYCLABILITY
is FPT for planar graphs, while the general problem is co-W[1]-hard.

For this, given a graph H, we say that R is H-linkable if for every subset S € (1}3) there is a
P e (‘g) and a collection of internally vertex disjoint paths in G between the pairs in P that, when
contracted to single edges, give a graph that is isomorphic to H. We now consider the following
problem.

UNORDERED LINKABILITY
Input: a graph G, R C V(G), and a graph H where k = |H|.
Question: is R H-linkable in G?7

Notice that above problem is expressible by a sentence ¢ = VX 1(X), where 1 consists of k!
disjunctions of the dp g )| predicate. Moreover, when H is a cycle of k vertices the above problem
yields the CYCLABILITY problem, that is already co-W/[1]-hard. Theorem 1 automatically implies
that the standard parameterization of UNORDERED LINKABILITY is FPT, when restricted to graphs
of bounded Hadwiger number.

Ordered Linkability problems. Let G be a graph and let R C V(G). Given a k£ € N we
say that R is k-linked in G if for every (ordered) set {si,..., Sk, t1,...,t;} of 2k distinct vertices
in R there are k vertex disjoint paths in G joining the pairs (s;,t;),7 € [k]. This notion has
introduced by [209] in the late 60s and its graph-theoretical properties have been extensively studied
in [23,71,132,141,160, 194]. For instance, Thomas and Wollan proved in [205] that if a graph G is
10k-connected, then V' (G) is k-linked in G. This notion has been extended to the one of a H-linked
set as follows: given some graph H with V(H) = {z1,...,z}, we say that G is H-linked in R if,
for every sequence v1, ..., v of vertices in R thereis a P € ({vl"é"v’“}) and a collection of internally
vertex disjoint paths in G between the pairs in P that, when contracted to single edges, give a graph
with vertex set S that is isomorphic to H via the isomorphism that maps x; to v;, i € [k]. The
combinatorics of H-linked sets has been studied in [73,77,106,107,152]. However, to our knowledge,
nothing is known about the algorithmic properties of k-linked sets or the more general concept of
H-linked sets. For this, we consider the following general problem.

ORDERED LINKABILITY
Input: a graph G, R C V(G), and a graph H where k = |H|.
Question: is R H-linked in G?

It is easy to verify that the above problem is expressible by a sentence pp = VX 1(X), for some
suitable choice of the quantification-free formula . In Subsection C.1 we prove that the ORDERED
LINKABILITY problem, even for the case where H is the disjoint union of k edges, is not FPT, unless
FPT = WJ1] (Theorem 5). Theorem 1 automatically implies that the standard parameterization of
ORDERED LINKABILITY is FPT, when restricted to graphs of bounded Hadwiger number.
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Clearly both UNORDERED LINKABILITY and ORDERED LINKABILITY belong category B and
it is an open question whether it is FPT for other graph classes more general (or different) than
those of bounded Hadwiger number. Notice that we may further consider that the disjoint paths in
the definition of being H-linked and H-linkable are induced paths. This would define the INDUCED
UNORDERED LINKABILITY and INDUCED ORDERED LINKABILITY problems whose standard pa-
rameterizations are not expected to be FPT (by easy reductions from the problems CYCLABILITY
and ORDERED LINKABILITY) and they are FPT in bounded genus graphs, because of Theorem 2.

A.3 Vertex deletion problems

We give now a wide variety of FOL+SDP-expressible problems, typically correspond to formulas of
the type ¢ = 3x1 VX 9(X1,X2). We present below those that we consider more relevant.

Vertex deletion to exclusion. This family of problems can be seen as a natural extension of
those mentioned in Subsection A.1. Let < be a partial ordering relation on graphs and let F be a
finite set of graphs. Given a graph G, we say that F < G if for some F' € F it holds that F' < G.
We define the following meta-problem.

F-=-DELETION
Input: a graph G and a k € N.
Question: is there an S € (VSCG)) such that F A G\ S?

Notice that the above yields the problems F-MINOR-DELETION and F-TOPOLOGICAL MINOR-

DELETION are expressible by some ¢ = 3x1,...,xp =&(X1,...,xx) where £(x,...,xx) is obtained
if, in the corresponding sentences of Subsection A.l, we replace every dpj(si,ti,...,Sk, tx) by
dpr(S1,t1y .-y Sk thy X1, X1, ** , Xk, Xg). It is easy to see that yes-instance of F-MINOR-DELETION

have bounded Hadwiger number, therefore it belongs in Category A. The standard parameteriza-
tion of F-MINOR-DELETION is known to be FPT in general because of [86,131,151,171,200]. On
the other hand, the standard parameterization of F-TOPOLOGICAL MINOR DELETION was proved
to be FPT in general [88] and belongs to Category C, as extra machinery was used for 1st phase of
the irrelevant vertex technique.

By applying Theorem 1 on bounded genus graphs and combining it with the duality trick
of [134] it is possible to give an FPT-reduction of the standard parameterization of F~-CONTRACTION
DELETION on bounded genus graphs to the standard parameterization of F-TOPOLOGICAL MINOR
DELETION. Furthermore, F-INDUCED MINOR DELETION and F-INDUCED TOPOLOGICAL MINOR
DELETION are expressible in FOL4+SDP using sdp,, instead of dp,, in the above expressibility ar-
gument. Therefore both parameterized problems are in FPT on graphs of bounded genus because
of Theorem 2. It is easy to see that these last three parameterized problems are para-NP-hard in
general, therefore they are classified in Category B.

Annotation and subset variants. Another direction is to consider ANNOTATED F-=<-DELETION
where the input comes with an annotated set of vertices R C V(G) and we further demand that
S C R. Another variant is the SUBSET F-=-DELETION where again the input comes an annotated
set R of vertices but now we ask that for every Z C V(G) where F < G[Z] and ZN R # (), it holds
that Z NS # (). Intuitively, we demand that only the certificates of the containment of a graph in
F that intersect R are required to be intersected by the solution S.

All results mentioned above for the five aforementioned partial relations on graphs hold also for
the corresponding ANNOTATED JF-=-DELETION and the SUBSET F-=-DELETION meta-problems
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when restricted either to graphs of bounded Hadwiger number or of bounded genus. For general
graphs, the SUBSET F-MINOR-DELETION problem has been treated in |57, 124] for F = {K3}.

General vertex deletion. Deviating from the 3V scheme of this subsection we wish to mention
that all above problems can be seen as modification problems where we want to achieve some
particular target property by removing vertices. The target property is the exclusion of some
pattern graphs (the graphs in F) under some partial relation (the relation <). The application of
Theorem 1 and Theorem 2 was made possible because because the <-exclusion is, depending on
the choice of =, either FOL4+DP or FOL+SDP-expressible. In fact we can see all above results as
special cases of the following meta-problem defined given a ¢ € FOL+SDP.

p-DELETION
Input: a graph G and a k € N.
Question: is there an S € (VSCG)) such that G\ S = ¢?

According to Theorem 1 and Theorem 2 if ¢ € FOL+DP (resp. ¢ € FOL+SDP), then -
DELETION is FPT on graphs of bounded Hadwiger number (resp. bounded genus). The special case
where ¢ corresponds to the property of being planar and satisfying some FOL property is treated
in 82].

A.4 Amalgamation problems

The input of an amalgamation problem consists of two graphs and asks for a way to identify their
vertices so that the new graph satisfies some particular property. The notion of amalgamation dates
back to [184] and its combinatorial study includes [116,121,161,212].

Given two graphs (G1 and G we define G; ® G2 as the set containing every graph obtained if
for some S; € (V(Ei)),i € [2] and a bijection ¢ : S; — Sz we take the disjoint union of G; and Gs
and then identify each vertex v € S; with o(v). Consider the following problem, defined given a

¢ € FOL+DP (¢ € FOL+SDP).

©-AMALGAMATION
Input: two graphs G1,Go and a k € N.
Question: is there a graph in J € G ®; G2 where J = 7

Expressing ¢-AMALGAMATION. Let ¢ € FOL4DP (resp. ¢ € FOL+SDP). We claim that
there is a sentence x; € FOL+DP (x; € FOL+SDP) such that (Gi,G2,k) is a yes-instance of -
AMALGAMATION iff the tuple (G, Vi, V2) = xr where G is the disjoint union of G7 and G5 and
Vi =V(G;),i € [2]. To see this, consider the sentence

_ a1 1,2 2 J x(1 1.2 2
Xk = Wi,y Vi, VT, e, Vi ( /\ v € Vi AN (Vi, .o Vi, VT, o, VE))s
i€[k].j€[2]
where * is a formula with vi, ... ,v}g,v%, e ,vi as free variables obtained from ¢ after replacing

each of its atomic formulas as follows:

e Each atomic formula x =y, is replaced by the formula (—(x,y), defined as

i€[k]
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e Each atomic formula E(x,y) is replaced by the formula (g(x,y), defined as

E(x,y)V \/ ((x =* vl-1 A E(v?,y)) Vv (y =" vz-1 A E(x,v?))),

i€[k]
e Each atomic formula (s)dp(si,t1,...,S:t) is replaced by the formula (g)gp(s1,t1, .-, 5S¢, tr)
defined in Subsection 6.1, after doing some local replacements in (g)ap(s1,t1,-- -, te) as

follows.

— replace every atomic formula of the form “y; € C;” by (g(x;,y;), and

— replace all atomic formulas x =y and E(x,y) by (=(x,y) and (g(x,y), respectively.

We make clear that we assume that the collection ¢ in the definitions in Subsection 6.1 is replaced

by (Vi,...,vi, V2 . v2).

Intuitively, in the sentence xy, “3Ivi,... ,V}C,V%, e ,vi” asks for the existence of sets S (cor-
responding to the interpretations of vi,... ,V}C) and S (corresponding to the interpretations of
V3. ,vi) each of size k, and a bijection o : S; — Sa, given by the ordering of the variables (i.e.,

mapping the interpretation of v} to the interpretation of v? for each i € [k]). Also, for each i € [2],
we demand S; to be a subset of Vi (“Acp e v{ € V;”). Then, to express the identification of
each v € S7 to o(v) and the satisfaction of ¢ from the graph G; ®j G, we define the formula ¢*
with v%, . 7v,li,v%, . ,v,% as free variables. For this formula, we use the idea from Subsection 6.1
for the definition of the apex-projection of a formula, in order to deal with S7 and Sy separately
and ask a modified version of ¢ in the resulting graph. First feature of ¢* is to consider the inter-
pretations of v! and v? as the same vertex. To incorporate this, we “re-define” equality as (=(x,y).
The respective configuration has to be done to the adjacency predicate E and all atomic formulas
(s)dp(s1,t1, ... ,St,t) in . For this reason, we define (g(x,y) in a way that, for example, v} is adja-
cent to y adjacent if and only if UZ-Q is adjacent to y. Then, each atomic formula (s)dp(si,t1,...,St, tr)
is “splitted” to the part that concerns vi,... ,v,i, V2 ... ,vl% and the rest of the graph, and “guessing”
where the supposed paths should enter or exit the sets S7; and S. This idea is the same as the one
in Subsection 6.1 and for this reason we use the formula ((s)4p(s1,t1,- - -, S¢, t). However, here we do
not need to remove the edges between the apex-tuple and the rest of the graph, so we may just ask
for adjacencies between the “apex set” and the rest of the graph. This is why we can write Cg(x;, y;)
instead of “y; € C;” and avoid using the toolbox of “apex-projection” and “backwards-translation”.
Also, to be consistent to the identification given by o, we have to replace all atomic formulas x =y
and E(x,y) by (=(x,y) and (g(x,y), respectively. Observe that if ¢ € FOL+DP (resp. ¢ € FOL+DP),
then x, € FOL+DP (resp. xr € FOL+DP)

According to the above, if ¢ € FOL+DP (resp. ¢ € FOL+DP), then ¢-AMALGAMATION is
FPT on graphs of bounded Hadwiger number (resp. bounded genus). In [58], de Oliveira Oliveira
considered, given a pattern graph H on k vertices, the alternative amalgamation operation G1®p Go
where the subgraphs of G; and G induced by S7 and Sy are also asked to be isomorphic to H.
Clearly, this operation can also be treated by above machinery by introducing the isomorphism of
G1[51] and G2[S2] in the formula xi. For this operation, de Oliveira Oliveira [58, Theorem 4.3]
proves that there is an algorithm that, given a sentence ¢ € CMSOL, three (connected) graphs
G1,Ga, H of treewidth at most ¢ and maximum degree at most A, reports whether G; @y G2 = ¢
in time (’)M,t,A(nO(t)), where n = |G1| 4+ |G2|. This result is incomparable with our results.

Note that if the models of ¢ have bounded Hadwiger number, then we define problems of
Category A that are in FPT in general. As an example of such a problem we mention PLANAR
AMALGAMATION.
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A.5 Actions and replacements

In [84] a general local graph modification framework was defined where we consider a set of ways,
called actions, that locally replace small size subgraph patterns of a graph. The problem treated
in [84] is whether such a replacement (or a sequence of such replacements) may modify the graph
so to satisfy some graph property. In [84] this property was planarity (and some modifications of
it). Here we will consider a way more general setting.

Replacement actions. We start with some necessary definitions. We use the notation inj([k], G)
for all the injections of [k] to the set of vertices of G. A k-numbered-graph is any graph H where
V(H) = [k], i.e., the vertices of H are the numbers {1,...,k}. We denote the set of all k-numbered
graphs by H;, and we set H = |J,cn Hi- A replacement action is any function £ : H — H, where
for every H € H, |L(H)| = |H], i.e., graphs in #H are mapped to same-size graphs.

Let G be a graph and let u € inj([k],G). We set u=1(G) = ([k], {p"t(e) | e € E(G[u([K])])}),
i.e., we see u~!(G) is the graph in H; that is isomorphic, via p, to the subgraph of G where p
applies.

Let G be a graph and let G’ be an other graph where V(G’) C V(G). We denote GUG' = (G'\
(V(QG/)) JUG', i.e., GUG’ occurs if we remove from G the edges between vertices in G’ and then add all
edges of G'. Given a graph G, a u € inj([k], V(Q)), and a H € Hy, we define u(H) = {u([k]), {n(e) |
e € E(H)}}. Given a replacement action £ : H — H, we set £,(G) = G U pu(L(p"1(Q))), in other
words, we consider the part of G that is delimited by p and then we replace this part by its image
via L.

An action £ may be seen as prescribed way to locally change a graph. It might be the com-
plementation of the edges of a subgraph G’ of G, their removal, or the addition of a clique on the
vertices of G, or the removal of a matching from G'.

We now have all ingredients we need for defining a general local replacement problem. Let £ be
an action and let ¢ € FOL4+DP (¢ € FOL+SDP). We define the following problem.

L-p-REPLACEMENT
Input: a graph G and a k € N.
Question: Is there a p € inj([k], V(G)) such that £,(G) = ¢?

Expressing L£-¢o-REPLACEMENT. We claim that, for every action £ and every sentence ¢ €
FOL+DP (¢ € FOL+SDP), there is a sentence & € FOL+DP (£, € FOL+SDP) such that (G, k) is
a yes-instance of £-p-REPLACEMENT if and only if G = & To see this, consider the sentence

gk: :Elvla"'vvk @(Vlw"avk))

where ¢ is the formula obtained from ¢* of Subsection A.4, after replacing each atomic formula
(=(x,y) by x =y, each atomic formula (g(x,y) by the formula

&e(x,) =((E<x,y> AN kAW £Y))
G)e('s)
Vv /\ ( /\ x=viNy=v,) = /\ (x:v,-/\y:vj))>.
HeHy,  (i,j)€E(H) (i,j)EE(L(H))
Intuitively, the sentence {, asks the existence of an u € inj([k], V(G)) (“3vi,...,vi”) such that the
modified graph £,(G) satisfies . We use vy, ..., v} to denote the interpretation of vi,...,vg. To
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express the replacement action, we define ¢ to be the formula obtained from ¢ after “forgetting”
all edges between vy, ..., vy (“/\(ij)e([k])(x # v; Vy # v;)”) and after “adding” all edges given by
) 2

the replacement action L, i.e., for each graph H € Hy, if H = p~'(G), then “add” the edges of
w(L(p1(@))) in G. This is expressed using the formula “Nrren, (/\(i’j)eE(H) (x=viA\y=vj) =

/\(i,j)eE(ﬁ(H))(x =V Ay = vj)>”. Additionally, in order to deal with disjoint paths that pass through
v1,..., 0, we use the trick in Subsection A.4 to replace the atomic formulas (s)dp(si,t1,. .., St te).
For this reason, we define the formula ¢ as a modified version of ¢* from Subsection A.4 by only
replacing each atomic formula (—(x,y) by x = y and each atomic formula (g(x,y) (even the ones that
appear in the “translation” of the atomic formulas (s)dp) by &g(x,y). Observe that if ¢ € FOL+DP
(resp. ¢ € FOL4+SDP), then & € FOL+DP (resp. & € FOL+SDP).

According to the above, if ¢ € FOL4+DP (resp. ¢ € FOL4+SDP), then £-¢-REPLACEMENT is
FPT on graphs of bounded Hadwiger number (resp. bounded genus). Again in case where the
models of ¢ have bounded Hadwiger number then we obtain problems of Category A that belong
FPT in general and this already includes the results of [84] where the target property was planarity.
In fact using the above setting we may extend the definition of replacement actions so to permit the
substitution of subgraphs of the input graph with new graphs of different (but still bounded) sizes.
This would make it possible to define more flexible types of modifications such as edge contractions
or A-Y transformations.

A.6 Elimination distance problems

Given a graph G, we use cc(G) to denote the connected components of G. We say that a graph class
is non-trivial if it contains at least one non-empty graph and does not contain all graphs. Given a
graph class G, we define the connected closure of G as C(G) = {G | VC € cc(G),C € G}. Also, we
use A(G) to denote the set {G | Jv € V(G)G \ v € G}.

Let G be a non-trivial graph class. We say that a graph G has elimination distance at most k
to G if

k times
G € C(A(--C(A(C(9))))-

The elimination distance from a graph class was defined by Bulian and Dawar in [45] as an alternative

09 ¢

distance). Given a ¢ € FOL4+DP (resp. ¢ € FOL+SDP) we define the following problem:

- ELIMINATION DISTANCE
Input: a graph G and a k € N.
Question: is the elimination distance of G from Mod(y) at most k?

Bulian and Dawar in [46] considered the above problem for the case where ¢ expresses the
minor-exclusion of some finite set of graphs and they proved that this problem is (constructively)
FPT. In [85] considered -ELIMINATION DISTANCE when ¢ € FOL and proved that for particular
instantiations of ¢ the problem, parameterized by k, is W[2]-hard. According to the recent meta-
algorithmic results in [189], when ¢ €FOL+conn, ¢-ELIMINATION DISTANCE is FPT for graphs of
bounded Hajoés number (see [202]). According to our results if ¢ € FOL+SDP (resp. ¢ € FOL+DP),
then p-ELIMINATION DISTANCE is FPT on graphs of bounded Hadwiger number (resp. bounded
genus).
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The problem ¢-BLOCK ELIMINATION DISTANCE. Another parameter similar to elimination dis-
tance is the block elimination distance, introduced in [64], that is obtained if we replace the connected
closure operator C in the above definition by the operator B, defined as

B(G) ={G | VB € bc(G), B € B},

where bc(G) is the set of all blocks of G. Similar to p-ELIMINATION DISTANCE, we can define
the problem p-BLOCK ELIMINATION DISTANCE. According to our results, if ¢ € FOL+DP (resp.
¢ € FOL+SDP), then ¢-BLOCK ELIMINATION DISTANCE is FPT on graphs of bounded Hadwiger
number (resp. bounded genus). We remark, that when ¢ €FOL+conn, ¢-ELIMINATION DISTANCE
is FPT for graphs of bounded Hajos number because of the results in [189].

A.7 Reconfiguration problems

Intuitively, reconfiguration problems ask, given two feasible solutions .S and 7" of a problem, whether
there is a step-by-step transformation between S and 7" where all intermediate sets are also feasible
solutions.

Reconfiguration sequences. Let ¢ be a sentence that is satisfied in structures of the form (G, S),
i.e., structures of the colored-graph vocabulary {E,S}. A sequence Si,...,Sp,¢ € N of subsets of
V(Q) is called a g-reconfiguration sequence if

o for every i € [{], (G, S;) = ¢ and
e for every i € [{], there is a v € S; and a u € V(G) \ S; such that S;11 = (S; \ {v}) U{u}.

We call ¢ the lenght of the p-reconfiguration sequence.
Given a ¢ € FOL+DP (resp. ¢ € FOL+SDP), whose models are of the form (G, S), we define
the following problem:

QD—RECONFIGURATION
Input: a graph G, two sets S,T C V(G), and an ¢ € N.
Question: is there a p-reconfiguration sequence 5, ..., T of length at most £7

Reconfiguration problems have received a lot of attention in the literature [37,43,105,118,120,
125,126, 168, 169, 174, 174, 176, 177, 186, 203]). A vibrant branch of research on reconfiguration
problems deals with other reconfiguration models (apart from removing/adding vertices) like token
sliding, (perfect) matching flipping, spanning tree flipping [11,12,16,24,25,39-42,59,74,211]. Also,
the tractability of reconfiguration problems has been studied under different structural parameter-
izations of the input graph [15,19,20,173,210].

Known AMTs for reconfiguration problems. Also, there are some konwn algorithmic meta-
theorems for reconfiguration problems. In fact, [175] proved that for every ¢ € MSOg, the problem
©-RECONFIGURATION is FPT parameterized by tw + £ + ||, where tw is the treewidth of the input
graph. Also, their framework can be used to derive an FPT algorithm for the parameterization of
the problem ¢-RECONFIGURATION for ¢ € MSO; by ¢ + cw + |p|, where cw is the cliquewidth
of the input graph. For formulas ¢ € MSOL, in [98], they considered two parameterizations of
(-RECONFIGURATION: the first is by the neighborhood diversity of the input graph and the second
is, when restricted to feasible solutions of size k, by the treewidth of the input graph and k. For
these two parameterized (meta)problems, they give an FPT algorithm.
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For ¢ € FOL, the variant of - RECONFIGURATION where the size of all sets in the reconfiguration
sequence is k, is FPT parameterized by ¢ + k + |¢| on nowhere dense classes [168]. This result also
holds for any reconfiguration model (for example, token sliding) that can be expressed by a formula
in FOL.

Expressing ¢-RECONFIGURATION. Let ¢ € FOL+DP (resp. ¢ € FOL+SDP). We claim that
there is a sentence @, € FOL+DP (¢, € FOL+SDP) such that (G,S,T,/) is a yes-instance of
©-RECONFIGURATION if and only if (G,S,T) = ¢¢. To see this, first, we consider the formula
wéo) (z) = (z €S) and, for every i € [¢ — 1], we consider the formula

) i1
wg)(xlvyla"'axia}/ivz) = <¢g )(X17YI>"'>Xi717y17172) Nz 7& Xi) Vz=y;.

Intuitively, for every i € N, given a graph G, a set S C V(G) that interprets S, and some vertices
T1,Yly- -, TisYis 2 € V(G) that interpret the variables xi,yi,...,X;,Yi, 2, ¢g)(x1,y1,...,xi,yi,z)
expresses that z € S;, where Sy = S and for every j € [i], S; = (Sj—1 \ {z;}) U {y;}.

Also, for every i € N, we define wéi) (X1,Y1,---,%,Yi) to be the formula obtained from ¢ after
replacing each atomic term x € S with the formula ¢éi) (X1,¥1, - - -y X4, ¥i, X). Intuitively, the formula
gogi) demands that the variables of ¢ are picked inside the set S;, instead of the set .S, where S; is
defined as above. We define @, as follows.

()55 = ElVl,Ul,. -5 Ve, Up

1 - .
/\ (LZJS )(vl,ul,...,vi,l,ui,l,vi)/\—w/)g )(vl,ul,...,vi,l,ui,l,ui)> /\gpg)(vl,ul,...,vi,ui).
i€f]

Observe that if ¢ € FOL+DP (resp. ¢ € FOL+SDP), then ¢, € FOL+DP (resp. ¢, € FOL+SDP).
According to our results, if ¢ € FOL+DP (resp. ¢ € FOL+SDP), then ¢-RECONFIGURATION is
FPT, parameterized by ¢ and |p|, on graphs of bounded Hadwiger number (resp. bounded genus).

A.8 Planarizer game

We would like to finish this section with a new problem that we consider worth mentioning here.
We call it PLANARIZER GAME and it is played by two players, the blocker and the planarizer. The
two players play in rounds. In each round each player places tokens on the vertices of the graph
and the blocker plays first. None of the players can move his/her token on a vertex that is already
occupied by a token. The planarizer wins if the removal from G of the vertices that are occupied
by his/her tokens yields a planar graph. The PLANARIZER GAME problem asks, given a graph
G and a non-negative integer k, whether the planarizer has a victory strategy against the blocker
that uses at most k rounds. To prove that PLANARIZER GAME is NP-hard we conside the EDGE
PLANARIZER problem asking, give a graph G and a non-negative integer k, whether there is set of
at most k edges of G whose removal produces a planar graph. In [75], Fariaa, Herrera de Figueiredo,
Mendonga, proved that this problem is NP-hard for graphs of maximum degree three. We reduce
this restricted version of EDGE PLANARIZER to PLANARIZER GAME as follows.

Let (G,k) be an input of EDGE PLANARIZER. We transform (G,k) to an input (G’ k) of
PLANARIZER GAME by replacing each edge by a path of length k£ and by removing every vertex v
of degree three and making Ng(v) a clique (i.e., a triangle). Then (G, k) is a yes instance of EDGE
PLANARIZER iff (G', k) is a yes instance of PLANARIZER GAME because each edge-choice of EDGE
PLANARIZER corresponds to a choice of a vertex of a joining path and the length of joining paths
is big enough to “neutralize” the potential of the blocker during the game.
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According to Theorem 1 and given that yes-instances of PLANARIZER GAME have bounded
Hadwiger number, the problem belongs in Category A and, when parameterized by the number of
rounds, is FPT. Of course the same result can be generalized if, instead of planarity, the planarizer
pursues some other graph property whose graphs have bounded Hadwiger number (resp. genus)
and is expressible in FOL4+DP (resp. FOL+SDP).
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B Flat walls and flat annuli framework

Here we present the framework on flat walls that was introduced in [198]|. In Subsection B.1 we
define walls, subwalls, and other notions related to walls. Next, in Subsection B.2, we give the
definitions of renditions and paintings, that are used in Subsection B.3 to define flatness pairs.
In Subsection B.3, apart from the definition of flatness pairs, we present notions like influence,
regularity, and tilts.

B.1 Walls and subwalls

Dissolutions and subdivisions. Given a vertex v € V(G) of degree two with neighbors u and
w, we define the dissolution of v to be the operation of deleting v and, if v and w are not adjacent,
adding the edge {u,w}. Given an edge e = {u,v} € E(G), we define the subdivision of e to be the
operation of deleting e, adding a new vertex w and making it adjacent to u and v. Given two graphs
H,G, we say that H is a subdivision of G if H can be obtained from G after subdividing edges of
G.

Walls. Let k,7 € N. The (k x r)-grid is the graph whose vertex set is [k] x [r] and two vertices
(i,7) and (¢, j") are adjacent if and only if |¢ —i'| 4+ |j — j'| = 1. An elementary r-wall, for some odd
integer r > 3, is the graph obtained from a (2r x r)-grid with vertices (z,y) € [2r] x [r], after the
removal of the “vertical” edges {(x,y), (x,y+ 1)} for odd x + y, and then the removal of all vertices
of degree one. Notice that, as r > 3, an elementary r-wall is a planar graph that has a unique (up to
topological isomorphism) embedding in the plane such that all its finite faces are incident to exactly
six edges. The perimeter of an elementary r-wall is the cycle bounding its infinite face, while the
cycles bounding its finite faces are called bricks. Also, the vertices in the perimeter of an elementary
r-wall that have degree two are called pegs, while the vertices (1,1), (2,r), (2r—1,1), (2r,r) are called
corners (notice that the corners are also pegs).

An r-wall is any graph W obtained from an elementary r-wall W after subdividing edges. A
graph W is a wall if it is an r-wall for some odd r > 3 and we refer to r as the height of W. Given a
graph G, a wall of G is a subgraph of G that is a wall. We insist that, for every r-wall, the number
r is always odd.

We call the vertices of degree three of a wall W 3-branch vertices. A cycle of W is a brick (resp.
the perimeter) of W if its 3-branch vertices are the vertices of a brick (resp. the perimeter) of W.
We denote by C(W) the set of all cycles of W. We use D(W) in order to denote the perimeter of
the wall W. A brick of W is internal if it is disjoint from D(W).

Subwalls. Given an elementary r-wall W, some odd i € {1,3,...,2r — 1}, and i’ = (i + 1)/2,
the 4’'-th vertical path of W is the one whose vertices, in order of appearance, are (i,1), (i,2), (i +
1,2), (i +1,3), (,3), (4,4), (i + 1,4), (i + 1,5), (4,5), .., (5,7 — 2), (i, — 1), (i + 1,7 — 1), (i + 1,7).
Also, given some j € [2,7 — 1] the j-th horizontal path of W is the one whose vertices, in order of
appearance, are (1,7),(2,7),...,(2r, 7).

A wertical (resp. horizontal) path of W is one that is a subdivision of a vertical (resp. horizontal)
path of . Notice that the perimeter of an r-wall W is uniquely defined regardless of the choice of
the elementary r-wall W. An r'-subwall (or simply subwall) of W is any subgraph W’ of W that
is an r’-wall, with ' < r, and such the vertical (resp. horizontal) paths of W’ are subpaths of the
vertical (resp. horizontal) paths of W.
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Layers. The layers of an r-wall W are recursively defined as follows. The first layer of W is
its perimeter. For i = 2,...,(r — 1)/2, the i-th layer of W is the (i — 1)-th layer of the subwall
W' obtained from W after removing from W its perimeter and removing recursively all occurring
vertices of degree one. We refer to the (r—1)/2-th layer as the inner layer of W. The central vertices
of an r-wall W are its two branch vertices that do not belong to any of its layers and are connected
by a path of W that does not intersect any layers of W.

Central walls. Given an r-wall W and an odd ¢ € N>3 where ¢ < r, we define the central g-
subwall of W, denoted by W9, to be the g-wall obtained from W after removing its first (r — ¢)/2

layers and all occurring vertices of degree one. Given an h € [(r—1)/2], a subwall W’ of W is called

h-internal if it is a subwall of W (r—2h)

Tilts. The interior of a wall W is the graph obtained from W if we remove from it all edges of
D(W) and all vertices of D(W) that have degree two in W. Given two walls W and W of a graph
G, we say that W is a tilt of W if W and W have identical interiors.

B.2 Paintings and renditions

In this subsection we present the notions of renditions and paintings, originating in the work of
Robertson and Seymour [194]. The definitions presented here were introduced by Kawarabayashi,
Thomas, and Wollan [147] (see also [198]).

Paintings. Let A be a closed annulus or a closed disk. A A-painting is a pair I' = (U, N) where
e N is a finite set of points of A,
e NCUCA, and
e U\ N has finitely many arcwise-connected components, called cells, where, for every cell c,

o the closure ¢ of ¢ is a closed disk and
o |é| <3, where ¢ := bd(c) N N.

We use the notation U(T") := U, N(I') := N and denote the set of cells of I' by C(I"). For convenience,
we may assume that each cell of I is an open disk of A. Notice that, given a A-painting I, the pair
(NI),{¢|ce CI)}) is a hypergraph whose hyperedges have cardinality at most three and I' can
be seen as a plane embedding of this hypergraph in A.

Disk and annulus renditions. Let G be a graph and let ) be a cyclic permutation of a subset
of V(G) that we denote by V(£2). By a disk Q-rendition of G we mean a triple (I', o, 7), where

(a) T is a A-painting for some closed disk A,
(b) m: N(I') — V(G) is an injection, and
(c) o assigns to each cell ¢ € C(I') a subgraph o(c) of G, such that

(1) G = Uce(J(r) (),
(2) for distinct ¢, € C(T'), o(c) and (') are edge-disjoint,
(3) for every cell ¢ € C(T), w(¢) C V(o(c)),
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(4) for every cell c € C(T'), V(a(c)) NUpecryge V(e(d)) € m(é), and
(5) m(N(I')Nbd(A)) = V(£2), such that the points in N(I') N bd(A) appear in bd(A) in the

same ordering as their images, via 7, in §2.

Similarly, we define annulus (€1, )2)-renditions as follows. Let G be a graph and let X, X»
be two subsets of V(G), and let €1 (resp. Q2) be a cyclic permutation of X; (resp. X2). By an
(Q1, Q9)-rendition of G we mean a triple (I, o, 7), where (', o, 7), is defined as for disk Q-renditions
but I' is a A-painting for some closed annulus A (instead of a closed disk) and as for item (5),
m(N(T') Nbd(A)) = X7 U X, such that, if bd(A) = B; U Bs, then the points in N(I') N B; appear
in B; in the same ordering as their images, via 7, in €, for i € {1, 2}.

B.3 Flatness pairs

In this subsection we define the notion of a flat wall, originating in the work of Robertson and
Seymour [194]| and later used in [147]. Here, we define flat walls as in [198].

Flat walls. Let G be a graph and let W be an r-wall of G, for some odd integer r > 3. We say
that a pair (P,C) C D(W) x D(W) is a choice of pegs and corners for W if W is the subdivision
of an elementary r-wall W where P and C are the pegs and the corners of W, respectively (clearly,
C C P). To get more intuition, notice that a wall W can occur in several ways from the elementary
wall W, depending on the way the vertices in the perimeter of W are subdivided. Each of them
gives a different selection (P, C') of pegs and corners of W.

We say that W is a flat r-wall of G if there is a separation (X,Y") of G and a choice (P, C) of
pegs and corners for W such that:

e V(W) CY,
e PCXNY CV(D(W)), and

e if Q is the cyclic ordering of the vertices X NY as they appear in D(W), then there exists an
Q-rendition (', o, ) of G[Y].

We say that W is a flat wall of G if it is a flat r-wall for some odd integer r > 3.

Flatness pairs. Given the above, we say that the choice of the 7-tuple R = (X,Y, P,C,I', 0, )
certifies that W is a flat wall of G. We call the pair (W,9R) a flatness pair of G and define the
height of the pair (W,fR) to be the height of W. We use the term cell of R in order to refer to the
cells of T'.

We call the graph G[Y] the R-compass of W in G, denoted by Compassy(W). It is easy to see
that there is a connected component of Compassy (W) that contains the wall W as a subgraph. We
can assume that Compassy (V) is connected, updating 98 by removing from Y the vertices of all
the connected components of Compassg (1) except of the one that contains W and including them
in X (T',o,7 can also be easily modified according to the removal of the aforementioned vertices
from Y'). We define the flaps of the wall W in R as flapsy (W) := {o(c) | c € C(I")}. Given a flap
F € flapsy (W), we define its base as OF := V(F) Nw(N(I")).

Flat railed annuli. Let G be a graph and let A be an (r, ¢)-railed annulus of G, for some odd
integer r > 3 and ¢ € N>3. We say that A is a flat (r, q)-railed annulus of G if there are two
laminar separations (Xi,Y7), (X2,Y2) of G, a set Z; of degree-two vertices in V(C1), and a set Z
of degree-two vertices in V/(C2) such that:
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e V(A) C YN Xy,

Z1CX1NY; C V(Cl),

e /5, CXoNYy C V(Cr), and

if Q1 (resp. Q9) is the cyclic ordering of the vertices X1 NY7 (resp. Xo NY>3) as they appear
in C; (resp. C,), then there is an (21, Q2)-rendition of G[X; N Ya].

We say that A is a flat railed annulus of G if it is a flat (7, ¢)-railed annulus for some odd integer
r > 3 and some g € N>3.

Railed annuli flatness pairs. Given the above, we say that the choice of the 9-tuple R =
(X1, Y1, X0,Ys, 71, 75,1, 0,7) certifies that A is a flat railed annulus of G. We call the pair (A, R)
an railed annulus flatness pair of G. We use the term cell of R in order to refer to the cells of I'.

We call the graph G[X; N Y3] the R-compass of A in G, denoted by Compassg(.A). It is easy
to see that there is a connected component of Compassy(A) that contains the cycles and the paths
of A as subgraphs. We can assume that Compassy(.A) is connected, updating SR by removing
from X; N Yy the vertices of all the connected components of Compassy(A) except of the one
that contains A and including them in X5 (T',o0,7 can also be easily modified according to the
removal of the aforementioned vertices from X; NY3). We define the flaps of the railed annulus
A in R as flapsy(A) = {o(c) | ¢ € C(I')}. Given a flap F € flapsy(.A), we define its base as
OF :=V(F)Nn=n(N(T)).

B.4 Influence of cycles in flat walls and flat railed annuli

Let G be a graph and let (W, fR) be either a flatness pair or a railed annulus flatness pair of G.

A cell ¢ of R is untidy if w(¢) contains a vertex x € V(W) such that two of the edges in E(W)
that are incident to x are edges of o(c). Notice that if ¢ is untidy then |¢] = 3. A cell ¢ of R is tidy
if it is not untidy. The notion of tidy/untidy cell as well as the notions that we present in the rest
of this subsection have been introduced in [198].

Cell classification. Given a graph G and a set X C V(G), we denote by dg(X) the set of vertices
in X that are adjacent to vertices of G \ X.

Given a cycle C of Compassy (W), we say that C is SR-normal if it is not a subgraph of a flap
F € flapsy (W). Given an fR-normal cycle C' of Compassy (W), we call a cell ¢ of R C-perimetric
if o(c) contains some edge of C. Since every C-perimetric cell ¢ contains some edge of C' and
|0a(c)| < 3, we observe the following.

Observation 13. For every pair (C,C") of R-normal cycles of Compass(W) such that V(C) N
V(C") =0, there is no cell of R that is both C-perimetric and C'-perimetric.

Notice that if ¢ is C-perimetric, then 7(¢) contains two points p,q € N(T') such that 7(p) and
7(q) are vertices of C where one, say P, of the two (m(p), 7(q))-subpaths of C is a subgraph of o(c)
and the other, denoted by P (7(p),n(q))-subpath contains at most one internal vertex of o(c),
which should be the (unique) vertex z in do(c) \ {m(p), 7(q)}. We pick a (p,q)-arc A, in ¢ :=cU ¢
such that 7=!(z) € A, if and only if P contains the vertex z as an internal vertex.

We consider the circle Ko = |J{A. | ¢ is a C-perimetric cell of R} and we denote by A¢ the
closed disk bounded by K¢ that is contained in A (in the case of a railed annulus flatness pair, A¢
the closed annulus bounded by K¢ and Bj that is contained in A). A cell ¢ of R is called C-internal
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if ¢ C A¢ and is called C-external if Ac Nec = (. Notice that the cells of R are partitioned into
C-internal, C-perimetric, and C-external cells.

Let ¢ be a tidy C-perimetric cell of R where |¢| = 3. Notice that ¢\ A, has two arcwise-connected
components and one of them is an open disk D, that is a subset of Ac. If the closure D, of D,
contains only two points of ¢ then we call the cell ¢ C-marginal. We refer the reader to [198] for
figures illustrating the above notions.

Influence. For every R-normal cycle C' of Compassy (W) we define the set
influencen (C') = {o(c) | ¢ is a cell of R that is not C-external}.

We conclude this subsection by presenting a corollary of [199, Lemma 12].

Proposition 6. There exists a function fi7 : N3 — N such that if z € N>, € N>3 is an odd
integer, G is a graph, and (W,9R) is a flatness pair of G of height at least fi7(z,x), then there is a
collection W = {Wy, ..., W.} of z-subwalls of W such that

e for every i € [z], Uinfluencen(D(W;)) is a subgraph of Compassy (W) and
o for every i,j € [z], with i # j, V(Uinfluencex(D(W;))) and V (Jinfluencew(D(W;))) are
pairwise disjoint.

Moreover, fi7(z,x,p) = O(/z - x) and W can be constructed in linear time.

B.5 Regular flatness pairs and tilts

Let (W,R) be a flatness pairs of a graph G. A wall W’ of Compassy (W) is R-normal if D(W')
is M-normal. Notice that every wall of W (and hence every subwall of W) is an fR-normal wall of
Compassy (IW). We denote by Si(W) the set of all R-normal walls of Compassy(W). Given a wall
W' e Sx(W) and a cell ¢ of R, we say that c is W'-perimetric/internal/external/marginal if ¢ is
D(W')-perimetric/internal /external /marginal, respectively. We also use Ky, Ay, influenceg (W)
as shorteuts for Kpyry, Apayry, influence(D(W')), respectively.

Regular flatness pairs. We call a flatness pair (W, fR) of a graph G regular if none of its cells is
W-external, W-marginal, or untidy.

Tilts of flatness pairs. Let (W,%R) and (W', %) be two flatness pairs of a graph G and let
W' e Sp(W). We assume that R = (X,Y, P,C,T',0,7) and R = (X', Y', P',C", 1", o', 7'). We say
that (W', R') is a W’-tilt of (W,%R) if

e R does not have W’-external cells,

o W'is a tilt of W/,

e the set of W’ -internal cells of SR’ is the same as the set of W’-internal cells of 9 and their
images via ¢’ and o are also the same,

. Compassﬁ,(W’) is a subgraph of {Jinfluencex (WW’), and
e if cisacellin C(I') \ C(T"), then |¢] < 2.
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The next observation follows from the third item above and the fact that the cells corresponding
to flaps containing a central vertex of W’ are all internal (recall that the height of a wall is always
at least three).

Observation 14. Let (W,R) be a flatness pair of a graph G and W' € Sy(W). For every W'-tilt
(W', R') of (W, R), the central vertices of W' belong to the vertex set of Compassg, (W').

_ Also, given a regular flatness pair (W,R) of a graph G and a W’ € Sup(W), for every W'-tilt
(W', %) of (W,R), by definition, none of its cells is W’-external, W'-marginal, or untidy — thus,
(W', R') is regular. Therefore, regularity of a flatness pair is a property that its tilts “inherit”.

Observation 15. If (W,R) is a reqular flatness pair of a graph G, then for every W' € Sx(W),
every W'-tilt of (W,9R) is also regular.

We next present one of the two main results of [198] (see [198, Theorem 5]|).

Proposition 7. There exists an algorithm that given a graph G, a flatness pair (W,R) of G, and
a wall W' e Sxy(W), outputs a W'-tilt of (W,R) in time O(n + m).

We conclude this subsection with the Flat Wall theorem and, in particular, the version proved
by Chuzhoy [51], restated in our framework (see [198, Proposition 7]).

Proposition 8. There exist two functions figs : N — N and fi9 : N — N, where the images of fig
are odd numbers, such that if r € N>3 is an odd integer, t € N>1, G is a graph that does not contain
Ky as a minor, and W is an fig(t) - r-wall of G, then there is a set A C V(G) with |A| < fi9(t) and
a flatness pair (W', ') of G\ A of height . Moreover, fig(t) = O(t?) and fi9(t) =t — 5.

B.6 Flat walls with compasses of bounded treewidth

The following result was proved in [198, Theorem 8|. It is a version of the Flat Wall theorem,
originally proved in [194]. The proof in [198, Theorem 8| is strongly based on the proof of an
improved version of the Flat Wall theorem given by of Kawarabayashi, Thomas, and Wollan [147]
(see also [51,97]).

Proposition 9. There is a function foq : N — N and an algorithm that receives as input a graph
G, an odd integer r > 3, and a t € N>1, and outputs, in time 20:(r?) . n, one of the following:

e a report that Ky is a minor of G,
e a tree decomposition of G of width at most fao(t) - 7, or

o o set A CV(G), where |A| < fi9(t), a regular flatness pair (W,R) of G\ A of height r, and
a tree decomposition of the R-compass of W of width at most foo(t) - r. (Here fi19(t) is the
function of Proposition 8 and fao(t) = 20t logt) )

Given graphs H and G, we say that a subgraph M of G is a minor-model of H in G if there is
a partition of the vertex set of M to sets Vi,..., Vjy ) such that for every i € [|[V(H)I|], G[Vi] is
connected and the graph obtained from G after contracting the edges of each G[V;] is isomorphic
to H. Following the version of the Flat Wall theorem in [147], Proposition 9 can be modified so as
when it reports that K; is a minor of G, it also outputs a minor-model of K; in G.
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B.7 Levelings and well-aligned flatness pairs

Let G be a graph and let (W,fR) be either a flatness pair or a railed annulus flatness pair of G.
If (W,fR) is a flatness pair of G, let R = (X,Y, P,C,T',0,7), where (I',o,7) is an Q-rendition of
GlY] and I' = (U,N) is a A-painting. If (W,9R) is a railed annulus flatness pair of G, let R =
(X1,Y1,X0,Ys,21,Z5,T,0,7), where (I', o0, 7) is an (€21, Q2)-rendition of G[Y1 N Xz and I" = (U, N)
is a A-painting, for some closed annulus A. In both cases, we define the ground set of W in R to
be the set groundy, (W) := w(N(I")) and we refer to the vertices of this set as the ground vertices of
the M-compass of W in G. Notice that groundy (W) may contain vertices of compassg (W) that are
not necessarily vertices in V(W).

Levelings. We define the MR-leveling of W in G, denoted by Wiy, as the bipartite graph where
one part is the ground set of W in R, the other part is a set vflapsy (W) = {vp | F' € flapsy(WW)}
containing one new vertex vp for each flap F' of W in %R, and, given a pair (x, F') € groundg (W) x
flapsg (W), the set {z,vr} is an edge of Wi if and only if x € OF. We call the vertices of groundy (1)
(resp. Vflaps(W)) ground-vertices (resp. flap-vertices) of Wez. Notice that the incidence graph of
the plane hypergraph (N(I'),{¢ | c € C(I')}) is isomorphic to W via an isomorphism that extends
7 and, moreover, bijectively corresponds cells to flap-vertices. If (W, fR) is a flatness pair of G, this
permits us to treat Wy as a D-embedded graph, for some closed disk D, where bd(D) N Wy is
the set X NY. If (W,9R) is a railed annulus flatness pair of G, we can treat Ay as a A-embedded
graph, for some closed annulus A with boundaries B; and By, where By N Ay is the set X1 NY;
and By N Ay is the set Xo NY5.

Representations in flatness pairs and railed annulus flatness pairs. We denote by W* the
graph obtained from W if we subdivide once every edge of W that is short in compassg(W'). The
graph W* is a “slightly richer variant” of W that is necessary for our definitions and proofs, namely
to be able to associate every flap-vertex of an appropriate subgraph of Wy (that we will denote by
Ry ) with a non-empty path of W*, as we proceed to formalize. We say that (W, R) is well-aligned
if the following holds:

Wi contains as a subgraph an r-wall Ry where D(Ry) = D(Wix) and W* is isomorphic
to some subdivision of Ry via an isomorphism that maps each ground vertex to itself.

Suppose now that the flatness pair (W,fR) is well-aligned. We call the wall Ry in the above
condition a representation of W in W.

Proposition 10 ( [198]). If a flatness pair (W, R) is reqular, then it is also well-aligned. Moreover,
there is an O(n)-time algorithm that, given G and such a (W,9R), oulputs a representation Ry of
W in W.

Well-aligned railed annulus flatness pairs. We denote by A® the graph obtained from A if
we subdivide once every edge in E(.A) that is short in compassg(.A). The graph A® is a “slightly
richer variant” of A that is necessary for our definitions and proofs, namely to be able to associate
every flap-vertex of an appropriate subgraph of Ag (that we will denote by R 4) with a non-empty
path of A®, as we proceed to formalize. We say that (A, R) is well-aligned if the following holds:

Ag contains as a subgraph an (r, g)-railed annulus R 4 where the first (resp. last) cycle
of Ay is the same as the first (resp. last) cycle of Ag and A® is isomorphic to some
subdivision of R4 via an isomorphism that maps each ground vertex to itself.
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Suppose now that the railed annulus flatness pair (A, R) is well-aligned. We call the wall R 4 in the
above condition a representation of A in Ag. Note that, as R4 is a subgraph of Ag, it is bipartite
as well. The above property gives us a way to represent a flat wall by a wall of its leveling in a way
that ground vertices are not altered.

Notice that both Ag; and its subgraph R 4 can be seen as A-embedded graphs where B1 N Ay =
B; N Ry and these are both subsets of the vertex set of the first cycle of Ay (resp. of Ry4) and
By N Ax = Ba N R4 and these are both subsets of the vertex set of the last cycle of Ag (resp. of
R4). This establishes a bijection ¢ from the set of cycles of A to the set of cycles of R 4.

Let G be a graph, let (A,R) be a well-aligned railed annulus flatness pair of G. We set
Leveling( 4 %)(G) to be the graph obtained from G after replacing Compassy(A) with Ax. We
now show the next result.

Lemma 12. Let G, H be graphs and let (A,R) be a well-aligned railed annulus flatness pair of G.
Also, let s1,t1,... 8k, tx € V(G) such that for every i € [k|, s;,t; ¢ Compassy(A). Then there
is a linkage L in G such that T(L) = {s1,t1,..., 8k, tx} if and only if there is a linkage L' in
Leveling 4 0)(G) such that L = L.

Proof. Let Py, ..., Py be the paths of L in G. Since for every i € [k], s;,t; ¢ Compassy(A), no flap
F € flapsg(A) does contain any endpoint of Py, ..., P;. Therefore, for every flap F' € flapsy(.A)
there is at most one i € [k] such that P; contains some vertex of F'\ OF. For every i € [k], let
Q;, ={P,N(F\OF) | F € flapsy(A)}. Observe that each @ € Q; corresponds to a single vertex vg
of Leveling( 4 01)(G). Therefore, by replacing, for each i € [k], each Q € Q; by vg, we get a linkage L'
of paths P{,..., P} in Leveling A,%)(G) that is equivalent to L. For the reverse implication, notice
that every collection Pj,..., P/ of disjoint paths in Leveling, A,DR)(G) corresponds to a collection
Py, ..., Py of disjoint paths in G, where for every i € [k], P; is obtained by replacing each vertex vp
that is contained in P/ by a path in F' that connects the two neighbors of vp in P/ (these neighbors
belong to OF). O
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C Missing complexity proofs

C.1 Hardness of ORDERED LINKABILITY

In this subsection we treat the parameterized complexity of ORDERED LINKABILITY which we
restate below.

ORDERED LINKABILITY
Input: a graph G, R C V(G), and a graph H where k = |H|.
Question: is R H-linked in G?

We consider the above problem in the case where the graph H is the 1-regular graph on 2k
vertices. In this case, the task is, given a graph G, a subset of vertices R C V(G), and an integer
k > 1, decide whether for every sequence sy, ..., Sk, t1,...,t; of distinct vertices of R, the graph G
has pairwise disjoint vertex-disjoint paths between s; and ¢;, for i € [k].

Theorem 5. ORDERED LINKABILITY cannot be solved in time O(n®M) unless FPT = WI1].

Proof. Given a graph G, we use w(G) to denote the maximum r such that G contains K, as a
subgraph. Recall that the CLIQUE problem asks, given a graph GG and a positive integer k, whether
w(G) > k. It is well-known that CLIQUE is W[1]-hard [66] when parameterized by k. Furthermore,
the optimization version is hard from the parameterized approximation viewpoint. In particular,
by the breakthrough result of Lin [166], for any positive constant ¢ > 1, no algorithm running in
time O (n®M) for a computable function f(k) can distinguish between the cases w(G) > k and
w(G) < k/c, unless FPT = W([1]. We use this result for our reduction.

Wy Ca,y Wy

[ @FYs  wius,)

S

Figure 11: Construction of G’.

Consider an instance (G, k) of CLIQUE. Without loss of generality, we assume that k = 4r + 1
for an integer r > 2. We construct the graph G’ as follows (see Figure 11).

e For every vertex x € V(G), construct a set Sy of (kK — 1)/2 vertices (note that k — 1 is even)
and then form a clique from S = Uer(G) Sz by making the vertices pairwise adjacent.

e For every vertex =z € V(G), construct a vertex w, and make it adjacent to the vertices of Sg;
denote W = {w,: z € V(G)}.

e For every edge {z,y} € E(G), construct a vertex e, and make it adjacent to the vertices of
Sz and Sy; denote L = {egy: {z,y} € E(G)}.

We set R =W UL and k¥ = %(g) + 1; note that &’ is an integer because k is odd and k — 1 is
divisible by 4.

First, we show that if G contains a clique of size k as a subgraph, then there are disjoint &’-tuples
(s1,...,8%) and (t1,...,tr) of vertices of R such that G’ has no vertex-disjoint paths between s;
and t;, for i € [K/].

We use the following observation.
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Claim 4. Let H be a complete graph with k = 4r 4+ 1 vertices for r > 1. Then there is a partition
of E(H) into £ = (4r + 1)r pairs {e;, i} for i € [{] such that e; and €; have no common endpoints.

Proof of Claim 4. The proof is by induction on r. If r = 1, then the partition is shown in Figure 12
(a). If r > 2, then we select four arbitrary vertices vy, va, v3, v4 of H and partition the edges incident
to them using the pattern shown in Figure 12 (b). The remaining edges are partitioned into pairs
using the inductive assumption.

Vs Vg V4 V4r+1
, ® ./ .- €4r—3
Cir—3 o5 4 €ar—a/ el
!
€4 €ar—4
U1 U2
V4 U3

(a) (b)

Figure 12: Pairing edges of H; the edges incident to vs and v4 are not shown and are partitioned
in pairs in the same pattern as the edges incident to vy and wvs.

&

Suppose that G contains a clique H of size k as a subgraph. By Claim 4, the set of edges of
H can be partitioned into ¢ = (4r + 1)r = k' — 1 pairs {e;, €,} for i € [¢] such that e; and €] have
no common endpoints. Let e; = {z;,y;} and e, = {z},y;} for i € [(]. We consider the vertices
8; = €g,y, and t; = €xly! of G’ for i € [f]. We also define sy = w, and t = w, for arbitrary
distinct z,y € V(H). The k-tuples (s1,...,sk) and (¢1,...,tx) are disjoint and consist of distinct
vertices of R. Because e; and e} have no common endpoints for every i € [¢], any path between s;
and t; in G’ contains two edges incident to s; and t;, respectively. Because x and y are distinct,
the same holds for any path in G’ between s; and t;,. Suppose that G’ has vertex-disjoint paths
between s; and t;, for i € [k']. Then the edges of the paths incident to the vertices sq,..., sg
and ty,...,tx should form a matching. However, Ng ({s1,...,s1} U {t1,...,tpr}) = Uer(H) Sz
and |Uyey gy Szl = k(k —1)/2 < 2k". Therefore, by Hall’s theorem [117], G’ has no matching
saturating the vertices of {s1,...,sx} U {t1,...,tx}, i.e., G’ has no matching M such that the
set of the endpoints of the edges in M contains {s1,...,sx} U {t1,...,tx}). Thus, there are no
vertex-disjoint paths between s; and ¢; for i € [k'] in G'.

Now we show that if G has no clique with at least k/5 vertices, then for all pairs of disjoint
k'-tuples of distinct vertices (si,...,s)) and (t1,...,tx), the graph G has vertex-disjoint paths
between s; and ¢;, for all i € [k/]. Consider arbitrary (si,...,sg) and (t1,...,tr) and set X =
{s1,...,8pr} U{t1,...,tr}. We prove the following claim.

Claim 5. The graph G’ has a matching M saturating every vertex of X .

Proof of Claim 5. We set Y = X N L. For every z € V(QG), let S, C S, be an arbitrary subset of S,
of size (k—1)/2—1. We define S’ = U, ¢y () S+ We claim that H = G[Y US| has a matching M’
saturating every vertex of Y. Because Y is an independent set, we can apply Hall’s theorem [117]

and observe that it is sufficient to show that for every Z C Y, |[Ny(Z)| > |Z]. Consider aset Z C Y.
Let F' = {{z,y} € E(G): exy € Z} and let U be the set of vertices of G incident to the edges of F.
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By Turan’s theorem [206], |F| < (1 - %)@, because G has no clique with at least k/5 vertices.
Therefore, \/% < |U|. By the construction of H, we have that |[Ngy(Z)| = |U|%, because

|SZ| = (k — 3)/2 for every z € X. We obtain that |[Ny(Z)| > \/% - E=3. Because |Z| = |F), it is

sufficient to show that |Z] < \/% - 223 This inequality is equivalent to |Z] < g(&:?’;; and holds
because g(&i?%))Q > (’;) +2 =2k > |Z|. We conclude that H has a matching M’ saturating every

vertex of Y.

Note that for every w, € X N W, there is an adjacent vertex v € S \ S,. By adding {wg,v}
to M’ for each w, € X N W, we obtain a matching M in G’ saturating every vertex of X. This
concludes the proof of the claim. o

Using Claim 5, we construct the paths between s; and ¢; in G’ as follows. Let i € [k']. The
matching M contains the edges {s;,u} and {¢;,v}, for some u,v € S. Because S is a clique,
(si,u,v,t;) is an (s;,t;)-path. Since M is a matching, all these paths are vertex-disjoint.

To conclude the proof, note that the existence of an algorithm solving ORDERED LINKABILITY
in time O (n®®) would imply that there is an algorithm distinguishing the cases w(G) > k and
w(G) < k/5 in time f(%(g) + 1) - n®W | contradicting the result of Lin [166]. O

C.2 MONOCHROMATIC PATH TOPOLOGICAL MINOR is W[1]-hard on planar graphs

Topological minor models. Given a graph G and a graph H, we say that H is a topological
minor of G if there is an injection ¢ : V(H) — V(G) and a function ¥ mapping the edges of H to
paths of G such that

e For every distinct eq, es, 1(e1) and ¢ (e2) are internally vertex disjoint paths of G and
e For every e = {z,y} € E(G), ¢(e) is a path joining ¢(x) and ¢(y).

Given the above, we say that H is a topological minor of G via the pair (¢,v).
We consider the following problem:

MONOCHROMATIC PATH TOPOLOGICAL MINOR

Input: multicolored graph (G, X1,...,X,) a graph H and a coloring
function A : V(H) — [#].

Question: does G contain H as a topological minor via a pair (¢,1) where

o for every z € V(H), o(z) € X)(y) (i-e., the image of z carries the color of x) and
e every e € F(H), there is some i € [z] such that V(¢ (e)) C V; (i.e., the path ¢ (e)
is monochromatic)

Theorem 6. MONOCHROMATIC PATH TOPOLOGICAL MINOR, when parameterized by k = |H]|, is
WI[1]-hard on planar graphs, even when z =4 and H is the (k X k)-grid.

Proof. We give a parameterized reduction from the following problem:

GRID TILING
Input: two integers D,k € N and a function M : [k]? — 2[P]
Question: is there a function s : [k]2 — [D]? such that

2

e for every (i,7) € [k], s(i,j) € M(i,j),

e for every i € [k], all first coordinates of the pairs in {s(i,7) | j € [k]} are equal,
and

e for every j € [k], all second coordinates of the pairs in {s(i,7) | i € [k]} are equal
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Intuitively, one may see the input of the GRID TILING problem as the assignment of pairs in [D]?

to the cells of a k x k-matrix an the question is whether it is possible to choose one pair from each cell
so that, in the occurring k£ X k-matrix, vertical pairs agree in the 1st coordinate and horizontal pairs
agree in the 2nd coordinate. It is known (see [56]) that GRID TILING,when parameterized by k, is
WI[1]-hard. Given an instance (D, k, M) of GRID TILING, we build an instance (G, B,C,0,T, H, \)
of MONOCHROMATIC PATH TOPOLOGICAL MINOR as follows.
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Figure 13: An example of the reduction of Theorem 6. On the left an instance of GRID TILING
is depicted where D = 4 and k = 3. On the right the corresponding instance (G, B,C, O, T, H,\)
of MONOCHROMATIC PATH TOPOLOGICAL MINOR is depicted, where H is the (k x k)-grid. The
solution for the GRID TILING, depicted by the red pairs, corresponds to a realization of the (k x k)-
grid on the right, depicted by the (long) and blue rectangles.

Consider a (kD x kD)-grid T'. Also define {T'; ; | (i,j) € [k]*} to be the (unique) collection of
k? pairwise vertex disjoint (D x D)-grids of I'. We define the black and green color sets, namely
B and C so that for every (i,7) € [k]?> we include, for every pair (z,y) € M(i,j), the intersection
vertex of the z-th column and the y-th row of I'; ; in the set B (if i+ j = 0 (mod 2)) or in the set
C (ifi+j=1 (mod 2)).

The graph G is obtained by subdividing every vertex of I" once. Clearly, G consists of kD
vertical paths and kD horizontal paths. The orange and the turquoise color sets, namely O anf T
are defined so that O contains every vertex of a vertical path and T contains every vertex of an
horizontal path. We now consider the (k x k)-grid H and A is a proper two coloring of H in black
and green.

It now remains to see that (D, k, M) is a yes-instance of GRID TILING if and only if the tuple
(G,B,C,0,T,H,\) is a yes-instance of MONOCHROMATIC PATH TOPOLOGICAL MINOR. Just
observe that the orange (resp. turquoise) colors force all vertical (resp. horizontal) paths of H to
be mapped to vertical (resp. horizontal) paths and that the black and green colors force each edge
of H to be mapped to a path in some neighboring I'; ;’s joining a black vertex and a green vertex

of G. 0
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