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Kernelization for Graph Packing and Hitting Problems
via Rainbow Matching

Stéphane Bessy!? Marin Bougeret! Dimitrios M. Thilikos!3

Sebastian Wiederrecht*®°

Abstract

We introduce a new kernelization tool, called rainbow matching technique, that is appropriate
for the design of polynomial kernels for packing problems and their hitting counterparts. Our
technique capitalizes on the powerful combinatorial results of [Graf, Harris, Haxell, SODA 2021].
We apply the rainbow matching technique on four (di)graph packing or hitting problems, namely
the TRIANGLE-PACKING IN TOURNAMENT problem (TPT), where we ask for a packing of
k directed triangles in a tournament, DIRECTED FEEDBACK VERTEX SET IN TOURNAMENT
problem (FVST), where we ask for a (hitting) set of at most k vertices which intersects all
triangles of a tournament, the INDUCED 2-PATH-PACKING (I2PP) where we ask for a packing
of k induced paths of length two in a graph and INDUCED 2-PATH HITTING SET problem
(I2PHS), where we ask for a (hitting) set of at most k vertices which intersects all induced
paths of length two in a graph. The existence of a sub-quadratic kernels for these problems was
proven for the first time in [Fomin, Le, Lokshtanov, Saurabh, Thomassé, Zehavi. ACM Trans.
Algorithms, 2019], where they gave a kernel of O(k3/2) vertices for the two first problems and
O(k5/ 3) vertices for the two last. In the same paper it was questioned whether these bounds

can be (optimally) improved to linear ones. Motivated by this question, we apply the rainbow
o)

matching technique and prove that TPT and FVST admit (almost linear) kernels of kHV log k
vertices and that I2PP and I2PHS admit kernels of O(k) vertices.
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1 Introduction

A parameterized problem 11 is a subset of X* x N for some finite alphabet Y. Given an instance
(z, k) of parameterized problem II we typically refer to |z| as the size of the problem and to k as
the parameter of the problem and the general question of parameterized computation is whether
IT admits an algorithm able to decide, given an instance (z,k) € ¥* x N, whether (z,k) € II in
f(k) 12|90 time. When this is indeed possible, then we say that II is Fixed Parameter Tractable
or, in short FPT. Parameterized computation was introduced by Downey and Fellows in their
pioneering work in [1, 15-18] and currently constitutes a fully developed discipline of Theoretical
Computer Science (see [10,19,21,38] for textbooks).

Kernelization algorithms. A particularly vibrant field of parameterized computation is ker-
nelization. A kernelization algorithm for a parameterized problem II C »* x N is a polynomial
algorithm able to reduce every instance (z,k) € ¥* x N to an equivalent one whose size depends
exclusively on the parameter k. If this size is bounded by a (polynomial) function f(k), then we say
that IT admits a (polynomial) kernel of size f(k). The design of kernelization algorithms for param-
eterized problems has been a prominent topic of parameterized computation, mainly because it can
be seen as a way to formalize preprocessing: when some parameterization of an NP-hard problem
admits a kernel of size f(k), then we may solve it by first applying, as a preprocessing step, the
corresponding kernelization algorithm and then apply brute force techniques on a problem instance
where the size |z| of the problem has been radically reduced. Clearly, for small values of k, this
approach becomes particularly promising, especially when the problem in question admits a polyno-
mial kernel. Unfortunately, not all parameterized problems are amenable to polynomial kernels and
an extensive theory of kernelization has been developed so to either provide algorithmic techniques
for the derivation of polynomial kernels (see e.g., [24,28,34,35]) or to develop complexity-theoretic
lower bound tools for kernelization [6,12,14,20,25,31,32] (see [23] for a dedicated textbook).

Greedy localization. A wide family of parameterized problems that have extensively studied
from the kernelization point of view are (di)graph packing problems. Such problems are defined
on graphs or digraphs and, typically, the question is whether an input (di)graph G contains some
collection of k pairwise disjoint copies of some fixed (induced) sub(di)graph H. A general approach
for such problem is the greedy localization technique (see [11,39]). This technique consists in
finding, using some greedy approach, a maximal collection C of pairwise disjoint copies of H in G.
If C has already at least k elements, we may safely output a positive answer to the problem. If
not, then we know that the |H|(k — 1) = O(k) vertices of the (di)graphs in C should cover every
possible solution of the problem. Based on this last covering property, the challenge is to design
a polynomial time procedure that may discard all but a polynomial number of vertices from G so
that the remaining (di)graph is an equivalent instance. This procedure varies depending on the
definition of the problem in question. Moreover, in case a polynomial kernel exists, a particular
challenge towards deriving kernels of low polynomial size is to

maximize the set of discarded vertices so that the size of the resulting (di) graph, that
is the output of the kernelization algorithm, is bounded by a low-polynomial function.

Rainbow matching technique. In this paper, we propose a framework for tackling the above
challenge that we call the rainbow matching technique. Our technique capitalizes on the deep
combinatorial results of Graf and Haxell in [27] (see also [26]). In fact, in Subsection 2.2, we derive



the following “rainbow-matching” outcome of the main result of [27] asserting that there exists a
polynomial time algorithm that, given an edge-multicolored graph G (by p colors), either outputs
a matching of G carrying all p colors or outputs a non-empty set of colors C' C {1,...,p} and a
vertex set X of size O(|C|) that intersects all edges colored by the colors of C' (Corollary 1).

For the purposes of our technique, we build an auxiliary graph based on the maximal solution C
yielded by the greedy localization routine. We then consider a multi-coloring of the auxiliary graph
based on the maximal solution C. Depending of the outcome of the above algorithm, we either
obtain an equivalent instance or we give a way to reorganize the parts of the (di)graph that are
not in C in buckets in a way that will permit a recursive application of the above procedure until
an equivalent instance is created. We provide a generic description of our technique in Section 3.

The rainbow matching technique seems to naturally apply to packing problems, where a max-
imum disjoint collection of a specific (di)graph H is seeking in the input graph. We illustrate the
technique on two packing problems. As a side effect, we notice that the technique also provides
equivalent kernel for the corresponding dual problems of the considered ones. These hitting prob-
lems consist in finding a minimum set which intersects all the copies of H in the input graph. In
all, we apply the rainbow matching technique to four problems that we describe in the following.

Packing induced paths of length two. The first problem where our technique is applied is the
following.

INDUCED 2-PATH-PACKING (I2PP) Parameter: k.
Input: (G, k) where G is a graph and k € N

Question: Does G contain k pairwise disjoint induced paths of length two?

As in the case of TPT, the above problem admits a kernel on O(k?) vertices because of the
results of Abu Khzam in [2,3]. The first time a sub-quadratic kernel was given for I2PP was the
one on O(k%?) vertices by Fomin, Le, Lokshtanov, Saurabh, Thomassé, and Zehavi in [22]. Again,
an open question that appeared in [22] is whether this bound can be improved to a linear one. As
a second application of our technique, we prove that this is indeed the case.

Induced 2-paths Hitting Set. Given a grapﬁ G, an induced 2-path hitting set of G is a set X
which intersect all the induced 2-paths of G. In other words, G \ X does not containany induced
2-path. Then, the dual version of the previous problem, on which we apply the rainbow matching
technique, is the following.

INDUCED 2-pATHS HITTING SET (I2PHS) Parameter: k.
Input: (G,k) where G is a graph and k € N
Question: Is there an induced 2-paths hitting set of G of size at least k7

Here again, this problem admits a kernel on O(k?) vertices because of the results of Abu Khzam
in [4]. And the first sub-quadratic kernel for I2PHS was on O(k%3) vertices given by Fomin, Le,
Lokshtanov, Saurabh, Thomassé, and Zehavi in [22]. Here also, using our technique, we prove that
I2PHS admits a linear kernel.

Packing directed triangles in tournament. The third problem we consider is the following .



TRIANGLE-PACKING IN TOURNAMENT (TPT) Parameter: k
Input: (7,k) where T is a tournament and k € N

Question: Does T contain k pairwise disjoint directed triangles?

Recall that a directed graph 7" = (V, E) is a tournament, if for every distinct x,y € V, either
(z,y) € E or (y,x) € E holds (but not both).

The NP-completeness of TPT follows from the results of [8]. Moreover, given that certain
patterns are excluded from its inputs, it can be solved in polynomial time [7]. For (non) approx-
imability results on the TPT problem see [5,9,29,36]. Notice that TPT can directly be reduced
to the 3-HITTING SET problem. For this problem, Abu Khzam gave, in [2,3], a kernel on O(k?)
vertices obtained by only removing vertices. This directly implies that TPT admits a kernel on
O(k?) vertices. On the negative side, Bessy, Bougeret, and Thiebaut proved in [5] that TPT does
not admit a kernel of (total bit) size O(k*~¢), unless NP Cco-NP/Poly. They also proved that
TPT admits a kernel of O(z) vertices, when its input instances are accompanied with a feedback
arc set! of T of size z and that TPT restricted to sparse tournaments? admits a kernel of O(k)
vertices (i.e., of total bit-size O(klogk)). Towards breaking the quadratic bound in the general
case, Fomin, Le, Lokshtanov, Saurabh, Thomassé, and Zehavi gave in [22] a kernel for TPT on
O(k3/?) vertices. The open question of [22] is whether a kernel on O(k) vertices exists for the

general TPT. In this paper, we use the rainbow matching technique in order to give a kernel for
o(1)

1+
TPT on k Vesk vertices.

Feedback vertex set in tournament. The last problem on which we apply the rainbow matching
technique is the dual version of the previous one and is described below. A triangle hitting set in a
tournament 7" is a set X intersecting all the triangle of T'. Equivalently, 7'\ X does not contain any
triangle and so, by a classical argument, is acyclic. Consequently, such a set X is called a feedback
vertex set of T.

FEEDBACK VERTEX SET IN TOURNAMENT (FVST) Parameter: k
Input: (7, k) where T is a tournament and k € N

Question: Does T' contain a feedback vertex set of size at most k7

Here again, this problem admits a kernel on O(k?) vertices because of the results of Abu Khzam
in [4]. And the first sub-quadratic kernel for FVST was on O(k%/2) vertices given by Fomin, Le,

Lokshtanov, Saurabh, Thomassé, and Zehavi in [22]. Like for TPT, our technique leads us to
o(1)

1+
obtain a kernel on &k  Vv'°sk vertices for FVST.

Organization of the paper.

The definitions of the basic concepts that we use are given in Section 2. In the same section we
present the combinatorial base of the rainbow coloring lemma (Corollary 1) as well as the proof of
how this is derived by the results of [27]. In Section 3, we proceed with a generic description of our
technique. An overview is presented in Subsection 3.1, while the main combinatorial assumptions
and invariants are presented in Subsection 3.2 and Subsection 3.3. The description of the main

!Given a tournament T = (V, E) we say that en edge set F' C E is a feedback arc set of T if the removal if F from
T results to an acyclic digraph.
2A tournament T = (V, E) is sparse if it contains a feedback arc set that is a matching.



algorithmic routine of the technique is given in Subsection 3.4. We then present specialization of
the technique for I2PP in Section 4, for I2PHS in Section 5, for TPT in Section 6 and for FVST
in Section 7. We chose to present the almost linear kernels for TPT and FVST after the linear
ones for I2PP and I2PHS, as the application of the technique for the tournament problems is more
technical. We conclude the paper in Section 8 with some remarks and open problems.

2 Definitions

We denote by N the set of non-negative integers and by R™ the set of all non-negative reals. Given
two integers p and ¢, the set [p, g refers to the set of every integer r such that p < r < ¢. For an
integer p > 1, we set [p] = [1,p], [c|lo = [¢] U {0}, and N>, = N\ [0,p — 1].

For a set S, we denote by 27 the set of all subsets of S and, given an integer r € [|S|], we denote
by (f) the set of all subsets of S of size r. Given two sets A, B and a function f : A — B, for a
subset X C A we use f(X) to denote the set {f(z) | z € X}.

Finally, for every set of subsets X;, i € [¢|, and any subset of indexes I C [c], we denote
X1 = Ujer Xi- And whenever we refer to a partition of a set X into ¢ sets we refer to an (ordered)
set X = {Xy | £ € [c]} where V(X) = X and where we allow that some of the X,’s is an empty set.

2.1 Basic concepts

Parameterized algorithms and kernels. A parameterized problem II is a subset of ¥* x N for
some finite alphabet ¥. A parameterized problem II C ¥* x N is fized parameter tractable (in short
fpt) if there is an algorithm that, given an instance (z,k) € ¥* x N, decides whether (x, k) € II or
not in time f(k) - p(|z|), where f : N — N is some function and p: N — N is a polynomial in the
input size. The notion of kernelization is formally defined as follows.

Definition 1 (Kernelization). Let II C ¥* x N be a parameterized problem and g be a computable
function. We say that 11 admits a kernel of size g if there exists an algorithm IC, called kernelization
algorithm, or, in short, a kernel that given (x,k) € ¥* x ZT, outputs, in time polynomial in |z|+k,
a pair (¢', k') € * x Z* such that

o (z,k) €1 if and only if (', k") € 11, and
o max{|z/|,k'} < g(k).

When g(k) = kW or g(k) = O(k) then we say that II admits a polynomial or linear kernel
respectively. We refer to g(k) as the size of the kernel produced by the kernelization algorithm.

When dealing with graphs algorithmic problems, the produced kernels are graphs, and we ofen
refer to their size by specifying their number of vertices. For instance, we will say that a graph
problem will admit a kernel with O(k) vertices (implicitely implying that the total size of the kernel

is O(k?)).

Graphs, digraphs and tournaments. All graphs in this paper are finite. We use the term
graph when we refer to an undirected graph without loops (ie. an edge with a unique endpoint)
neither parallel edges (ie. distinct edges with the same endpoints). Also we use the term multigraph
when we allow for loops and parallel edges. Directed graphs are called digraphs.



Given a (multi) (di)graph we denote by V(G) and E(G) the set of its vertices and edges
respectively. Given a (multi) (di)graph G and a set X C V(G), we denote by G[X] the sub(di)graph
of G induced by X. Similarly, if X C E(G), we use G[X] in order to denote the graph (Vx,X),
where Vx is the set containing all the endpoints of the edges in X. Given a graph (resp. digraph) G
and two disjoint subsets of vertices A and B, we say that e € E(G) is an edge (resp. arc) between
A and B iff en A| = |en B| = 1. In a digraph, whenever (z,y) € E(G), we say that x dominates y.
We also say that a digraph D is a tournament if, for every {z,y} € (V(QD)), either (z,y) € E(D) or
(y,x) € E(D), but not both. If S = {S1,...,S¢} is a collection of vertex sets or subgraphs of some
(multi) (di)graph, we denote by V(S) the set U,cg Si or Usejq V (Si) respectively. Given a (multi)
(di)graph G and A C V(G), we denote by G \ A the (multi) (di)graph G[V(G) \ A] obtained after
the deletion of all vertices of A.

2.2 Tools about rainbow matchings

Multigraph colourings. Let G be a multigraph. Recall that for e € E(G) we say that it is a
loop of G if |e] = 1, otherwise we say that it is an ordinary edge. A p-multiedge coloring of G is
a surjective function x: E(G) — [p] that associates to each edge of G a color in [p] such that no
two parallel edges of G receive the same color. We call the pair (G, x) a p-edge colored multigraph
and, given a set of colors C' C [p], we define (G, x)[C] = G[x1(C)].

Given a p-edge colored multigraph (G, x), a rainbow matching of (G, x) is a set X C E(G) such
that

e X is a matching of G, i.e., every two distinct edges of X are vertex-disjoint and

e |X]=p,and x(X) = [p].

For a subset C' C [p] of colors, recall that a set X of vertices of G is a vertex cover of (G, x)[C] iff
for every e € F(G) where x(e) € C, it holds that e N X # (). We denote by vce (G, x) the minimum
size of a vertex cover of (G, x)[C].

The purpose of this section is to prove the following lemma.

Lemma 1. Let (G, x) be a p-edge colored multigraph and € € (0,1). If for every subset of colors
C C [p] we have vee (G, x) > (4+¢)(|C| —1), then G contains a rainbow matching. Moreover there
is an algorithm that, with input (G, x), either outputs a rainbow matching of (G, x) or a non-empty
subset C' of [p] and a vertex cover X of (G, x)[C] such that | X| < (4 +¢)(|C| — 1). This algorithm
runs in time O(|V(GQ)[8 - pf©), for some function f: N — N.

To prove Lemma 1, we only need a light version of Graf and Haxell’s Theorem, appeared as
Theorem 4 in [27], which we present here (whose seminal version appeared in [30]).

Let G be a graph enhanced with a partition V = (Vi,...,V}) of its vertex set. An independent
transversal of G and V is an independent set S of G satisfying |[S N V;| = 1 for every i € [p]. For an
integer r, the graph G is r-claw-free for V if no vertex of G has r independent neighbors in distinct
sets V;. Finally, a set X of GG is a dominating set of GG if for every vertex v of GG there exists a vertex
x of X such that vx is an edge of G.

Theorem 1 (Graf and Haxell [27]). For any fized r € N and € € (0,1) there exists an algorithm
that takes as input a graph G and a partition V = (Vi,...,V,) of its vertex set such that G is
r-claw-free for V and produces



o either an independent transversal of G and V, or

o a subset I of {1,...,p} and a set X of vertices of G such that X is a dominating set of
GlUier Vil and | X] < (2+¢)([I| - 1).

Moreover, the algorithm runs in O(|V(G)[* - p/"2)) time, for some function f: N x (0,1) — N.

Proof of Lemma 1. Consider a p-edge colored multigraph G and some ¢ € (0,1). We build an
“extended line-graph” G’ of G in order to apply Theorem 1 on it. See Figure 1 for an example of
construction. The graph G’ is defined as follows:

V(G') ={(e,;x(e)) e € B(G)} and E(G') = {{(e,x(¢)), (¢',x(¢)} [ ene # 0}

Figure 1: A p-edge-colored multigraph G on the left where the sets of colors are shown in red for the
loops and in blue for the ordinary edges of G. On the right, the corresponding extended line-graph
of G, where the elements in red and in blue respectively correspond to loops and ordinary edges of

G.

Notice that the size of G’ is polynomial in the size of G and p, in particular |V(G')| = |E(G)| <
O(|[V(G)|? - p). Notice also that G’ is 3-claw free, independently from the chosen partition of V.
Indeed the neighborhood of every vertex (e, x(e)) is either one clique (if e is an loop) or the union
of two cliques (if e is an ordinary edge).

Now, consider the partition of the vertex set of G’ given by the colors on the vertices of G’, that
is V; = {(e,c0) € V(G') | ¢o = i}, for i € [p]. We then apply on G’ the algorithm from Theorem 1
with r = 3 and £/2 as parameters. Clearly, this algorithm runs in time O(|V(G)[® - p/©)), for some
function f: N — N.

If we obtain an independent transversal of G’, then it corresponds to a rainbow matching of G.

Suppose now that the algorithm outputs a subset I of [p] and a set X of vertices of G’ such that
X is a dominating set of G'[U;c; Vi] and | X| < (24 ¢/2)(|I] — 1). Let Y be the vertices of G that
are involved in an element of X, that is x € Y if there exists ¢ such that ({z},cp) € X or there
exist ¢p and y € V(G) such that ({z,y},c0) € X. We have |Y| < 2|X| and we can claim that no
edge e of G\'Y has a color from I. Indeed, towards a contradiction, assume first that e = {z} and
x(e) =co € I. As X is a dominating set of G'[[;c; Vi, there exists an element w of X adjacent to
({z}, o) in G'. If w corresponds to a vertex of G then, by construction of G’, we have w = ({z}, )
for a color ¢’ # cy. So, the vertex x belongs to Y, a contradiction. Now, if w corresponds to an edge
e = {u,v} of G, by construction of G’, we have u = x or v = x and again the vertex z belongs to
Y, a contradiction. Finally, assume that e = {z,y} and x(e) € I. Similarly, there exists an element



w of X adjacent to zy in G’. If w corresponds to a vertex of GG, then it must be x or y, while if w
corresponds to an edge of G, then this edge must have a common endpoint with xy. In both cases,
we have z € Y or y € Y, again a contradiction. So, Y’ := Y NV((G, x)[I]) is a vertex cover of
(G, x)[I] and |Y'| < (4 +¢e)(|I] = 1). O

The rainbow coloring technique will be based on the following restatement of Lemma 1.

Corollary 1. There exists some function f: N — N such that for every € > 0 there is an algorithm
that, with input a p-edge-coloring graph (G, x), outputs either a rainbow matching of (G, x) or finds
a non-empty subset C of [p] and a vertex cover X of (G, x)[C] such that | X| < (4+¢)|C|. Moreover,
this algorithm runs in time O(|V (G)|® - p/©).

3 The rainbow matching technique

Both our kernelization algorithms for I2PP and TPT will be based on the the rainbow matching
technique that we next describe in a generic form.

3.1 Overview of the kernelization algorithm

To that end, let us consider a generic H-packing problem (where |H| = 3) where given an input
(G, k), the objective is to decide if there exist k vertex disjoints sets P; C V(G) such that for any
i, G[P;] is isomorphic to H. The rainbow matching technique that we introduce in this article can
be summarized as follow. Given an input (G, k):

1. Maintain a partition (W, B,C) of V(G) with size and structure invariants, called a partial
decomposition, where BUC' is small (typically O(k)), and W is the large part where we want
to select an approriate subset.

2. At each round, apply the following rule:

o define an auxiliary edge-colored multigraph graph (G, x)(W, B, C) with vertex set W.
o applies Corollary 1 on (G, x)(W, B,C):
— if there exists a rainbow matching M in (G, x)(W, B, C), stop the kernel and output
G[V(M)U BUC| (we selected V(M) from W)

— otherwise, use the subset of colors X and its small vertex cover T' C W to compute
a new partial decomposition (W', B’,C")

We point out that the partial decomposition may contain other information than (W, B, C), as it
is the case of example for TPT here, but for the sake of simplicity we stick to the triplet (W, B, C)
in this generic presentation. As invariants of a partial decomposition we used for I2PP and TPT
have a lot of similarities, we now explain the common ideas behind these invariants.

3.2 Origin of the invariants in a partial decomposition.

We start with a greedy localization phase where we compute a maximal H-packing P = {Hq,...,
H;,}, and we assume that ig < k as otherwise we get a yes-instance. We define C° = V(P) and
WO = V(G)\ C° Observe that there is no copy of H inside W, and that |C°| = O(k). The goal



is to select a subset S C WY and to ouput G[SUC?]. We want S to be small, typically |S| = O(k),
and safe, in the sense that any packing P in G can be restructured into a packing P’ such that
|P’| > |P| and V(P') C SUCP. This will imply that if (G, k) is a yes-instance, then (G[S U CY], k)
is also a yes-instance, and thus that these instances are equivalent as the other implication is
straightforward.

Then, we define an auxiliary graph (G, x)(W?, 0, C°) as follows (we used the (W?, ), C°) nota-
tion to match notation of Section 3.1, as B = () at the begining). Let V ((G, x)(W?,0,C%) = W?,
and for any ¢ € CY and any {u,v} C W9 such that G[{c,u,v}] is isomorphic to H, add to
(G, )WY 0,C°% edge e = {u,v} and set color x(e) = c. Notice that C° both denotes a sub-
set of vertices in G, and the set of colors of (G, x)(W?% 0,C° and this is a convention that we
follow all over the paper. Now, apply Corollary 1 on (G, x)(W?°,0,C°), and let us discuss the two
possible outcomes of this corollary.

Case where a rainbow matching exists. We now consider te case where we have a rainbow
matching M in (G, x)(W9 0,C?). In this case, we stop and return G[V (M) U C°]. Observe first
that V(M) is small, as |V (M)| = 2|C°| = O(k). Let us now examine why it is safe. Consider
an H-packing P in G. We restructure P as follows (see Figure 2). For any H; € P we define a
corresponding H! as follows (and we define P’ = {H] | H; € P}):

o If H; C CY, define H! = H;.

« Otherwise, we know that H; N C° # () by the maximality of the greedy localization. Let
c€ H;NCY and e. = {ucv.} the edge of M such that x(e.) = c. Restructure H; into
H! = {c,uc,vc}.

We can observe that the {H/} are vertex disjoint as M is a matching, and thus that V(M) is safe.

C1 C2 C3 Cy4 Cs Cg

o o m?\ G

o /o—0 o0 o0 060 060 .0 0 o |
6C1 ecz € em €c. €

°3 5 °6

Figure 2: An example showing how to restructure Hi, Hj, H} (in dashed lines) to Hy, Ha, H3 (in
plain lines) using the rainbow matching {e.,, 1 < i < 6}.

Case where a small vertex cover exists. Suppose there exists a subset of colors X C C? and
a vertex cover T of (G, x)(W?,0,C%[X] such that |T| < (4+¢)|X|. Let B=TUX, W =W\ T,
and C' = CY\ X. Observe that as T is a vertex cover of (G, x)(W?, 0, C%)[X], for any set H' C BUW
such that G[H'] is isomorphic to H, we have |H' N W| < 1. This crucial property will help us to
control how copies of H can be packed in G[W U B], and thus motivates the invariants required in
the following (informal) definition of partial decomposition.



3.3 Invariants in a partial decomposition
We say that (W, B, C) is a partial decomposition (with respect to (C°, W?)) of G if
1. W, B,C is a partition of V(G)

2. (W, B) is a nice pair: W C W° and for any H' C BUW such that G[H'] is isomorphic to H,
|H'NnW| <1

3. (size invariant) B is small (typically |B| = O(|C<|), where C< = C"\ C

As C% and W? will be fixed (there are only computed once at the begining), we voluntarily do not
mention “with respect to (C°, W°)” in the reminder of the article. Observe that the tuple (W, B, C')
that we obtained at this end of Section 3.2 is a partial decomposition. Properties 1 and 2 listed
above are common to both problems, whereas the notion of size to ensure that B is small is ad-hoc
(but with the same objective to guarantee that |B| + |C| = O(]C?|), as B and C will be part of
the output of the kernel). The property of being a nice pair will allow us to provide a structural
description of B: in both problems we will partition B into buckets B;, and obtain a description
on how copies of H in W U B intersect the buckets.

3.4 Description of one round of the kernel

We now consider an arbitrary round of the kernel, where we have our current partial decomposition
(W, B, C). The objective is now to apply again Corollary 1, but in a more general setting than in
Section 3.2 where we had B = ().

Let us now discuss how to define the auxiliary graph (G, x)(W, B, C). We start as before by
defining V((G, x)(W, B,C)) = W, and for any ¢ € C, and any {u,v} C W such that G[{c,u,v}] is
isomorphic to H, adding to (G, x)(W, B,C) edge e = {u,v} and set x(e) = c¢. Again, notice that
according to the context, C' may denote a subset of G, of a subset of our colors in (G, x)(W, B,C).
The crux of this approach is to add to (G, x)(W, B,C) some loops in W and a coloring of these
loops (using a fresh set of colors D, which is disjoint from ('), such that:

i |D|=0O(|B])

ii. if there exists a rainbow matching M only for loops of colors in D (meaning that MP =
{vg,d € D} and |MP| = |DJ), then for any packing P of G[W U B], there exists a packing P’
such that [P'| = |P| and V(P') C BUV(MP)

iii. if there exists a subset of colors X? C D and a vertex cover T of (G, x)(W, B, C)[XP] such
that |T| < 2(4 + ¢)|XP|, then we can find in polynomial time a non-empty subset 7" C T
such that we can add T” to B without violating the size invariant of a partial decomposition.
In other words, in this case we define W/ = W\ T, B = BUT', ' = C, and we want that
(W', B’,C") remains a partial decomposition.

The way we can define such colored loops to obtain the three previous properties depends on
the problem that we consider and thus will be specified in each application of the technique. As
we guess that, at a first sight, Property iii. may look like it comes out of nowhere, let us now
explain why properties i. to iii. are sufficient to obtain the kernel. Suppose that we defined an
auxiliary graph (G, x)(W, B, C) satisfying the previous properties, and that we apply Corollary 1
on (G, x)(W,B,C). Let us discuss again the two possible outcomes of this Corollary.



Case where a rainbow matching exists. Consider now the case where there is a rainbow
matching M in (G, x)(W, B, C). In this case, we stop and return G[V (M )U BUC]. Let us partition
M = MCUMP, where MY (resp. MP) are edges whose color is in C' (resp. D). Observe first that
the kernel output is small, as |[V(M)| = |D| + 2|C| = O(|B| + |C|) (by Property i.), and thus the
output has vertex size O(|B|+|C|) = O(|C<|+|C|) = O(|C°|) = O(k) (by Property 3). Let us now
examine why it is safe. Consider an H-packing P in G. We restructure P as follows (see Figure 3).
For any H; € P we define a corresponding H/ as follows (and we define P’ = {H/ | H; € P}):

o If H; C C, define H! = H,.

o If H; ¢ C, and H; N C # 0, choose ¢ € H; N C, and define e, = {uc,v.} the edge of M such
that x(e.) = c. Restructure H; into H] = {c, u¢,v.}.

 Now, it only remains to restructure Py = {H; € P | H; € W U B}. By Property ii., there
exists a packing P’ (yup) such that [P wup)| = |Pawup)| and V(P wup)) € BUV(MP).

B Cl, C2 C3 ,64 Cs Cg C

e o o ~/§'o~‘9 o o m?\

e 9/ @ /6 0/ 0 o 6 ¢ ¢ 0 o 0.0 0 o

€1 €2 €ey €cy €y €ey €cy €cg

Figure 3: The color set of (G, x)(W, B,C) is CU D, where here C = {c1,...,cs}, and D = {dy,d2}
(where D N C = (). In this example we assume that there exists a rainbow matching M in
(G, x){W,B,C). We have M = MY UMP where M® = {e.,,1 <i <6} and MP = {e;,es}. Here,
we restructure HY, Hy, H, Hj, H (in dashed lines) to Hy, Ho, Hs, Hy, H5 (in plain lines) according
to M.

We can observe that the {H/} are vertex disjoint as M is a matching, and thus that V(M) is
safe. Observe that the matching was computed without considering the complex (and unknown)
structure of “bad” copies of H that use vertices of both B and C. In other words, the way we
organize the previous restructuration allows us to forget these bad copies in G.

Case where a small vertex cover exists. Suppose there exists a non-empty subset of colors
X C CUD and a vertex cover of T of (G, x)(W, B, C)[X] such that |T| < (4+¢)|X|. Let X¢ = XnC
and XP = X N D.. Notice first that we cannot simply proceed as in Section 3.2 (where X D was
empty) and define W/ = W\ T, C' = C\ X and B’ = BU (T U X%). Indeed, if we want the
size property 3 to be respected, we need that what we add to B is linear in what we remove from
C, or more formally that |T'U X¢| = O(|X¢|). However, we only know that |T| < (4 + ¢)|X| =
(4 +¢)(|XP| + |XC)), and thus if | X©| is small compared to |XP| (typically | X¢| = 0), we don’t
have the property we need. This is where we use (for both problems) the following win/win trick.

Case 1: if [XP] < |X©|. In this case, the previous inequality gives us |T| < (4 + €)|X| =
2(44¢)|X°|, and we can define W/ = W\T, C' = C\ X® and B’ = BU(TUXY) while preserving
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size Property 3. Notice that the crucial property ensuring that (W', B’) is still a nice pair (which
is required to obtain that (W', B, C") remains a partial decomposition) is that there is no H’ such
that G[H'] is isomorphic to H where |H' " W’| =2 and |H' N X¢| = 1, which holds because T is a
vertex cover of (G, x)(W, B, C)[X].

Case 2: if [XP| > |XC|. In this case, the previous inequality gives us |T'| < 2(4 +¢)|XP|, and
we use Property iii. to find in polynomial time a non-empty subset 77 C T such that (W', B/, C")
remains a partial decomposition, where W' = W\T", B = BUT’, C' = C. Thus, Case 2 corresponds
to a case where we discover that a certain part 77 C W is small, and can be added to the buckets.

Notice that in both Cases 1 and 2, we obtain a new “smaller” partial decomposition where either
|C’| < |C] (because X is non-empty, in Case 1) or |[W’| < |W| (in Case 2). Thus the algorithm
terminates.

3.5 Applicability of the rainbow coloring technique

The rainbow matching technique consists in applying the algorithm of Section 3.1. Adapting this
technique to a particular problem requires to find a way to define colors for buckets that respects
Properties i., ii., and iii., together with a notion of size used in Property 3. In Section 4 and
Section 6, we present how this technique can be applied for I2PP and TPT respectively.

4 Linear kernel for 12PP

4.1 Notation

Given a graph G we refer to a path in G of length 2 as a 2-path of G. We say that a 2-path of G
is induced if there is no edge in the graph between its endpoints. We call a P3 an induced 2-path.
When we refer to a P53 in a graph, we will see it as a subset of vertices rather than an induced
subgraph. An induced Ps3-packing of G is a set P = {V;,1 € [z]} of vertex-disjoint induced P3’s.

INDUCED 2-PATH-PACKING (I2PP) Parameter: k.
Input: (G, k) where G is a graph and k € N

Question: Is there an induced Ps-packing of size at least k7

In this section we prove the following theorem.

Theorem 2. There exists some function f : N — N such that for every € > 0, there exists an
algorithm that, given an instance (G, k) of I2PP outputs a set A C V(Q) such that (G[A], k) is an
equivalent instance where |A| < (243 + €)k. Moreover this algorithm runs in time O(|V(G)|/©). In
other words, I12PP admits a kernel of a linear number of vertices.

4.2 Preliminary phase: greedy localization

Given an input (G, k) of I2PP, we start by a greedy localization phase, that is, by finding, in
polynomial time, an inclusion-wise maximal induced 2-path-packing of G. Let C° be the set of
the vertices in the paths of such a packing. If [P°| > k we can directly answer that (G, k) is a
yes-instance, therefore we may suppose that |P°| < k, implying that |C°| < 3(k — 1). The vertices
of C° will be referred as (distinct) colors. Observe that as the considered induced 2-path-packing
is inclusion-wise maximal, the graph W9 := G\ C° does not contain P3 as an induced subgraph,
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consequently it is the disjoint union of a set, say WY = {W}, ..., WZ%}, such that, for i € [ig], the
graph G[W?] is a clique. Clearly, V(G) = C° UV (W) and, for any {i,i'} € ([1‘20])’ there is no edge
between W2 and ng. Such a couple (C?, W?) will be referred as a greedy localized pair for the input
(G,E).

This completes the initialization phase, and the tuple (C°, WY) will be given as initial input of
our kernelization algorithm.

4.3 Nice pair, buckets, partial decomposition, and auxiliary graph

In all this section we consider that we are given an input (G, k) of I2PP, and a greedy localized

pair (C°,W?) for input (G, k). Recall that WO = {W7P,... , W2} and W° = V(WP).

| ¢

B, |By |Bs | By | Bs

0 D 0 X: set of colors
) |
4\5 I
W ol Wa| Wy| Wi T: vertex cover
h il
S——
F=1{234,5}

Figure 4: Example of a bucket decomposition and a partial decomposition. The vertex depicted
in By is adjacent to all vertices of Ws, and not adjacent to any other vertex in W. We depict
the case where the kernelization algorithm does not find a rainbow matching in (G, x)(W, B, C)
and therefore it finds a subset of colors X (depicted in blue) along with a small set of vertices T'
(depicted in green) such that 7' is a vertex cover of (G, x)(W, B, C)[X].

Given two disjoint subsets W and B of V(G), we say that the pair (W, B) is a nice pair of G
if W C WY and if every induced 2-path of B U W contains at most one vertex in W.

Bucket decompositions. Given two disjoints subsets W and B of V(G), a bucket decomposition
(see Figure 4) of the pair (W, B) is defined by the following three partitions:

e a partition { By, By} of B
e a partition {By, ..., B} of By, (we call the sets of this partition buckets) and
o a partition {W1,..., W;,} of W.

(recall that we allow empty sets in partitions)
such that

1. forie [7,0] W, = WﬂWiO
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2. B@Z{U€B|Ng(v)ﬂwzw}andB;,g@:{UEB‘Ng(U)ﬁW?é@}

3. for any i € [ig] and v € B;, Ng(v) N W = W; (the neighborhood in W of any vertex of a
bucket B; is exactly the vertex set of its “corresponding” clique G[W;]).

We denote F = {i € [ig] | W; = 0}, F' = [io] \ F. Observe that if W; = (), then B; = (), as vertices
in B; belong to By and should have N(v) "W # (). The contrapositive is not true as we may have
VVz‘ 75 @ and BZ' = (Z)

Lemma 2. Given W and B disjoint subsets of G,
1. (W, B) is a nice pair iff it admits a bucket decomposition.

2. if (W, B) is nice pair, then for any induced 2-path P in G such that P C W UB, PNW # (),
there exists a unique i € [ig] and vertices u,v,w such that P = {u,v,w}, u € B, v € B; and
w € W;. Informally, P must have exactly one vertex in one of the remaining cliques, one in
its corresponding bucket, and the last one anywhere in B.

Proof. We start with the proof of the first item.
(=) Suppose (W, B) is a nice pair. Consider a vertex v € By. There exists i € [ig] such that
N@)NW; # 0. Let u € N(v) N W;. If there existed w € W; such that w ¢ N(v), then, as W; is a
clique, we would have that P = {v, u, w} is an induced 2-path such that |[PNW| > 2, a contradiction.
This implies that N(v) N W 2 W;. Let us now prove that N(v) N W = W;. Suppose, towards a
contradiction, that there exists j # ¢ and «’ € N(v) N Wj. Then, as there is no edges between W;
and W;, we obtain that P = {v,u,u'} is an induced 2-path such that |[PNW| > 2, a contradiction.
Thus, we obtain the partition {By, ..., By} of By, where B; = {i € B4y | N(v) = W;} (some of
the B;’s may be empty).
(<) Let (W, B) be a pair admiting a bucket decomposition. Let us prove the following structural
property: for any P induced 2-path of G[W U B] such that P NW # (), there exists a unique i € ig
and vertices u, v, w such that P = {u,v,w}, u € B, v € B;, and w € W;. We cannot have P C W
as W is a union of cliques (as W; C W?), implying that P N B # (). This implies that there exists
an edge {v,w} C P such that v € B and w € W. By Property 2, we know that v ¢ By, implying
that there exists @ € [ip] such that v € B;. Property 3 implies that w € Wj. Let us now consider the
third vertex u of P. Firstly, u cannot be in W; as, by Property 3, this would imply that {v,u} is an
edge, and thus P would be a triangle. Secondly, u cannot be in a W;, where j # 7, as by Property
3, N(v) N W = W;. This implies that v € B and concludes the proof of the structural property.
The fact that (W, B) is a nice pair is now immediate.

The second item immediately follows. Indeed, by the first part of the result, any nice pair (W, B)
admits a bucket decomposition, which implies the structural property as seen previously. O

Given a nice pair (W, B), we will refer to By, Bp, F' and F as defined in the bucket decom-
position. Informally, F' will denote the set of indexes of cliques that will survive during the course
of the kernelization algorithm. Recall that, using our notations, By = U, B; and observe that
Bg = Byy.

We fix some ¢ > 0 and set ¢; = 4 + € (¢ is suited so to permit the application of Corollary 1).
Given a nice pair (W, B), we define the size of (W, B) as

| By

s(W,B) = Tro0 T [ Bg-
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Definition 2. We say that a tuple (W, B, C) is a partial decomposition iff:

Partition requirements:
Let C< = C%\ C (which we will see as the colors already treated by previous applications of the
rule of the kernelization algorithm)

1. there is a partition V(G) =W UBUC,
2. CCC and
3. (W, B) is a nice pair.
Size requirement:
1. s(W,B) < (1+2¢1)|C<].

Moreover, we will say that the partial decomposition is clean if it satisfies the following extra
condition:

1. for every vertex c € C' the graph GIW U {c}| contains an induced 2-path.

The initial partial decomposition we will consider (which will be (W, 0, Cp)) as well as partial
decompositions which will be produced by our kernelization procedure will not necessarily be clean
partial decompositions. However the simple following lemma allows to clean a partial decomposi-
tion.

Lemma 3 (Cleaning Lemma). Let (W, B, C) be a partial decomposition and X be set the of vertices
x of C such that GIW U {x}| does not contain any induced 2-path. Then (W,BU X,C \ X) is a
clean partial decomposition.

Proof. First let us check that (W, BUX, C'\ X) satisfies the requirements of a partial decomposition.
Properties 1 and 2 are clearly satisfy, and by choice of X, no vertex of X is contained in an induced
2-path with two vertices of W, so (W, BUX) is also a nice pair and property 3 is satisfies. To conlude
that (W, BUX,C\ X) is a partial decomposition, let us check it fulfills the size requirement. Indeed
each time one vertex of X is added to B, s(W, B) increases by at most 1, whereas (1 + 2¢;)|C<|
increases by 1+ 2¢;. So, the size requirement 1 is still valid. By repeating this counting argument
for every vertex of X, we can conclude that (W, BUX,C\ X) is a partial decomposition. Moreover,
it is clear that every vertex of C'\ X forms an induced 2-path with two vertices of W and that
(W,BUX,C\ X) is clean. O

Definition 3 (Auxiliary graph). Let (W, B, C) be a partial decomposition. Let p = |C|+3 ;cpio |Bil-
We define the p-edge-colored multigraph (G, x)(W, B, C) where the vertex set of G is W and the
edges of G, as well as their colors, are defined as follows. For any i € F and any u € B; and
for any v € W;, we add an edge e = {v} and we set x(e) = u. Moreover, for any uw € C and for
any v and w in W such that {u,v,w} is an induced 2-path, we add an edge e = {v,w} and we set

x(e) = u.
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Observe that an edge {v, w} of (G, x)(W, B,C) can be either inside a W; (in this case {v,w} is
also an edge in G as G[W;] is a clique) or between W; and Wy for ¢ # 4’ (in this case {v,w} is a non-
edge in ). Notice that if W = (), then (é, X)(W, B,C) is the empty graph and we consider that
it admits a rainbow matching M = 0. Notice also that C' or By may be empty. If C = By =0
then (G, x)(W, B, C) has no edges and we consider that it admits a rainbow matching M = 0 (but
this case will not occur), however cases where one of the two sets C, B is empty will occur in the
kernel.

4.4 Analysis of the two cases: rainbow matching or small vertex cover

First, let us look at the case where the reduction rule produces a rainbow matching.

Lemma 4 (Case of rainbow matching). Let (W, B, C) be a clean partial decomposition. Suppose
that the colored multigraph (G, x)(W, B, C) admits a rainbow matching M. Let A=V (M)UBUC,
and G' = G[A]. Then,

1. (G,k) and (G' k) are equivalent instances of 12PP,
2. |A] < 3(1 + 2¢1)%k.

Proof. Equivalence property. First, if W = (), then (G, x)(W, B, C) is the empty graph then
M = () and G’ = G, implying the equivalence. Let us now assume that W # (). Let us assume that
(G, k) is yes-instance and prove that (G', k) is as well (the other direction is straightforward as G’
is an induced subgraph of G). Let P* = {P,i € [k]} be an induced Ps-packing in G of size k.

Notice that the only vertices of G not belonging to G’ are in W. Let us partition P* = Py UP}y,,
where P}, = {P € P* | PNW # (0}. Our objective is to restructure P* into another induced 2-
path-packing P = P} UPw such that |Py | = |Pyj,|. To that end, we will associate to each P} € Py,
a set P; € Py such that

1. for any P; € Pw, P; is an induced 2-path in G’
2. for any P;, P; in Py, P;N P; = (paths in Py are vertex-disjoint)

3. for any i, B, N (V(G)\ W) C P*n (V(G) \ W) (roughly speaking outside W, path P} uses
more vertices than P;)

Observe that Properties 2 and 3 imply that paths in P are vertex-disjoint. In particular, if,
towards a contradiction, a path P € Py intersected a path P; € Py, then, by Property 3, we would
also have P N P # (), which is a contradiction. Let us now define the P;’s.

Let us partition Py, = Péy U Pg,,,, where Piy, = {P € Py, | PNC # 0} and PY =
{P Py | PNC =0}. As paths in P}, use a vertex in W, and no vertex in C, it intersects B

and by Property 2 of Lemma 2, for any P € Pf,,, there exists a unique [; and vertices u;, v;, w;

such that u; € B, v; € By, and w; € Wj,. Thus, we can partition Pé,w = Uer Pgl;f/), where
*7l)

Péw ={P; € P{y | li =1}. Observe that

e any P’ € ngf/) uses exactly one vertex (w;) in W,

(*.0)

e any P € Pé‘;f/ uses at least one vertex (v;) in By, implying \Pgml/)\ < |B|
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Let us now prove the following property used to restructure paths in P(évf/) .
Property (P1): For any P € Pgﬁl/), if we replace w; by any w} € W, then {u;, v;, w}} is
still an induced 2-path.

Indeed, by Property 3 of a bucket decomposition, N(v;) N V(W) = W, implying that {v;,w}} €
E(G).

Let us now prove that {u;, w;} € E(G) iff {u;, w}} € E(G), which will imply that {u;, v;, w}} is an
induced 2-path. If u; € By, then, by Property 2 of a bucket decomposition, we have that {u;, w;} ¢
E(G) and {u;,w,} ¢ E(G). If u; € By, for I’ # [, then, by Property 3 of a bucket decomposition,
we have {u;, w;} ¢ F(G) and {u;,w} ¢ E(G). Finally, if u; € By, then, by Property 3 of a bucket
decomposition, we have {u;, w;} € E(G) and {u;,w;} € E(G).

Let us now define Py. For any color ¢ of (G, x)(W,B,C), let M(c) be the edge of color ¢
in M. Recall that a color ¢ can either belong to B; for some | € F (in which case |[M(c)| = 1
and V(M (c)) € W;) or belong to C' (in which case |M(c)| = 2 and V(M(c)) € W). Moreover,
as the partial decomposition (W, B, () is clean, for every vertex ¢ € C' there exists an edge of
(G, x)(W, B,C) with color ¢ and then M also contains an edge with color ¢ and M (c) is well defined.
Thus, for any [ € F and any Pr e ngf/) (such that P* = {u;,v;, w;} with v; € By and w; € W)),
we define P; = {u;,v;, M (v;)}. For any P € Ply, let u; € PPN C, and let Py = {u;} U M (u;).

Let us now prove Properties 1, 2, and 3. We start with Property 1. For any [ € F and any
P e Pgl;‘l/), P; is an induced 2-path as M (v;) € W, and according to Property (P1), and P; C V(G’)
as M(v;) € V(G') and {u;,v;} € B. For any P € Ply,, Pi is an induced 2-path as M (u;) is an
edge of G(S) of color u;. Moreover, P; C V(G') as M (u;) C V(G’) and u; € C. Property 3 is direct
from the definition, and Property 2 is verified as, inside W, all used vertices are defined using the
matching and, outside W, we have Property 3.

Size requirement. Now our objective is to upper bound |V (G’)|. Let us assume first that
W # 0, and thus that (G, x)(W, B, C) is not the empty graph. Let us start with |V (M)]. Recall
that the set of colors in (G, x)(W,B,C) is CU;cp B; = C'U Bp. As edges of colors in C' has
size two and edges of colors in By have size one, and M contains one edge of each color, we get
V(M)| = 2/C| + Byl

We are ready to bound the size of G’:

V(G = |B[+|Cl+|V(M)]

1Byl + Bl +[C| + 2[C| + [ Byl

[ Byl + [Bpl(1 + 2¢1) +3|C|

(1+ 2¢1)s(W, B) + 3|C|

(1+2¢1)%|C<| +3|C|, according to the size requirement 1
(1+2¢1)*(1C<[ +C))

(1 +2¢1)?|C°

3(1 4 2¢1)%k

ININCIN TN

IN

If W = (), then (G, x)(W, B,C) is the empty graph and M = () and the above equations still
hold. ]
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Now, let us pay attention to the cases where the reduction rule provides a small vertex cover.
Notice that for these cases, we do not necessarily need the considered partial decompositions to be
clean.

Lemma 5 (Case 1 of small vertex cover). Let (W, B,C) be a partial decomposition. Suppose that
there is a non-empty set of colors X such that (G, x)(W, B, C)[X] admits a vertex cover T such that
IT| < c1|X| (see Figure 4). Let XB = XNB and X¢ = XNC. Let S(XP) = {i € F | XBNB; # 0}
be the set of buckets containing a color in XP and W(XPB) = Uiesx sy Wi.

o (Case 1:) If | XB| < |XC|, let W = W\T, B = BUTUXY, and C' = C\ X®. Then
(W', B',C") is a partial decomposition.

Proof. Partition requirements. The only non-trivial property is that (W', B') is a nice pair.
Now we will prove it using the definition of nice pair (rather than providing a bucket decomposition
of (W', B")). Let Z = T U XY. Recall that W = W\ T and B’ = B U Z. We clearly have that
W'NB' =0, W C WY and thus we only have to prove that for any induced 2-path P of G[W'UB’],
|P N W’| < 1. Notice first that, as T is a vertex cover of (G, x)(W, B, C)[X], it is in particular a
vertex cover for all edges of colors X, implying that for any edge e with color ¢ € X, TNV (e) # 0.
This implies that there is no induced 2-path P where |P N X =1 and |[PNW'| =2, as PN W’
would be an edge (of a color in X¢) not covered by T. Moreover, there is no induced 2-path P
where |[PNT| =1 and |PNW’'| = 2 as this would imply P C W, and G[W] is a disjoint union of
cliques. These last two observations imply that there is no induced 2-path P where |[PNZ| =1
and |P N W’| = 2. Moreover, as (W, B) was a nice pair, there is also no induced 2-path P where
|[PNB| =1and |PNW| = 2. Therefore, there is no induced 2-path P where |[P N B| = 1 and
|[PNW'| =2, as W/ C W. This implies that (W', B’) is a nice pair.

Size requirements. Let us prove that s(W’, B') < (1+2¢;)|C"<|. Recall first that C'< = C°\ "
and C' = C'\ X©, implying that C'< = C<UXC. Notice also that |T| < ¢1|X| = ¢ (| X B|+|XC|) <
2¢1|XC], as we are in Case 1. Observe first that By C Bj, as W’ C W. This implies that there
exists Z; C Z such that B(IB = By U Z;.

We remark that By C Bl is not true as a vertex v in a B; may move to By if W; € T (for
example the case for vertices in Bs in Figure 4). We have

ey ’Bé)’ /
SOV B = 1B
|B(Z)| + |Z1| /
= 1i20 + |BLsg|
| Byl
142

IN

+ 21| + | Bl

Now, observe that

ByUBLy = BUZ
= ByUZ1UBLy = ByUBxyUZ
:>Z1UB;® = B;AQ)UZ
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Thus, we get

s(W',B') < 1’fg’CI+|B¢@!+|zy
< 1|fg|cl+\B¢@]+|T\+\Xc|
< Bl + |Bsg| + (14 2¢1)|X€]
- 14 2¢
= s(W,B) + (1 +2c1)|X°|
< (142¢)|C<|+ (14 2¢1)|XC], as (W, B, C) is a partial decomposition

(14 2¢1)|C"<

O]

Let us now prove that the vertex cover and colors we add in the kernel output in Case 2 are
small.

Lemma 6 (Case 2 of small vertex cover). Let (W, B,C) be a partial decomposition. Suppose that
there is a non-empty set of colors X such that (G, x)(W, B, C)[X] admits a vertex cover T such that
IT| < c1|X| (see Figure 4). Let X® = XNB and X = XNC. Let S(XB) = {i ¢ F | XBnB; # 0}
be the set of buckets containing a color in XB and W (XB) = Uiesxs) Wi

o (Case 2:) If | XB| > |XC], let W = W\ W(XB), B = BUW(XP), and C' = C. Then
(W', B',C") is a partial decomposition.
Proof. Let us first prove the following claim.
Claim 1. We have [W(XP)| < 2c1|Bg(xB)l-

Proof of Claim 1. Notice first that, as T is a vertex cover of (G, x)(W, B, C)[X], then for any
i € S(XPB) and any color v € XB N B, as (G, x)(W, B,C)[X] contains all edges {u} € W; of color
v, it implies that T 2 W;. This implies that T 2 W (X?). Moreover, by Corollary 1, |T| < ¢1|X| =
c1(|XB] + |XC|) < 2¢1|XB|, as we are in Case 2. As |[W(XP)| < |T| and |XB| < |Bg(xB)l, we
obtain the result of the claim. O

Let us now prove that (W', B’,C") is a partial decomposition.

Partition requirements. The only non-trivial property is that (W', B’) is a nice pair, which
we will prove by providing a bucket decomposition of (W', B’). Let us define the following partitions
which, informally, correspond to the result of moving (for any i € S(X?)) each W; to B;:

o the partition {W/ | i € [ig]} of W', where W/ = W; if i ¢ S(XB) and W/ = () otherwise,
o the partition {B! | i € [ip]} of B’, where B! = B; if i ¢ S(X?) and B! = ) otherwise,
« Bj=ByUW(XP)U Bgxs

Let us check that these partitions verify conditions of a bucket decomposition. The only non-
trivial part is to verify that all vertices v added to By have N(v) "W’ = (). If v € W(X?B), then
N(v) N W’ = 0, as there we no edges between the W;’s. If v € Bg(xs), where v € B; for some
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i € S(XPB), then, as N(v) N W = W; and W; € W(XP?), we also get N(v) N W’ = (). Thus,
Property 1 of Lemma 2 implies that (W', B’) is a nice pair.

Size requirements. Let us prove that s(W’, B') < (1+2¢1)|C"<|. Recall first that C'< = C<,
as C' = C. As (W, B,(C) is a partial decomposition, we have s(W, B) < (1 + 2¢1)|C<|, and thus it
only remains to prove that s(W’', B’) < s(W, B). By definition we have s(W, B) = 1‘52@!1 + |Bp|.
Recall that By = Bp, and observe that there is a partition {Bs(XB),BF\S(XB)} of Bp. This

implies that s(W, B) = 1'@“’!1 +|Bs(x )|+ |Bp s(x5)|- Now, observe that the bucket decomposition
of (W', B') is exactly the partition of W' and B’ defined above and that Bly = Bp\ g(x5). This

implies that

Byl

! B/ _ B,
S(Wa ) 1+201+| 7&@|
. |B@|+|W(XB)’+|BS(XB)| _|_|Bf |
B 1+ 2c; F\S(XB)
= 142¢ + [Bp\s(xs)l, by Claim 1
= s(W,B)

4.5 Analysis of the overall kernel

We are now ready to define the unique, other than the cleaning phases, rule for our kernelization.
This rule summarizes the different cases arising in the previous lemmas.

Definition 4 (Reduction Rule for I2PP).  Given a clean partial decomposition (W, B,C), with
the associated partition for B and W denoted by (By, Bu, . .., Biy, W, ..., W;,) with F' = {i € [io] |
W; =0} and F = [ig] \ F, let us define the output R(W, B, C) of the rule R as follows:

o Compute using Corollary 1 (with a sqz'table € precised later) if there exists a rainbow matching
M in the p-edge-colored mutigraph (G, x)(W, B,C) (where p = |C| + 3 ;i) | Bil — notice that
p=0(V(G)]).

o If M exists, then return V(M)U BUC.

o Otherwise, let X be the non-empty set of colors such that (G, x)(W, B, C)[X] admits a vertex
cover T such that |T| < e1|X| (see Figure 4). Let XB = XnNBand X® = XNC. Let
S(XB) = {i € F | XBnB; # 0} be the set of buckets containing a color in X and
W(XP) = Usesxz) Wi-

o If |XB| < |XC| (case 1), let W = W\T, B = BUTUXY, and C' = C\ X©. Return
(W', B',C").

o Otherwise (case 2), let W' = W\W (XB), B' = BUW(X?), and C' = C. Return (W', B',C").
We then obtain the following.

Lemma 7. Given a clean partial decomposition (W, B,C), Rule R(W, B,C) either returns:
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o aset A C V(G) such that, if G' = G[A], then (G',k) and (G, k) are equivalent instances of
I2PP and |A] < 3(1 + 2¢1)%k.

o or a partial decomposition (W', B',C") such that |F'| +|C"| < |F| + |C|

Proof. If R finds a rainbow matching M in (G, x)(W, B, C), then Lemma 4 immediately implies
that the set A = V(M) N B U C verifies the claimed properties. Let us now consider that R does
not find a rainbow matching.

If R falls into Case 1, then according to Lemma 5, (W', B’,C") is a partial decomposition.
Moreover, in Case 1, as X # (), either XZ # ), implying that S(X?) # 0 and thus that all cliques
W; for i € S(XP) become empty and therefore |F| strictly decreases (and |C| does not increase).
Otherwise, X¢ # (), implying that |C| strictly decreases (and |F| does not increase).

If R falls into Case 2, then according to Lemma 6, (W', B’,C") is a partial decomposition.
Moreover, in Case 2, X7 # (), implying as previously that |F| strictly decreases (and |C| does not
change). O

Finally, we can prove the kernelization algorithm for I2PP stated in Theorem 2.

Proof of Theorem 2. Given an input (G, k), we define the kernelization Algorithm B which starts
with a greedy localization phase, as explained in Subsection 4.2. Assume that it does not find
a packing of size k and therefore computes a greedy localized pair (C°, W?). We then consider
the partition (W, 0, Cy) of V(G). It is straightforward to check that this partition is a partial
decomposition of G. Using Lemma 3, we then obtain the first clean partial decomposition (W, B, C)
of the process. Now, a step of Algorithm B will be made of Reduction Rule R for I2PP and a cleaning
phase. Algorithm B exhaustively performs steps, obtaining a clean partial decomposition at the
end of each step and stopping only when it falls into the matching case.

Let us prove, by induction on |F|+ |C|, that applying exhaustively steps of Algorithm B terminates
in polynomial time and outputs an equivalent instance (G’, k) where |V (G’)| < 3(1+2¢1)?k. In order
to this, notice first that in the case where Rule R applied on a clean partial decomposition (W, C, B)
returns a partial decomposition (W', B',C") with |F'|+|C'| < |F|+|C|, we apply a cleaning phase
on (W', B',C") to obtain a clean partial decomposition (W”, B”,C"). Then it is easy to show that
we also have |F”| + |C”| < |F| +|C|. Indeed, in the cleaning phase, the set W’ is unchanged, so it
is for F', and the size of C’ can only decrease. We obtain |F”| + |C"| < |F'| + |C'| < |F| + |C] as
desired.

Now, we can finish the analysis of the process. If F = C = (), then W = §, (G, x)(W,B,C) is
the empty graph, and we consider that R returns the rainbow matching M = (). Thus, according
to Lemma 7, the rule R outputs a set A C V(G) such that, if G’ = G[4], then (G', k) and (G, k)
are equivalent instances of I2PP and |A| < 3(1 + 2¢1)%k. Now, if |F| + |C| > 0, it is immediate,
using induction, by Lemma 7 and the previous remarks about cleaning phases, that B terminates
in polynomial time and outputs an equivalent instance (G’, k) where |V (G")| < 3(1 4 2¢1)?k.

As ¢; = 4 + ¢, we conclude that |A] < (243 + 122 + 108¢)k = (243 + €')k for a suitable ¢’ as
required. O

5 Linear kernel for [2PHS

In this section we focus on the induced 2-paths hitting set probem, restated below.
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INDUCED 2-pATHS HITTING SET (I2PHS) Parameter: k.
Input: (G,k) where G is a graph and k € N
Question: Is there an induced 2-paths Hitting Set of G of size at least k7

We obtain a linear kernel for this problem, which is obtained by the same algorithm that the
one designed in the previous section. The only thing that we will have to check is that, when the
algorithm stops, we obtain an equivalence instance than the input instance for I2PHS.

Theorem 3. There exists some function f : N — N such that for every ¢ > 0, there exists an
algorithm that, given an instance (G, k) of I2PHS outputs a set A C V(G) such that (G[A], k) is
an equivalent instance where |A| < (243 +¢)k. Moreover this algorithm runs in time O(|V (G)|/ ().
In other words, 12PHS admits a kernel of a linear number of vertices.

The key tool to obtain the linear kernel for I2PHS is the following lemma which is the analog
of Lemma 4 for I2PHS. All the notations and definitions follow previous section.

Lemma 8 (Case of rainbow matching for I2PHS). Let (W, B, C) be a clean partial decomposition.
Suppose that the colored multigraph (G, x)(W,B,C) admits a rainbow matching M. Let A =
V(M)UBUC, and G' = G[A]. Then,

1. (G,k) and (G' k) are equivalent instances of I2PHS,

2. |A| < 3(1 + 2¢1)%k.

Proof. The size requirement concerning A follows from Lemma 4. Let us prove that (G, k) and
(G', k) are equivalent instances of I2PHS. As G’ is an induced subgraph of G, it is clear that if G
admits a 2-induced paths hitting set of size at most k, then it is also the case for G’.

For the converse direction, assume that G’ admits a 2-induced paths hitting set X of size at most
k, and let us see how to build one for G. By removing vertices from X if necessary, we can assume
that X is a induced 2-paths hitting of G’ minimal by inclusion. Let us first precise the structure of
X. As (W, B,C) is clean, for every vertex c of C' there exists at least one edge of (G, x)(W, B, C)
with color c¢. And as M is a rainbow matching of this graph, there exist v. and w. in W such that
vew, is an edge of M and so, such that {v.,we,c} induces a 2-path P. of G. Notice that X has
to intersect P, for every vertex c of C. Denote by Mc the set .cc{ve, w.} and by Mp the set
M\ M¢. By the previous remark, we obtain that | X N (Mo UC)| > |C|. Let us focus now on Mp.
For any i € [ig], for every vertex b € B;, every vertex of W; receives color b. So, as M is a
rainbow matching of (G, x)(W, B, C), it has to contain a vertex of W; with color b. That is Mp
contains exactly |B;| vertices of W; for every i € [ig]. Moreover, assume that for ¢ € [ig] the set X
contains a vertex x of Mg N W;. By minimality of X there exists an induced 2-path P of G’ with
XNV (P)={x}. As (W, B) is a nice pair, we know that P = xby with b € B; and y € BUC. In
particular, by Lemma 2, for any 2’ € Mg N W; the path z’'by is also an induced 2-path. Thus, as
bé¢ X and y ¢ X we must have 2/ € X, and in all, we obtain Mg NW; C X.

Now, we can modify X in order to obtain an induced 2-paths hitting set of G. Denote by J
the subset of [ig] corresponding to the indices of W;’s intersected by X, that is J = {i € [ig]
XNW; # 0}. Let us define X’ = CU(X NB)U;c; B; and show that X’ is induced 2-paths hitting
set of G and has size no more than |X|. For the latter property, using the previous remarks, we
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have:

X'| < |C|+(XNB)|+ > |Bi
iceJ
< |XN(CUMo)|+[(XNB)|+ > |[Mpn W,
icJ
< | XN(CUMe)|+ |(XNB)|+|XNMpg|
< |X|

To prove that X’ is an induced 2-paths hitting set of G, assume by contradiction that P = zyz is
an induced 2-path of G\ X'. As C C X' we have V(P) C W U B, and as (W, B) is a nice pair, we
have for instance z € W, y € B and z € B. So, by Lemma 2, there exists more precisely i € [ig]
such that x € W; and y € B;. The path P is not intesected by X', meaning in particular that i ¢ J
(as otherwise we would have B; C X'). So we have y ¢ X and z ¢ X (as X'N B = X N B) and
W; N X = (. However, M contains at least one vertex =’ of W;, with color y for instance. But then
x'yz is an induced 2-path of G’ not intersected by X, a contradiction. O

Now, using Lemma 8 instead of Lemma 4 in the proof of Lemma 7, we directly obtain the
analog of this latter one for I2PHS.

Lemma 9. Given a clean partial decomposition (W, B,C), Rule R(W, B,C) either returns:

o a set A C V(QG) such that, if G’ = G[A], then (G, k) and (G, k) are equivalent instances of
12PHS and |A[ < 3(1 + 2¢1)2k.

o or a partial decomposition (W', B',C") such that |F'| +|C'| < |F| +|C|

Now, proof of Theorem 3 works the same than the kernelization process for I2PP, that is The-
orem 2. We start by computing a localized pair (C°, W?). The set C? induces a packing of induced
2-paths. If there is more than k£ induced 2-paths in the packing, then G has no induced 2-paths
hitting set of size at most k. Otherwise, we consider the initial partial decomposition (Wp, 0, Cy) of
V(G). Then, we exhaustively alternate a cleaning phase with an application of the rule R, until this
last one falls into the matching case. As in the proof of Theorem 2, using Lemma 9 an induction on
|F| +|C| shows that this later case appears after a polynomial number of steps. Then we conclude
with Lemma 8.

6 An (almost) linear kernel for TPT

6.1 Notations

Given a tournament T, a triangle A in T is a subgraph on three vertices where each vertex has
in-degree and out-degree exactly one, i.e. a directed cycle of length three. A triangle-packing
P ={A;,i € [x]} is a set of vertex-disjoint triangles of T. The size of P is |P| = =.

TRIANGLE-PACKING IN TOURNAMENT (TPT) Parameter: k
Input: (7, k) where T is a tournament and k € N

Question: Is there a triangle-packing of size at least k7

In this section we prove the following theorem.
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Theorem 4. There exists an algorithm that, given an instance (T, k) of TPT outputs a set S C
V(T) such that (T[S], k) is an equivalent instance of (T, k) where for every 6 with 1 < § < 2,

we have |S| < 6534 - ¢(0) - k% (where c(8) = max((;og) (% )5 1)). In other words, for any ¢ with

1 <6 <2 TPT admits a kernel with 6534 - ¢(8)k? vertices.

By fixing the suitable value §p = 1 + \/—Vlog2 (assuming the non-trivial case where k > 2) we

obtain the following.

o)

+
Corollary 2. TPT admits a kernel with k  V'°sk vertices.

Proof. Let us upper bound ¢(dp). For any 1 < ¢ < 2, we have ¢(d) < ¢/(§) where ¢/(0) = 2151,
1 1 1

Indeed, (25 7 < #L <2157, and on the other hand, (3})77 < 2157 Thus, the vertex size of the

kernel given by Theorem 4 for do is at most

6534 - ¢ (So)k) = 6534 - 2(VIoEZIVIogk) o
_ 6534 2(VIEZIVI0gk) . o (VIoE2T/log k)
— 6534k . 22 Vio21\/logk

9.17-log k
= O(k-2 Viesk )
9.17
= O(k - kViesk)
O(1)

1
— k +\/logk

6.2 Preliminary phase: greedy localization

Given an instance (T, k) of TPT, we first greedily compute a maximal set of vertex-disjoint trian-
gles. If we get at least k triangles, then (T, k) is a positive instance of TP'T. Otherwise we denote by
CY the set of vertices contained in the triangles of the greedy packing and by W9 the set V(T')\ C°.
We denote by to the size of W0. The vertices of W9 clearly induce an acyclic subtournament of T,
and we call such a partition (C°, W) a greedily localized pair of T for TPT.

In the remainder of the section, we consider that W? is sorted according to its topological
ordering® and we number the elements of W° following this order, that is W° = {w1,...,wy}
with (w;,w;) € A(T) iff i < j. Finally, for any subset W of W9 and any i, € [to]? we write
Wiij) = A{wk € W | k € [i, 5]} and Wy 51 = Wy \ {w; }-

6.3 Nice pairs, buckets, and partial decomposition

Recall that a basic principle of our technique is to maintain a tuple (W, B, C,...) called a partial
decomposition where (W, B) is a nice pair. To capitalize on the specific problem considered here,
we study in this section which structural properties hold in a nice pair.

In the entirety of this section we consider that we are given an input (7', k) of TPT, and a
greedily localized pair (C°, W?) for our input (7', k), where W° = {wy, ..., wy,}.

3Notice that the topological ordering of an acyclic tournament is unique.
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Definition 5. Given an instance (T,k) of TPT, and two subsets W, B of V(T'), we say that
Y = (W, B) is a nice pair if W C WY and BNW = 0, and for any triangle A of T[W U B] we have
|ANW]| < 1. Notice that B may contain vertices of C°, as well as vertices of W9\ W.

An illustration of next proposition is depicted in Figure 5.

Proposition 1. Let 1) = (W, B) be a nice pair. There exists a unique S¥ C [to] U {00}, where 0o
is a token representing some value greater than to, and a unique partition {B; | i € S¥} of B into
non-empty sets such that for any i € SY, the set B; contains every vertex v of B where

o all arcs between Wy ;_q) and v are oriented from Wiy ;1) to v

o all arcs between W; 41 and v are oriented from v to Wi 4]

Such a partition, along with the choice of S¥, is called a bucket decomposition of ¥, and sets B;
are called buckets.

Proof. For any i € [tg] U{oo}, denote by B; the set containing every vertex of B that is dominated
by Wii;-1) and dominates WJ; ;1. As there is no cycle of length two in T, the B; are pairwise
disjoint. Moreover, let b be a vertex of B. If W dominates b, then we have b € B,,. Otherwise, we
denote by 7p the minimum integer j such that b dominates w; and w; € W. If there exists ¢ > ig
such that w;b € A(T) and w; € W, then bw;,w; would be a triangle containing two vertices in W
and one in B, which is not possible. Moreover, by definition of 7o, the set W[y ;,_1) dominates b.
So, we have b € B;,, and more generally (B;)i—1,... 1,00 forms a partition of B. To conclude, we

just denote by S¥ the subset of indices 7 in [to] U {co} with B; # 0. O
By
By By
 J J
() o B20
® ® ﬂ Wiz0,10)
\J \J \J
W e O o e 6 6 o o e o e o o
w3 Wy Weg wg W9 W11 W12 W13 W14 W15 Wop Wa2 W2y

W7((8,20))

Figure 5: A nice pair 1 = (W, B) and its bucket decomposition with S¥ = {8, 14,20, c0}. The arcs
inside W and from W to the B;’s all go from left to right, in increasing order of the indices. A
bucket interval Iy = (8, 20) and its associated set of vertices W¥(I). Let I1 = (14, 00), Iz = (20, 00)
and 7 = {10,11,12}. We have Iy < I; and Is C I4.

Informally, in a bucket decomposition, all vertices from the same bucket have the same neig-
borhood in W. We will use several times the next observation following from the definition of a nice
pair, and asserting that any triangle inside W U B contains at least two vertices from the buckets.
We refer again the reader to Figure 5 for the next definition.

Definition 6 (bucket interval). Let us consider given a nice pair 1 = (W, B). We say that I =

(Ir,71) is a bucket interval of ¥ if {I7,r7} C S¥ and Iy < r;. We denote by BZ(v) (or BI(W,B))
the set of bucket intervals of 1.
Given two bucket intervals Ii and I
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o we say that I1 C Iy iff [l1,, 7] C [ln,,71,], and

o I} < Lyiffly <l <rp <rp,.

o Moreover, we define I1 U Iy = (min{ls,,l,} ,max {r;,r}), and
o if Iy < Iy, we set Iy M1y = (Ig,,71,)

Given any bucket interval I € BZ(1)), we write

o BY(I)=[l;,r1] N SY the indices of buckets in I

« WY(I) =W,

lr,rr|
. PY(I)={I' € BI(v) | I'C I}
o for any X C BZ(v), we write P;Z(}(I) =P¥(I)N X.
When the nice pair is clear from context, we will drop the ¥ from the previous notations.

Observation 1. Given a nice pair (W, B), for any triangle A in T[W U B], either A C V(B), or
there exists a bucket interval I € BZ(v) such that

o |AﬂBl(I)’ = |AﬁBT(I)’ =1, ANWC W(I), and
o foranyve W(I), (AN B)U{v} is still a triangle.

Recall that in a given round of the rainbow matching technique, if we do not find a rainbow
matching then we find a set of vertices U € W and X¢ C C°\ B (having some properties
corresponding to the hypothesis of Lemma 10), that we have to add to B, while preserving in
particular that what we obtain is still a nice pair. This motivates the next lemma.

Lemma 10. Let (W, B) be a nice pair. Let U C W and X¢ C C°\ B such that for any triangle A
of TIW U X we have |[AN(W\U)| < 1. Let W =W\ U and B'= BUUUXY. Then, (W', B')
1S a mice pair.

Proof. As X¢ C €% and W N CY = §, we have that W’ N B’ = . Let us now suppose, towards a
contradiction, that there exists a triangle A of T[W' U B’] such that |[A N W’| > 2. This implies
that [ANW'| = 2 and |A N B’| > 1, as we cannot have |A N W'| = 3, because W’ C W9 and
TWY is acyclic. Let AN B = {u} and ANW' = {v,w}. If u € X, then this contradicts the
hypothesis that for any triangle A of T[W UX¢] we have |AN (W \U)| < 1. If u € U, then A C W,
contradicting the fact that T[W?] is acyclic. Finally, if u € B, then this contradicts the fact that
(W, B) is a nice pair as, for any triangle A of T'[W U B], we should have |JANW| < 1. O

As buckets will correspond to vertices that we want to keep in our kernel, we need to control
their size, motivating the following definition, which is illustrated in Figure 6.

Definition 7 (Bucket partition of a nice pair). Let f be a function from N to RT and v = (W, B)
be a nice pair. Let B¢ = BN C° and BY = BN WY, For any i € S¥, let BZ»C = B;N BC. For
any partition (BW1, BY2) of BV and any i € SV, let BlW1 = B, N B, Bzw2 = B; N B"2 and let
S; = BZC U BZVVI.

A bucket partition of a nice pair 1 = (W, B) is a partition (B"1, B"2) of BV such that
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Figure 6: A bucket partition

1. foranyi€ SY, |Si| >1
2. |B"™1| < 10|BY.
We say that a bucket partition has local size f if for any i € 8¥, |B}"?| < f(|Si|).

Notice that the size condition |[B"1| < 10|BY| required in the bucket partition is a “global”
constraint on the size of the B, while the condition size |B)"2| < f(|S;]) required by the local size
function is a “local” constraint on every bucket. We introduced this local notion of size as a way
to control more precisely the number of vertices added to B (and thus to the kernel output), which
will be critical when typically adjacent buckets are merged using the add operation o Definition 14.
However, when the kernel will find a rainbow matching and stop, the only role of these local sizes
will be to upper bound the total size of B.

The object that our kernel will manipulate is a partial decomposition, as defined below.

Definition 8 (Partial decomposition). We say that a tuple (W, B,C, BV, B"2) is a partial de-
composition if

1. there is a partition V(T) =W UBUC
2.cccY

3. (W, B) is a nice pair

4. (BW1, BW2) is a bucket partition of (W, B)

We say that a partial decomposition has local size f if (BV1, BV?) has local size f.
Moreover, we will say that a partial decomposition is clean if it satisfies the following extra condition:

1. for every vertex ¢ € C' the tournament T[W U {c}] contains a triangle.

Here again, we have a simple process, called the cleaning phase, to obtain a clean partial
decomposition from any partial decomposition.

Lemma 11 (Cleaning Lemma). Let (W, B,C, BY1, BYV2) be a partial decomposition and X be set
the of vertices x of C' such that T[W U {z}] does not contain any triangle. Then (W,BU X,C \
X, BW1, BW2) js a clean partial decomposition of T, with the same local size than (W, B, C, BV, BW2),
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Proof. Let us first check that (W, BU X,C \ X, B"1, B"2) satisfies the requirements of a partial
decomposition. Properties 1 and 2 are clearly satisfy, and by choice of X, no vertex of X is contained
in a triangle with two vertices of W, so ¢/ = (W, BUX) is also a nice pair and property 3 is satisfies.
Notice that vertices of X can create new buckets or be added in existing buckets of ¢, but in all
cases we have S¥ C S¥'. Finally, in the buckets partition of ¢/, the vertices of X will be added to
BY. That is, with the notations of Definition 7, we have (BU X))V = BV (B U X)Zvj = Ble for
i€ S%andj=1,2and (BU X)Zvj =(forieS?¥\SYand j =1,2. It is then straightforward to
check that Properties 1. and 2., as well as the local size requirement, from Definition 7 still hold
for ¢’. In all, we can conclude that (W, BU X,C \ X, BY*, B"2) is a clean partial decomposition
with the same local size than (W, B, C, BV1, B2), O

6.4 Intervals: demand definition and basic properties

In this section we introduce the notion of demand for a partial decomposition. Informally, a demand
is a set of bucket intervals with a value attached to each interval. The value val(I) attached to
interval I depends on the contents of the buckets {B; | i € B(I)} contained in I.

The notion of demand will be used in Subsection 6.6 to define the auxiliary edge-colored multi-
graph necessary in our approach. In particular, given a C-minimal interval I (implying that buckets
By, and By, are consecutive), it will be important that val(I) upper bounds the size of packing
P where all triangles in P have one vertex in Bj,, one in B,,, and one in W([). Indeed, val([)
will correspond to the number of vertices that we want to find in W (I) in the rainbow matching
we look for. Then, if we indeed find such a rainbow matching, and thus a set Q@ € W (I) with
|Qr| = val(I), we must be able to repack such a packing P (corresponding to a part of an optimal
solution) into a packing P’ of same size with V(P’) C B, U B,, U @ by changing vertices used in
W (I) to take instead vertices in Q;.

The following definition is illustrated Figure 7.

Definition 9 (Block partition). We call a set Z™* C BZ(v) proper if there do not exist I, Is €
Im% such that 11 # Iy and I € Is.

Given a proper set T™% C BZ(v) of bucket intervals we define the block partition of Z™*
denoted {Z1,...,7Z;}, as follows. Let us order I™ according to the left points, meaning that

e = {I,..., I}, where l; < li11 (and r; < rit1) for any i.
We find the largest x1 such that I} < Iy < --- < I, and define Zy = {I; | zo+1 < i < x1}
where xg = 0. Then, we find the largest xo such that I, 11 < Iz 42 < -+ < I,, and define

Zo ={li | z1+1 <i<xa}. We continue until we have a partition {Zs, £ € [t]} of ™™ (implying
zy = x )b

Notice that, for any { € [t —1], I, A Iy+1, implying that i, <, .- Wealso define the block
intervals as I} = Urez, I for any € € [t].

The next lemma follows from the previous definition.

Lemma 12. Let ¢ be a nice pair, J C BZ(v) a set of bucket intervals, and let J™** C J be
the subset of C-wise maximal bucket intervals of J. Let {Zy, € € [t]} and {I;,¢ € [t]} be the block
partition and block intervals of J™* (which is well defined as J™* is proper). Then, we have

T = Uy Ps(L7)

4Please note that our relation < is not transitive and thus z; # Tit1.
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Figure 7: A block partition of Z™* = {I;,...,Is}. We have Z; = {I1,Is, I3}, Zo = {I4,15} and
Zs = {Is}.

Proof. Indeed, we have the following.

Jg= U pPOh=U U Ps(D)=U Ps(I})

Tegmax Left) 1€z, Lelt]
O

The two next definitions introduce the notion of demand for a partial decomposition of a nice
pair and are illustrated in Figure 8.

Definition 10. Let (W, B,C, BV, B"2) be a partial decomposition and I a bucket interval. We
define

o X(I) = Yienmn 15l
o m(I) = ZieB(I) |Bi| — [Bi,| where ig € ngaﬂ%eB(IﬂB(i)‘

o u(I) = min {S(),m(1)}

T if B(I) < m(I)
e t(I)=<m if %) >m)
= otherwise.
B By
51 { Interval | I Iy I3 Iy I I
B { a Bounds | [1,2] | [2,3] | [3,4] | [1,3] | [2,4] | [1,4]
) 5 2 11 6 12 16
h— 3 5 m 3 3 5 8 8 15
I . L 3 2 5 6 8 15
I5 1 t m r m X m

[s

w

Figure 8: Example of a demand (Z, val). On the left, the buckets are depicted and the cardinalities
of S7 and B}/V 2 are indicated. Below, stand the intervals with their value. On the right, for every
interval, the values 3, m, p and ¢ are computed.
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To get an insight on why we used the previous definition of i, one can check that the property
announced at the begining of this section holds: let us consider a C-minimal interval I (implying
that buckets B, and B,, are consecutive), and check that val(/) upper bounds the size of packing
P where all triangles in P have one vertex in By, one in B,,, and one in W (I). On one hand, as
any such triangle consumes one vertex in B, and one in B,,, we get |P| < min(|By,|,|B,,|) = m(I).
On the other hand, as any triangle in P cannot use only vertices in W0, it must uses at least one
vertex from Sj, US,,, implying that |P| < £(I). We discuss at the end of Subsection 6.7 why taking
simply pu(I) = £(I) or p(I) = m(I) would not be sufficient to get a kernel in O(k%) for any & > 1.

Definition 11 (Demand). Let (W, B, C, BY1, BV2) be a partial decomposition of 1. Let us define
the following polynomial algorithm which, given (W, B,C, BY1, BW2), computes a set T of bucket
intervals of 1, and a value val(I) for any I € T.

o start with X = ()
o for any L € [2,|SY]] do

— for any bucket interval I of 1 where |B(I)| = L:

— let val(Px (1)) = > jcpy(r) val(I). Notice that at this stage I ¢ Px(I), and in particular
we have val(Px(I)) =0 if L = 2.

— if val(Px (I)) < u(I) then define val(I) = u(I) — val(Px(I)), and add I to X (and thus,
in this case, I € Px(I))

e letT=X
o return (Z, val)
We call the pair (I, val) the demand for (W, B,C, BV, BV2). We denote
Too={I€T|vall)>0}.
For any X C T, we also denote val(X) = ;cx val(I).

Observe that in the example of Figure 8 we have 7~ = Z = BZ, but it may be the case that
Z-0 C T C BZ. Let us now provide properties on demands.

Lemma 13. Let (W, B,C, B"1, BV2) be a partial decomposition and (I, val) be its demand. Then,
for any I € BZ(W, B):

1. val(P(I)) = val(Pr_,(I))

val( P7(1)) > ()

I €T & val(Pr(I)) = p(I) & val(Py(I)\ {I}) < (1)
I € Tog & val(Pr(D) \ {1}) < (1)

Gvod o e

if t(I) =L, then for any iy € argmazicp)|B(i)], we have |Si,| < 3 ic B\ fio} |B"2|

6. if there exists i € argmazicp(py|B(i)| such that |Si| < Yicp(n\{io} |B"2|, then we have
t(I)==¢t
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7. if t(I) =m, then for any io € argmaz;cp)|B(i)|, we have |Si;| > 3 ;e g\ fio} |B"2|

Before proving Lemma 13, notice that for every interval I in Figure 8, computing its demand
leads to I € Z and val(Pr(I)) = u(I), illustrating Property 3 above.

Proof. Let I € BZ(W, B). In what follows, we consider the iteration where the algorithm considers I,
and let X denote the variable of the algorithm at the line where it computes val(Px (I)). Observe first
that, no matter whether the algorithm decides to add I in X or not, we have Px(I) = Pr(I)\ {I}.
In particular, we have the following equivalences :

e 1¢7T & Pr(I) = Px(I) & val(Px(I) > u(l).
e I €T & Pr(I) = Px(I)U{I} & val(Px(I)) < u() .

Now, we can prove Properties 1 to 7.

Property 1 is immediate.

Property 2 holds in the case where I ¢ Z. In case I € Z, we have val(Pz(I)) = val(Px(I)) +
val(I) = (1) and the property holds.

The first equivalence of Property 3 follows from the proof of Property 2 above. Asval(Px(I)) =
val(Pr(I) \ {I}), we get the second part of Property 3 from the seminal observation.

Property 4 can be rewritten as I € Zvg < val(Px(I)) < w(I). Since Z € T < val(I) =
w(I) — Px(Z), we get val(I) > 0 < val(Px(I)) < u(I), implying Property 4.

For Properties 5 and 6, let igp € argmax;e ()| B()]-

t =z & > |S< > |B

i€ B(I) i€B(I)\{io}
s Y Isi< X (Si+1BM")
ieB(I) i€B(I)\{io}
=4 |S¢0| < Z |BzVV2|
i€B(I)\{io}

Property 7 is obtained by reversing the above inequalities. O

6.5 The small total demand property

The objective of the section is only to prove Lemma 16. To that end, we prove that the “intersection
property” of Lemma 14 implies the “union property” of Lemma 15, which finally implies Lemma 16.

Lemma 14 (The intersection property). Let (W, B,C, BV, BW2) be a partial decomposition and
(Z,val) be its demand. Let I, Iy in I~q such that Iy < Iy. Then, t(I; M Iz) = L.

An example of the intersection property can be seen in Figure 8 where ¢(I4 M I5) = t(I3) = L.

Proof. We refer the reader to Figure 9 for an illustration of the notations used in this proof.

Let I3 = I; M I, and observe that I3 = [Ir,,rp,]. Let ig € argmax;ep(r,)|Bil- Let Io = (Ir,,0)
and I = (ig,7r,). Observe that I, or I, may not be a bucket interval (when iy = I, or iy = rp,),
but at least one of them is a bucket interval. Let X = {I,, I} N BZ.

We now show that, for any I € X, t(I) = Z. Without loss of generality, assume I, € X,
which implies I, < ig. Suppose, towards a contradiction, that ¢(I,) € {=,m}. Observe that ig €
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Figure 9: Notations for the intersection property proof.

argmax;c g(z,)| Bil, implying p(la) = 3;cpr,) [Bil — |Biol- Let Iy = (io,r1,). Observe that I,
is a bucket interval as igp < 77, < rr, (as we have I} < I3). Note that Pr(I,) N Pr(Iy) = 0,
Pr(1,) C Pr(I) \ {I2}, and Pr(Iy) C Pr(I2) \ {I2}. By combining these observations, we obtain

val(Pr(I)\ {I}) > val(Pr(I,)) + val(Pr(L,))

>
> wu(ly) + p(Iy) by Lemma 13 Property 2

Let us now prove that u(I,) + u(ly) > p(l2). This will imply val(Pr(l2) \ {I2}) > u(l2), which
contradicts Lemma 13 Property 4 as val(l2) > 0.
We now distinguish two cases according to ¢(I,/).

Case 1: t(I,) € {Z,=}.
In this case, pi(lor) = Xiep1,,) |Si| and we have the following.

pla) + (L) = > |Bil = |Big|+ > |Si]

1€B(Iq) 1€B(I,r)

= SoooBil+ > 1S
i€B(Ia)\{io} ieB(I,)

> Yoo s+ > s
1€B(Ia)\{io} 1€B(I,)

> %(I2)

> u(l2)

Case 2: t(Iy) =m.

In this case, u(lo) = Xiep(r,,) |Bil —|Bi|, where iy € argmax;cp(; ,)|Bi|- Notice that [B;, | > |Bjy|.
Let iy € argmax;cp(r,)|Bi|- Observe that [B;,| = |B;, |, and that in the two cases (i1 = i or i1 # io)
we have u(lo) + p(le) = Yiep(n,) |Bil — |Biy| = m(l2) > u(l2). This concludes the proof of our
claim, and we now assume that for any I € X, ¢(I) = L.

Let us now prove that ¢(I3) = . If ig = Iy, or i9 = r,, then X = {I3}, and we are done. Suppose
now lr, <ip < rp,. Observe that ig € argmax;cpr,)|B;| implies i € argmax;cp(r,)|Bil- As t(ly) =
L and as {9 € argmax;cp(r,)|Bi|, Lemma 13 Property 5 implies [Si)| < > icp(r.)\fio} 1B"2| <
> i€ B(Is)\{io} |Blw2|. By Lemma 13 Property 6, this implies ¢(I3) = L. O
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Lemma 15 (The union property). Let (W, B,C, BVt B"2) be a partial decomposition and (Z, val)
be its demand. Let Z C I~q, where Z = {Iy,...,I,} for some x > 1, and where I; < I;11 for any
i=1,...,x — 1. Then, we have Ujczl € 1.

Proof. We refer the reader to Figure 10 for notations.

I

Figure 10: Interval of Z are represented in bold.

Let I, = UjezI. Let also
zZm ={Ie€Zs0|ICI,I+# I, and I is C-wise maximal}.

Let Zmax = {[{,..., Il’/}, where intervals are ordered according to their left endpoint. If x = 1, the
lemma follows immediately, and thus we may assume x > 2 which implies y > 2 as well.

Let us prove that we even have I] < I, for any i. Let i € [y — 1] and let jo be the minimum
J such that r;, < 7. Such a jo exists, as i <y — 1, and thus rpy < r(I,). Moreover, jo > 1 as
otherwise we would have I/ T I, a contradiction to the fact that I/ is C-wise maximal. Notice
first that I;, € I}, for any ¢ <i. As Ijj_1 < Ij,, we get lr,, <rr,,_, and, moreover, by the definition
of jo, we get Thip1 < T1ls implying 7, < - Thus, if, towards a contradiction, we do not have
I} < I, then we had rp <l and we would have l;; < lj;_, implying that I}, ¢ I, for any
¢ > i+ 1. Thus, there would be no I € Z™% such that I;, C I, W—’hi(}h is a contradiction as I, # 1.
This concludes the proof that I} < If,, for any i.

According to Lemma 13, I}, € Z < val(Pz(Iy) \ {Iu}) < wu(ly), and thus our objective is to
prove that val(Pz(I) \ {Iu}) < u(1).

By definition of 2™, we get Pr(Iy,) \ {Iu} = Uy Pr(Ly) (see Figure 10). Thus, val(Pr(1y) \
{1u}) = val(Ueepy Pr(1;))- Let us now prove that val(Uep, Pr(1;)) = s, where

s= Y val(Pr(I)) — > val(Pr(I}) N Pr(Ij,,)).
LEY] Lefy—1]

Let I € Ugep,) Pz(I) and let us prove that val(I) appears exactly one time in s. Let 1 (resp. (2)
the minimum (resp. maximum) value such that I € Pr(I;). Observe that val(I) appears fo — 1 + 1
times in 3-ycr,) val(Pr(1y)), and fo — ¢4 times in Y-y, _y) val(Pz(Iy) N Pr(1y, 1)), and thus exactly 1
time in s. Moreover, as for any ¢ € [y — 1], Pr(I;) N Pr(Ij,,) = Pr(I; N1}, ), we can even rewrite

s= Y val(Pr(I}))— > val(Pr(I;NI}y)).

LEY] Lefy—1]
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It now remains to prove that s < p(l).

s = Y val(Pr(Ip))— > val(Pr(IjnI},,))

te(y] tely—1]
= Y u(l)— > val(Pr(I;NI;,)), by Lemma 13 Property 3 as I; € T
tely] tefy—1]
< Z w(ly) — Z w(Iy N1, ), by Lemma 13 Property 2
Lely] lely—1]
< > up)- > >~ |Si], by Lemma 14 and as we have I; € T for all £ € [y]
Le(y] Lely—1] zeB(I/mIéH)

Let us now distinguish two cases according to t(1,).

Case 1: t(I,) € {L,=}.
In this case, u(lu) = 3 ;cp(1.) |Sil, and we have the following.

Z Z |Si| — Z Z |Si|, by definition of p

Lelylie B(Iy) Cely—1]i€B(I;NI;_ ;)

»
IN

= Z |Si|, as for any i, the term |S;| appears exactly once
i€B(Uyepy 1)

< u(l,) as we are in case 1

Case 2: t([)) =m.
Let ig € argmax;cp(s )| Bil- In this case, u(I) = 3 ;e (1) |Bil — |Bil, and according to Lemma 13
Property 7, we have [Si,| > 3Zic p(1,)\{io} 1B

Let us prove the following property: Let B* = (B(I{)\Uzgzgy B(Ié)) U (B(IL)\Ugequ B(Ié)),
then ig € B*. This property means that iy is in one of the two “extreme” sides of the union. For
example, in Figure 8, where I{ = Iy, I}, = I5, and I, = Ig, we have that ¢(I,) = m, ig = 4, and
io € By \ B(I}).

Observe that, as I; < I, for any ¢, it holds that, for all i € B(I,) \ B*, there exists £ such
that + € B(I;) N B(I;, ). Assume, towards a contradiction, that iq ¢ B*, implying that there exists
fo such that ig € B(I},) N B(I; ). Therefore ig € B(I}), where I, = I} M1I; ,,. By Lemma 14,
as I;, and I; are in Z.g and [;, < Ij ,, we get t(I}}) = L. By Lemma 13 Property 5, and as
io € argmax;epyy, We get [Sig| < Xicp(r)\fio} |B"2| < > i€ BUIL)\{io} |B/*2|, a contradiction.

Hence the property holds and, Wlthout 1oss of generality, we may assume iy € B(I 1)\U2§£§y B(Iy).
Note that the case where ig € B(I) \ U1<y<,—1 B(I}) is symmetric.

Observe that ig € argmax;cpy/)|B(i)| which implies m(I]) = 2 ieB(I)\fio} | Bi|.

As ig € B(I7) \ Ua<s<y B(I}), we have ig € [I(I}),1(]5)[, and thus

m(I}) = > Bil+ > (Sl +1B)).
AN} ielk(ig) (1)
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We conclude that

sos 2 uI- > > IS

Ley] Ley—1] zeB(I’mILrl)
< mI)+ > S(I) - D) > 18
2<U<y Cely—-1]i€B(I;NI; )
= S B+ X (SsI+IB)+
i€[l(17),1(I3)[\{io} i€ll(13),r(17)]
Yoo Us= > > s
2<t<yieB(I}) tely—-1]ieB(I)NI;, )
= > B+ >0 BRI+ X X sl X X s
ie[l(I1),L(I5)\{io} ie[l(14),r(I1)] 1<l<yieB(I}) tely—1]ieB(I;NI; )
by defining I} = [[(I3),r(I})] and I} = I), for any 2 < { <y
= oo B+ X BRI+ > s
i€[l(17),1(I3) [\ {io} i€l(13),r(17)] i€B(U,epy 17)
as, for any i, each term |S;| appears exactly once
= Yoo B+ > IS
ieB(I])\{io} i€eB(IL)\B(I})
< > B+ > B
i€B(I7)\{io} i€B(IL)\B(I7)
= m(ly)
< u(l,), as we are in Case 2.

O

The following lemma will be used in both cases of our kernelization algorithm (rainbow matching
or small vertex cover) in order to prove that what is added in the kernel is small.

Lemma 16 (The small total demand property). Let (W, B, C, BV, B"2) be a partial decomposition
and (Z, val) be its demand. Let J C T~q, and let J™* C J be the subset of C-wise mazximal bucket
intervals of J. Let {Zy, 0 € [t]} and {I},¢ € [t]} be the block partition and block intervals of J™*.
Then, we have val(J) < 3 peg (I7)-

Proof. According to Lemma 12 we have, J = Uy Py ({;) and thus, val(JT) < 3y val(Pr(17)).
Let ¢ € [t]. As Zy = {1y, y+1,.-., 1y}, where Iy, 4i < Iy, ,4iy1 for any ¢, and all I € Z, satisfy
val(I) > 0, Lemma 15 implies that I; € Z. Thus, Lemma 13 Property 3 implies that val(P7(I})) <
p(17), implying in turn that val(J) < 3Zpc n(L7)- O

6.6 Auxiliary graph and bucket allocation

In this section we first define an auxiliary graph based on a demand. Then, we prove in Lemma 17
that if a rainbow matching gives us in particular a matching for all the colored loops of this
auxiliary graph, which correspond to what we call here a bucket all-ocation, then we can repack
any triangle-packing contained in W U B into this bucket allocation.

We refer the reader to Figure 11 for an illustration of the situation.
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Figure 11: Example of an auxiliary graph. Squares indicate the colors associated to each interval or
element of C. For example, Dy, is composed of colors pink and red. Notice that there is a rainbow
matching.

Definition 12 (Auxiliary graph). Let (W, B,C, BV, BW2) be a partial decomposition and (I, val)
be its demand. Let also p = |C| + 3 ;7. val(I). We next define the p-edge-colored mutigraph
(G, x)(W, B,C, BV, BV2) where the vertex set of G is W and the edges of G, as well as their
colors, are defined as follows. We start with Ey = E9 = (). Then, for any ¢ € C, for any {u,w} C W
such that {u,w,c} is a triangle, we add the edge e = {u,w} to E1 and we set x(e) = c¢. Moreover,
for any I € I, we define a set of new colors Dy where |Dr| = val(I). Then, for any uw € D; and
ve W(I), we add to Ey edge e = {v} and we set x(e) = u. Finally, we denote Urez_, D1 by D.

Notice that if the partial decomposition (W, B, C, B"V1, BW2) is clean, then for any vertex ¢ € C,
there exists an edge with color ¢ in E7. Notice also that the value of p is a polynomial function of
the size |V (T)| of the tournament. In fact, p = O(|V(T)}3).

Definition 13 (Bucket allocation). Let (W, B, C, BVt BV2) be a partial decomposition and (I, val)
be its demand. A bucket allocation for (W, B,C, BV, BW2) is a set Q = {Q,I € T=o} such that

o foranyl € I-o, Qr C W(I)

o forany I € I-y, |Q| = val(I)

o forany I and Iz in ITso, Qr, NQr, =0
We also denote V(Q) = Urez., Qr-

The next lemma shows that a bucket allocation allows to repack any packing triangle inside
T[W U B].

Lemma 17 (Safeness of a bucket allocation for packing). Let (W, B,C, B"1, B"2) be a partial
decomposition and let Q be a bucket allocation for (W, B,C,B"1, BW2). Let also P be a triangle-
packing with V(P) C W U B. Then, there exists a triangle-packing P' such that

e V(P)CV(Q)UB and
. [P =IP]
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Proof. According to Observation 1, we can partition P = P; UP, such that, forany A € Py, AC B
and, moreover, for any A € Pa, there exists I € BZ(W, B) such that |[AN B, | = |ANDB,,| =1 and
ANW C Wr. Let A(P2) = {ANB,A € Py} be the set of backward arcs used by triangles in Ps.
Let us now define an auxiliary graph H that will help us to describe how to repack P. The
vertex set of H is B and for any bucket interval I = [i1,r;] of (W, B), we define E; = {{u,v} |
u € By, \ BZVIV2 oru € By, \ Bl?}, and we set E(H) = Uszow,p)y Er. Informally, for any i # 7,
H[B; U By is the complete bipartite graph Kg,| B!| Where we remove all edges between BZW 2 and

BiV,VQ. For any e € E(H), we denote I(e) the unique bucket interval I such that e € EJ.
Observe that A(P2) C E(H) as for any {u,v} € A(P2), where {u,v} = AN B, there exists
I € BZ(W, B) such that u € By, v € B,(1). Moreover, we cannot have u € BI(M% and v € B:,/I(/IQ), as

this would imply A C Wj. Finally, as Ps is a packing, A(Pz) is even a matching in H.

Property II;. Let us prove the following property Il;:

Property 11;: For any I € BZ(W, B), MaxM(H (I)) < p(I), where MaxM denotes the
size of a maximum matching, and H(I) = H[U;cp(r) Bil-

Proof of T1;: Firstly, as any edge in H(I) uses at least one vertex from a set S; for i € B(I), we
deduce that MaxM(H (1)) < (). Let ig = argmax;cg(p)|Bi|. Moreover, as for any graph G’ and
any independent set X’ C V(G’) we have MaxM(G’) < |V (G’)|—|X'|, and as B;, is an independent
set in H, we get MaxM(H (1)) < m(I). This implies that MaxM(H (1)) < u(I).

Property II,. We proceed by proving property Ils which allows us to associate, in a well defined
way, a vertex in V(Q) to any arc in A(P3). An example of this property can be found in Figure 12.

Figure 12: Example of property IIo. The bucket allocation is represented by the non-black vertices.
Function f, which associates injectively to each backward arc of the initial packing a vertex of the
bucket allocation, is depicted using dashed lines.

Property Ils: For any matching M in H, there is a function f from M to V(Q) such
that f is injective and, for any e € M, f(e) € W(I(e)) NV (Q).

Proof of TIs: Let U be a bipartite graph, where V(U) = (M, Q), and for any e € M, N(e) =
W(I(e)) NV (Q). What remains is the proof that there is a perfect matching f (which associates
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to each e € M a vertex f(e) € N(e)) in U which saturates M. According to Hall’'s Theorem, it is
sufficient to prove that, for any M’ C M, |[N(M')| > |M'|.

Let M" C M. Observe that Ueeps(lr(e),T1(e)] is @ union of ¢ > 1 disjoint intervals denoted
{I1,...,1]}, and that M’ can be partitioned into Uicpy M, such that for any i € [t], UeeMg L1(e)> T1(e))
=1I.

As an example, consider a matching M’ = {e1,e2,e3,¢e4,e5} where I(e1) = [1,10],I(e2) =
[3,4],I(e3) = [10,11],I(es4) = [20,22],1(e5) = [21,23], Ueerrllr(e)s 1)) = {[1,11],[20,23]} and
M ={ey,e2,e3}.

Let ¢ € [t]. Observe that, for any v € W(I}), there exists e € M/ such that v € W (I(e)). Thus,
for any vertex v € UI’EP1>U(I{) Qr, as v belongs to W(I}), and as there exists e € M/ such that

ve W((e)), we get v e W(I(e)) NQ = N(e). This implies UI’GPI>0(H) Qpr C N(M]). As Q is a
bucket allocation for (W, B,C, B"1, B"2), we know that the Qp are disjoint and |Qp/| = val(I'),
implying that

U erl= YD lQel= Y val(l') =val(Pr (1))

I'ePr_,(I7) I'ePr_,(I7) I'ePr_,(I7)

According to Lemma 13, val(Pz_,(I})) > u(I}). According to Property Ily, p(I]) > MaxM(H (I))).
This implies that |[N(M])| > MaxM(H(I])). Since M’ is a matching in H, M/ is a matching in
H(I}). This implies MaxM(H (I})) > |M]| and therefore |N(M])| > |M/|. To conclude, let us now
consider the partition {N(M/) | i € [t]} of N(M'). As the N(M])s are vertex-disjoint, we get

IN(M")| = > [IN(M)[ > > MaxM(H(I})).
i€[t] i€[t]

As M" is a matching in U;ep H(I7), and as 3 ;e MaxM(H (1])) > MaxM(U;ep H (I7)), we conclude
that [N (M")| > |M'].

We can now conclude the proof of Lemma. As A(Ps) is a matching in H, by Property Ils, there
is a function f from A(P2) to V(Q) such that f is injective and, for any e € A(P2), f(e) € W(I(e))N
V(Q). By Observation 1, e U f(e) is still a triangle. Thus, we define P, = {e U f(e),e € A(P2)}
and P’ = PLUPH. As V(Py) N B =V (P2) N B and as f is injective, P’ is still a triangle-packing,
and |P’| = |P|. Moreover, as V(P1) C B and V(Py) C BUV(Q), we get V(P') C BUV(Q). O

Finally, the last lemma of the section indicates how to build a feedback vertex set of T'[W U B]
with the help of a bucket allocation. This will be usefull for the kernel of FVST designed Section 5.
We enounce this lemma here, as the notations and the techniques used in its proof are similar,
though easier, than in the previous lemma.

Lemma 18 (Safeness of a bucket allocation for hitting). Let (W, B,C, BV, B"2) be a partial
decomposition and let Q be a bucket allocation for (W, B,C,B"1, B"2). Let also X be a feedback
vertez set of T[V(Q)U B]. Then, there exists X' a feedback vertex set of T|W U B] with | X'| < |X]|.

Proof. We partition X into two sets Xp = XN B and Xg = XNV(Q). And we define H being the
graph on vertex set B and with edge set {uv : wv € A(T),u € B; \ Xp,v € B; \ Xp with j < i}.
Informally, from T'[B] we only keep in H the backward arcs between the B;’s not incident with
vertices of Xpg. Notice that in particular, there is no edge in H between any two BXV 2 as there
where originally part of Wj.
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Property IIj. Let us prove the following property ITj:
Property 11}: For any I € BZ(W, B), MinVC(H(I)) < u(I), where MinVC denotes the

size of a minimum vertex cover, and H(I) = H|U;cp(1) Bil-

Proof of TT}: As every edge of H is incident with a vertex of one S; (which is B; \ B}'?), the set
U;S; is a vertex cover of H, and then MinVC(H (1)) < ¥(I). Similarly, let i = argmax;cp(p)|Bil,
the set (U;B;) \ Bi, is clearly a vertex cover of H. Then we get MinVC(H (1)) < m(I), and finally
conclude that MinVC(H (1)) < u(I).

Now, let us consider an arc uv of T' such that uv € E(H). We have u € B; and v € B; for

some j < ¢ and denote by I the bucket interval [j,i]. By Observation 1, uvw is a triangle for every
vertex w of W(I). In particular, for every w € W(I) NV (Q) we must have w € Xo.
So, denote by J the set of bucket intervals whose extremities contains the end of an edge of H
(formally, [j,i] € J if there exists uv € F(H) with v € B; and v € Bj). Let J* be a block of the
block partition of 7, meaning that J* is a non-empty, inclusion-wise minimal bucket interval with
the property that for every J € J, either JNJ* = () or J C J*. By the previous remark remark, we
know that X¢ contains at least |W(J*) NV (Q)| vertices in W (J*). As Q is a bucket allocation, we
have in particular that [W(J*)NV(Q)|=|U{Qs : Qs € Q and J C J*}| = val(Pr(J*)) > u(J*)
by Lemma 13.

Finally, by Property Pi, there exists a vertex cover X', of H(J*) containing at most p(J*) <
|W(J*)N Xg| vertices. Considering all the block intervals J7, ..., J; of J, we obtain a vertex cover
Xo = Uij,; of H such that |X5| < |Xgl. In particular, for every arc uv of T with v € B; and
v € Bj with j < i we have u € Xo U Xp or u € X5 U Xp.

We now define X’ = X U Xp. We have |X'| < [X| and X' is a feedback vertex set of T[W U B].
Indeed, let A by a triangle of T[W U B]. If V(A) C B, then V(A)N Xp # (). Otherwise, as (W, B)
is a nice pair, there exist buckets B; and B; with j < i such that A = wvw with v € B;, v € B;
and w € W[, ;. But in this case we must have u € Xg or v € Xg. O

6.7 Operations on buckets

Our kernelization algorithm has only one rule that is applied exhaustively. Each application of the
this rule (except the last one that finds a rainbow matching) triggers an “add” operation, defined
below, where we add new vertices to the buckets. In this section, we define the two variants of
the add operation and prove that, given a partial decomposition, these operations output another
partial decomposition.

Definition 14. Let (W, B,C, BY', BV2) be a partial decomposition. Let U C W and X C C. For
any j € {1,2}, we define add;(W, B, BV1, BW2 U U X©) as (W', B/, C’,BW1 B'W2) where

« W =W\U
e« B=BUUUX"®
« O'=C\ X"

e BWi=BWiuU and BWs-i = BWs-,
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Bs = B, B,

(e e e e o @ o
w3 W4 We Wg Wy . Wy Wy W13,

Figure 13: An application of add; (or adds). Vertices of U are inside the green territories and the two
vertices of X© are the two non-filled vertices. We have S¥ = {8,14, 20, oo} and SY' = {8,13,22, c0}.

Lemma 19. Let (W, B,C, BV, B"2) be a partial decomposition of local size f. Suppose f(x) =
cx?® for some constants ¢ and 6, where 6 > 1. Let U C W and X% C C such that Ul <
10| X and such that, for any triangle A of T[W U X¢], we have that |AN (W \ U)| < 1. Then,
addy (W, B, BV1, BW2 U U X©) is a partial decomposition of local size f.

Proof. Let (W', B',C’,BW1, BW2) = add,(W, B, B"*, B">,UU U X¢). We begin by proving that
(W', B',C", BW1, BW2) is a partial decomposition. Properties 1 and 2 are clear. As, by assumption,
for any triangle A of T[W U X¢], we have that |[A N (W \ U)| < 1, Lemma 10 implies that
' = (W', B’) is a nice pair, and thus we obtain Property 3.

Let us now prove Property 4. We start by proving the following structural property of the B!
(see Figure 13).

For any i € S¥', 3U' C U, X' C X© and S’ C SY such that B, = J;cq B; UX' UU".

We point out that we could even prove a stronger property (for example that buckets in S’ are
consecutive), but we don’t need it in the remainder of the proof.

Let i € ¢'. According to Proposition 1, B} is the set of vertices v of B’ such that all arcs between
W[’l’i_l] and v are oriented from W[/l,i—l} to v and all arcs between W[’i,to] and v are oriented from
v to W[/i,to}‘ Assume that there exists j € ¢ and v; € Bj such that v; € Bj]. Now, observe that for
any vy € Bj and w € W/, viw € A(T) iff vow € A(T), and the same holds for wv; and wvs. This
implies that vo € B] and thus B; C B.. As all the vertices we add to B are from U U X, this
proves the above structural property.

Next we prove that (B"W1, BW2) is a bucket partition of (W', B'). The fact that (B, B'W2)
is a partition of B'W is clear, as BW = BY UU, BW1 = BY1 yU, and BW2 = B"2. Let i € S¥'.
By the previous structural property, B = U;cq Bi UX' UU'. If S’ # 0, then |S]| > U,cs |Si| > 1.
Otherwise, as X’ UU’ # 0, U' € B and X' C B;®, we get U’ U X’ C S;, implying |S!| > 1. Let
us prove that |BW1| < 10|B'C|.

B = [B"|+ U]
10|B| + |U|
10/BY| + 10| X
= 10|B°].

VANVAN
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This concludes the proof that (BW1, B'W2) is a bucket partition of (W', B').

Let us finally prove that (BlWl,B/W2) has local size f, meaning that for any i € SY' . we have
\B;WQI < F(IS!]) = ¢[S!]°. Let i € S¥". By the previous structural property, there exists S C S¥
such that S O Ujeg Sj. In particular, we have |S;| > >=;cq [Sj] as the S;’s are disjoint. Now,
noticing that B2 = B"2, we have the following.

B™ = | U BinB"2 |+ (X' uU)nBM
€S’
= | U BinB"™|+0
€S’

> clSl

€S’

(D 1Sil)°
€S’

clSil°.

IN

IN

IN

Now, we analyze the adds operation.

Lemma 20. Let (W, B,C, B"1, B"V2) be a partial decomposition of local size f. Suppose f(x) = ca’

for some constants ¢ and 9§, where 1 < 6 <2 andc > max(%, (271)5711) Let I be a bucket interval
and U = W (I) such that |U| < 10u(I). Then, addy(W, B, BVt BYV2 U) is a partial decomposition

of local size f.

Proof. Let (W’,B',C',BW1 BW2) = addy(W, B, B"*, BV> U). As a first step we prove that
(W', B',C",BW1, B™2) is a partial decomposition. Properties 1 and 2 are clear. By applying
Lemma 10 (for X¢ = ) here), we get that ¢/ = (W’ ,B’) is a nice pair, and thus we obtain
Property 3.

Let us now prove Property 4. Let us first describe the bucket decomposition in 7). Informally,
all buckets of B(I) are merged, together with U, into a new one (B;,), and all the other buckets
remain unchanged. More formally, the following three properties hold

L5V = ($9\ B)U )

o for any i € S¥ \ {rr}, it holds that

— BZ-C = B;, and
— for any j € [2], B;-Wj = BZ-W]'7

« B, =UUUiep B

The next step is to prove that (B'W1, BW2) is a bucket partition of (W', B'). The fact that
(BlWl,B/WQ) is a partition of B'W is clear as BW = BW uU, BW* = BY and BW2 = BV2y U.
Let i € SY. If i € S¥" \ {r;}, then, by the previous property, we get Sl =S, implying/\Sﬂ > 1, as
(B"1, B"2) is a bucket partition of (W, B). If i = ry, then B]. D Uiep(r) Bi and, as B Wi — pWi
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1S,1 = Yienm 1Sil = |B(I)] > 2. Moreover, we have |BW1| = |B"1| < 10|BC| = 10|B'C|. This
concludes the proof that (B™1, BW2) is a bucket partition of (W', B').

Let us finally prove that (B’WI,B,WQ) has local size f, meaning that, for any i € SV, \B;W2| <
F(1Si])- Recall that (W', B') is a nice pair, implying, because of Proposition 1, that there is a unique
bucket decomposition B, of B'. Thus, for any i € S¥" \ {rr}, |B;"V2| = |BV2| < £(ISi]) = £(|S})).

Let B(I) = {i1,...,ir}, where |S;,| > [S;, .|, for any . Notice that f(|S] |) = c|S],|° =
e(Xeen, i) S;,)%, and that m(I) = > ieB(I) |Bi| — |Bi.| where i, = argmax;cpp|B(i)|, implying
that m(1) < Sgep,r) 1Biol < Soep,r) (1B 2]+ 18i]) < Seep,r)(lSi|° + 1S ]). It remains to prove
that [BY2| — £(SL,]) < 0.

Observe that

B2 — (St = S B U e Y 1S:,))°
1€B(I) 2€[1,L)
< 0 B+ 10min {S(1),m(D)} —e( Y [Si)°
ieB(I) e L)
< Syl e Y 18,10+
le(2,L)
10min{ > S, Y (€S, P+ 1Si )} — e D 1S:1)°
1€B(I) Le(2,L] L€[1,L)

= min {fl(Si1)7 f2(Si1)}7

where
o fi(x) = ca® + X pepn 1500+ 10(2 + Yiep ) 1Si]) — e + Xiep.r 15:])°

o fo(@) = cx® + X pepr 150]° + 10 e, 1)(clSi |’ + [Si]) — el + Siepp,r) 15i)°
Let g : RT — R* be such that g(z) = (x+Yscp,7) Siy)° —2° and observe that it is a non-decreasing
function, as § > 1. Therefore

fol@)=c > 191°+10 > (cS:]° +1S) — cgla),

le(2,L] 0€2,L]

and thus fs a non-increasing function. Let zg = 256[27 L |Sié|5. Notice that according to the first
property of a bucket partition, for any i € S¥, we have |S;| > 1, implying that 29 > L — 1 > 1.

To complete the proof we distinguish two cases according to the value of |S;,|. However, before
we proceed with these two cases, we prove a helpful claim.

Claim 1: Let go(z) = 2% + 21z — (cx —I—x%)a. For x > 0,5 > 1 and ¢ > (271)511, we have
g2(z) <0.

Proof of Claim 1: We have

5 5 5!

(cx +27)° = cx‘s(l—i-x )

1
zs !

> (146 Jas (1+u)* > 1+ au for any a > 1 and u >0

Cc
1
N L
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Thus,

1
21z — 6O Lgps—1H9

< 211‘—505*11’&5%—1—%5:527##—1:%—%121

IN

92(z)

< 0 ascz(%)ﬁ

This implies that go(x) < 0 for any x > 0. This completes the proof of Claim 1.

Now that Claim 1 is proved, let us come back to our two cases.

Case 1 : if |S;,| > cxp. In this case, we will prove that fo(|S;,|)<0. As fs is non-increasing,
we get f2(]Si,]) < fa(cxo) therefore, it remains to prove that fa(crg) < 0. Observe that as § > 1,
1

(Zée[zL] 1Si,1)° > D ee(2,1) S;,|°, implying that (ZEE[Q,L} ;,1) = g Observe that

-

fa(cxo) < cchg + cxp + 20cxg — c(cxo + x§)5 —

fa(cxo) 1

; < a4 21ag — (cxo + )’ = galzo)

The assertion in this case now follows from Claim 1.

Case 2 : if |S;,| < czp. In this case, we will prove that fi(|S;,|) > 0. Let us first prove that f;
is convex.
&? 6—2 6—2
h@) = @6 - - @ Y 857
l€(2,L]
> 0,as6<2

Thus, as |S;,| < [Si; | < cxo, by the definition of the S;, and f1 is convex, f1(|S;,]) < max(f1(]S:,), f1(czo)).
Let us prove that both these values are lower or equal to zero. Observe that M < g2(x0) <0
by Claim 1, and thus it remains to prove that fi(]S;,]) <0.

For any x; > 0, let f(xa,...,21) = 23 + CYre3,1) ) + 10(2z2 + >ee3,r) Te) — (22 +

Zée[i&,L] xf)é- Observe that f1(]Si,|) = f([Siz |, [Sisl, - -+ [Si,])-

Claim 2: For any tuple of integers (xo,...,zr) where xy > 1 for any ¢ € [2, L], f(x2,...,z1) <
f(x2,0,...,0).

Proof of Claim 2: Let (x2,...,x1) be a tuple of integers where z; > 0. Let iy € [3, L] such that
T, > 1, and 2} = x;y — 1. Let D = f(x2,...,24,...,201) — f(22,...,2} ,...,21). Our goal is to

prove that D < 0. Repeating the decrementation, this will imply Claim 2.

20

D = cxd —c(xy —1)° 410 — ¢(a® — (o —1)?) ( where @ = 29 + 3 cq3,1) T0)

< (@l — (xgy — 1)° — (3x4,)° + (3z4 — 1)°) + 10 (as D is non increasing in «, and « > 3x;,)

io
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For any y > 1, let u(y) = y° — (y — 1)° — (3y)° + (3y — 1)°. Let us first lower bound two different
parts of u. We have

(y—1° = y(1--)
> 01— ) (as (1 —uw)*>1—auforany a >1and 0 <u <1)
Y
— y5 _53/5—1
Moreover, denoting z = 3y — 1, we have
(3y)’ = (z+1)
1
é )
- 1+ =
204 )
J
> 2914 -) (as (1 +w)* > 1+ au for any a > 1 and u > 0)
2

= 204501
= By—-1)°+0@By—1)°"

Using these two lower bounds, we get

Syt = 3y — 1))
5(1—2071 (as y?~! — (3y — 1)°~! is decreasing in y and y > 1)

u(y)

VARVAY

This implies

cu(x;,) + 10
c6(1—2"1 410

0 (as ¢ > (25232) > 5(2539_1) for § > 1)

VANRVAN VAN

Concluding the proof of Claim 2.

Let us now come back to the end of proof of Case 2. We had:

f1(1Sil) = f(Sil [Sisls - -, [1Si,])

£(1S:,],0,...,0) by Claim 2

2691, 1% + 20[Si, | — ¢(2]S:,)°

¢S5, (2 — 29) 4 20|84, ( which is decreasing in |S;,| as ¢ > % and § > 1)
c(2—2)4+20  (as |S,|>1)

0 (ach%andle)

IN

IN A

This concludes the proof of Case 2. O
Discussion on why a simpler definition of yu is not sufficient. We explain here why taking
simply u(I) = £(I) or u(l) = m(I) (instead of p(I) = min(T(I), m(I))) would not be sufficient

to get a kernel in O(k®) for any § > 1. Let us assume that the current partial decomposition is
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(W, B,C,B"1, B"2) where in particular S¥ = {iy,..., i} for k' = %, BYi =) for j € {1,2},
implying that buckets only contain vertices of C°, and |B;| = 1 for any i € S¥. Suppose that
k = 2% for some z.

Suppose first that we define p(I) = Z(I). Notice that particular val([i1,i2]) = p([i1,i2]) = 2,
and thus that in the auxiliary graph we will have in particular two colors dj, do such that all vertices
of W ([i1, i2]) have one loop of color d; and one loop of color ds. The kernel now applies its unique
reduction rule (see Definition 15). Suppose that we do not find a rainbow matching, and that the
set of color we find using Corollary 1 is X = {d;,d2}, and thus that the small associated vertex
cover is the set U = W ([i1,i2]) (U must cover all these loops), where |U| = 5|X| = 10. In this
case, we fall into Case 2, and the addy operation will merge B;,, B;, and W ([i1,42]) into a new
bucket Bj,. If we now repeat the same scenario between B}, and By,, we will now have u(I) = 3
(where I = [ig,13]), and thus |U| < 15. Thus, if we repeat again until all buckets are merged into
a single one, the total number of vertices of W added to buckets during these adds operations will
be 5(32%, 1) = O(k?), and thus we could not obtain a kernel in O(k®) vertices.

Suppose now that we define p(I) = m(I). Notice that particular val([ig, ip11]) = p([ig, te11]) = 1,
and thus that for any ¢ in the auxiliary graph we will have in particular one color d; such that
all vertices of W ([ig,i¢+1]) have one loop of color dy. The kernel now applies its unique reduction
rule (see Definitionl5). Suppose that we do not find a rainbow matching, and that the set of
color we find using Corollary 1 is X = {d;}, and thus that the small associated vertex cover is
the set U = W([i1,42]), where |[U| = 5|X| = 5. In this case, we fall into Case 2, and the adds
operation will merge B;,, B;, and W([i1,i2]) into a new bucket Bj where |Bj,| = 7. If we now
repeat the same scenario for ¢ = 3,5,... between B;, and B;,1, the addy operation will merge
Bi,, Bi,,, and W ([i¢, i¢41]) into a new bucket Bj,,  where |B; [ = 7. We now have 27=2 buckets

B ,B; ,...,Bj,, each of size 7. The total number of vertices added to B in this first part of the
scenario is thus n; = 225, If we again repeat the same scenario for ¢ = 2,6,..., the adds
operation will merge B;,, Bj,,, and we will have [U| =5|X|>5x 7 > 52. Thus, the total number
of vertices added to B in this second part of the scenario is no = 2@=3)52. If we continue until
there is only one bucket, the total number of vertices added in the last part of the scenario will be

ng_1 = 5@ = 2@=1log(5) — log(®) "and thus we cannot hope for a kernel in O(k?) vertices.

6.8 Analysis the two cases: rainbow matching or small vertex cover

Our kernelization algorithm takes as input a partial decomposition (W, B, C, BW1, BW2) of size f
where f(x) = ca® for some constants ¢ and 8. Before going to the formal description of the algorithm,
let us sketch how it works, and why we need the following lemmas. At each round, the kernelization
algorithm first derives from (W, B, C, BWl,BWQ) a clean partial decomposition with same size f
using Lemma 11, then builds the auxiliary edge-colored graph (G, x)(W, B, C, B"1, BW2) and tries
to find a rainbow matching using Corollary 1. If it finds such a matching, then the algorithm stops
and concludes using Lemma 21. Otherwise, the algorithm finds a small vertex cover and performs
an add operation in order to obtain another tuple (W', B',C’, BW1, B'W2). Lemma 22 will allow
us to ensure that (W', B',C’', B'W1, B'W2) is still a partial decomposition of local size f.

Lemma 21 (Case of rainbow matching). Let (W, B,C, BV, BW2) be a clean partial decomposition
of local size f, where f(x) = cx® for some positive constants ¢ and 8. Suppose also that the colored
multigraph (G, x)(W, B, C, BV, BV2) admits a rainbow matching M. Let A =V (M)UBUC. Then,
for any integer k, (T, k) is a yes-instance of TPT iff (T[A], k) is a yes-instance of TPT. Moreover,
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we have |A| < 3(c+ 1)(33)9(k)°.

Proof. Let T" = T'[A]. As T is an induced tournament of T, direction < is clearly true. Let us now
suppose that (T, k) is a yes-instance and prove that (7", k) is a yes-instance. Let P be a triangle-
packing of T of size k and let us prove that there is a triangle-packing P’ of size k in T’. Let us
partition P = Py U Py, where Py = {A € P|ACWUB}, and Po = {AeP|ANC #0}. For
any A € Py, let ¢(A) be a vertex in AN C.

For any ¢ € C, let f(c) be the edge of color ¢ in M. Notice that f(c) is well defined
as (W, B,C,B"1,B"2) is clean. Moreover, for any I € Z-o (where (Z,val) is the demand of
(G, x){W, B,C, B"1, B"2)) and color d € Dy, let f(I,d) be the edge of color d in M. Let f(I) =
{f(I,d),d € Dr}. Observe that, for any ¢ € C, by the definition of edges of colors ¢, {c} U f(c) is a
triangle in 7. Let Q2 = {f(c¢),c € C} and Q; = {f(I),I € Z~¢}. Observe that M = Q; U Q. As M
is a matching, for any I € Zv, |f(I)| = |D;| = val(I); moreover notice that the f(I) are disjoint.
As, for any d € Dj, the only vertices in (G, x)(W, B,C, B"Y1, B"2) that have color d are W (I),
we get f(I) C W(I). This implies that Q; is a bucket allocation for (W, B,C, BY1, BW2). Thus,
according to Lemma 17, there exists a packing P] such that V(P]) C V(Q;) U B and |P}| = |P1].

Let us now restructure triangles in Ps. For any A € Py, we define g(A) = {c(A)} U f(c(A)).
Let Py = {g(A), A € Ps}. Finally, we define P’ = P{ U Pj. Let us prove that P’ is a triangle-
packing. For any A}, A} in Pj, Al N AL, = 0, as P is a packing. Let us now consider A, Af
in Pj, where A = g(A;). First, as A; N Ay = (), we obtain that ¢(A;) # ¢(Ag). Moreover, as
M is a matching, f(c(A1)) N f(c(A2)) = 0. As f(c(A;)) € V(Q;) and ¢(A;) € C, we also have
fle(Ay) N{c(As—1)} = 0, for i € [2], implying A} N Al = (). Consider now the last case where
Al e Pl forie[2]. As Al CV(Q1)UB and A, CV(Qy)UC, and as V(Qy), V(Qz2), B and C are
pairwise disjoint sets, we get the desired result. Finally, |P'| = |Pi| + |P}| = |P1]| + |P2| = |P| > k.

The next step is to prove an upper bound on |V (7”)|. We start by bounding |V (M)]. Recall that
V(M) =V(Q1)UV(Qa), implying that |V (M)| =|Q1| +2-|C|. Let us now bound |Q;|. Let ZZ§*
be the set of C-wise maximal intervals of Z~¢. Let also {Z1,...,Z;} and {If,..., I} } be the block
partition and the block intervals of ZI§*. Observe that rry < l Ij implying that any bucket index

i € S¥ belongs to at most two B(I})’s. Moreover, the only case where i belongs to two B(I})’s is
when 7 = I and Ty = lle*+1'
We are now ready to bound |Q;|.

Qi = > If()]

IEI>0
val(Z>o)

Z w(I7) by Lemma 16
Le(t]

Y B

Left] i€ B(I))

2 Z |Bi|, as any i € S¥ belongs to at most two B(I})
€Sy

IN

IN

IN
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This implies |V (M)| < 2|B| 4+ 2|C|. We are now ready to bound the size of the kernel output:

V(1) [V(M)| +[B] +C]

< 3|B|+3|C|

= 3(IBY| + [B"|+|B"?|) + 3|C]|

< 3(IBYI+B" |+ ¢ Y (IBf| +|B/"|)°) + 3|C|
ieSY

< 3(IBYI+B" | +c( D (1BE |+ [B")))°) + 3[C]
ieSY

< 3(IBY|+|B"|) + c(IB| + |B"|)°) + 3|C|

< 3(e+1)(|BY|+ |B™))° +3|C|

< 3(c+1)(11|B|)? + 3|C|, by 7

< 3(c+ D1°(IBC+|C))°

= 3(c+1)11%(|CY)?

< 3(c+1)11°(3k)°

O

The next lemma deals with the other case of the reduction rule, where the auxiliary edge-colored
graph contains a small vertex cover for a set of colors. Notice that in this case, we do no necessarily
need that the considered partial decomposition is clean.

Lemma 22 (Case of a small vertex cover). Let (W, B,C, BV, B"2) be a partial decomposition of
local size f, where f(x) = cx® for some constants ¢ > 0 and § with 1 < § < 2. Suppose that there
exists a non-empty subset of colors X such that (G, x)(W, B, C, BY1, BV2)[X] admits a vertex cover
U with |U| < 5|X|. Recall that colors of (G, x)(W, B,C, BV, B"2) are partitioned into C U D. Let
X¢=XNCand XP =XnND.

o (Case 1:) If | XP| < |XC|, then (W',B',C', B"™1, B"™?2) = add, (W, B,C, BV, B"2 U U X?)
is still a partial decomposition of local size f where |W'| + |C'| < |W|+|C|.

o (Case 2:) If | XP| > |XC|, then we can find, in polynomial time, a non-empty U’ C U
such that (W', B',C', B'"W1, B'W2) = addy(W, B, C, BV, B"2 U") is a partial decomposition
of local size f, where |W'| +|C'| < |W|+ |C].

Proof. Proof of Case 1. Observe first that |U| < 5(|XP| + |X¢|) < 10|X¢|, as we are in Case
1. Let us now prove the two conditions required by Lemma 19. As U is a vertex cover of
(G, x)(W,B,C,B", B"2)[X], for any color ¢ € X (and thus in X¢) and edge e of color c,
UnNV(e) # 0. Suppose, towards a contradiction, that there exists a triangle A € T[W U X©]
such that |[A N (W \ U)| > 2. Since we cannot have A C W, this implies that A = {w;, wa, c}
where w; € W\ U and ¢ € X©. Tt follows from A being a triangle that e = {wy, w>} is an edge of
(G, x){(W, B,C, BV, B"2) of color ¢, which is not intersected by U, a contradiction. Thus, we can
now apply Lemma 19 and obtain that add, (W, B, C, B"V1, BW2 U UXC) is a partial decomposition
of local size f. Moreover, as |[XP| < |X¢| and X # ), we have X # (), implying |C’| < |C| and
thus |[W'| + |C'| < |W|+ |C|, as required.

46



Proof of Case 2. Observe first that |U| < 5(]XP|+]X%]) < 10|XP|, as we are in Case 2. Let us
now find an interval I’ such that |U’| < 10u(I"), where U" = W (I’), in order to apply Lemma 20.
Remember that there is a partition {D; | I € Zso} of D. For any u in XP| let I(u) € Zs¢ be
the unique bucket interval such that u € Dj. Let Z(XP) = {I(u) | v € XP} and Zm(XP)
be the set of C-wise maximal intervals of Z(XP). Let {Z1,..., 2} and {I},...,I;} be the block
partition and block intervals of Z™ma*(XP). Moreover, as U’ # 0, we get |[W’| < |W|, implying
(W' +|C'| < |W|+]|C|.

For any ¢ € [t], let U, = W(I}). Remember that in (G, x)(W,B,C,B"1, BW2)  for each
color u € D, we add all v € W(I(u)) as edges of color u. Thus, as U is a vertex cover of
(G, x)(W, B,C, BV, BW2)[X], for any u € X, U must contain W(I(u)). Hence, we get

U = J W)

ueXP

= U ww

I€T(XD)

- U wo

IeTmax(X D)

= Uwun

Le(t]

= U U

Le(t]

Finally, observe that the U, are disjoint.
Let us now upper bound |XP|.

XPl = Y |XPnDy
I€Z(XD)
> Dl
I€Z(XD)
= |J val(D), by definition of (G, x)(W, B, C, BV1, B"2)
IeZ(XD)
= val(Z(XP))
< Z w(17), by Lemma 16.
Le(t]

IN

Hence |U| < 10| XP| implies that > eer Uel <103 4cg p(17). This, in turn, implies that there
exists £ € [t] such that |Uy| < 10p(I;) and we can find this £ in polynomial time by enumerating all
values in [t]. Thus, we set U' = Uy and, as Uy = W (I}) and |U;| < 10u(I}), it follows from Lemma 20
that adds(W, B, C, BV, BV2 U) is a partial decomposition of local size f, as required. O

6.9 Analysis of the overall kernel

We are now ready to define the unique rule, except from the cleaning phases, for our kernelization
algorithm. In the following, we assume that ¢ with 1 < § < 2 is fixed.
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Definition 15 (Reduction Rule for TPT). Given a clean partial decomposition (W, B, C, BW1, BW?)
1

of local size f, where f(x) = c(6)z® with ¢(5) = max(@?gz),(%)ﬁ), let us define the output

R(W,B,C, BY1, BV2) of the rule R as follows:

o Decide, using Corollary 1 (applied for e = 1), whether there exists a rainbow matching M
in the p-edge-colored mutigraph (G, x)(W, B,C, B"1, BV2) (where p = |C| + DieTo, vall) -
recall that p = O(|V(T)]3)).

— If the algorithm finds a rainbow matching M, then return V(M)U B U C.

— Otherwise, let X be the non-empty set of colors such that (G, x)(W, B,C, BV, BW2)[X]
admits a vertex cover U such that |U| < (4+¢)|X|. Let X® = XNC and XP = XN D.

¥ (Case 1) If | XP| < |XC, let
(W',B',C', B, BW2) = add, (W, B,C, B"*, BV> U U C).

Return (W', B',C', B'"™1, B'W2),
% (Case 2) Otherwise we have | XP| > |XC|. In this case compute, in polynomial time,
according to Lemma 22, a non-empty U' C U such that

(W', B',C",B"™1, B"2) = add,(W, B,C, B"*, BV . U")
is a partial decomposition of local size f. Return (W', B',C', B"™1 B'Wz),
Then, we obtain the following.

Lemma 23. Given a clean partial decomposition (W, B, C, BV1 BWV2) of local size f, where f(x) =

c(6)z® with ¢(8) = max(%, (%)5%1), R(W, B,C, B"V1, BW2) either returns:
o a set A C V(T) such that, if T = T[A], then (T, k) and (T', k) are equivalent instances of
TPT and |V(T")| < co - c(0) - k9, with co = 6534.

o or a partial decomposition (W', B',C', B'W1, B'W2) of local size f, where |W'| +|C’| < |W|+
CI.

Proof. If R finds a rainbow matching M in (G, x)(W, B, C, BVt B"2)_ then Lemma 21 immediately
implies that the set A = V(M) U B U C verifies the claimed properties, as in particular |V (7”)| <
3(c(d) + 1)33%° < 6 - ¢(6) - 33%k% = 6534 - ¢(8) - k. Let us now consider that R does not find a
rainbow matching.

If R falls into Case 1 or Case 2, then by Lemma 22 we know, as we set ¢ = 1, that (W', B/, C’, B'"
, B"2) is still a partial decomposition of local size f with |[W’| 4 |C'| < |W| + |C]. O

Finally, we can prove the kernelization algorithm for TPT stated in Theorem 4.

Proof of Theorem /. Let 6 with 1 < § < 2, ¢(d) = max(%,(%l)ﬁ) and notice that ¢(d) >
1. Given an input (7, k), the kernelization algorithm A starts by the greedy localization phase®.

Assume that it does not find a packing of size k, therefore it computes a greedy localized pair

5The greedy localization is a greedy packing of triangles, see Subsection 6.2.
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(C°, WY of T. Observe that (W, 0,C*,0, () is a partial decomposition of local size f, where f(x) =
¢(8)2?. Using Lemma 11, we then obtain the first clean partial decomposition (W, B, C, B"1, BW?)
of the process, still with local size f. Now, a step of algorithm A consists in applying the Reduction
Rule R for TPT followed by a cleaning phase. Algorithm A exhaustively performs steps, obtaining
a clean partial decomposition with size f at the end of each step and stopping only when it falls
into the matching case.

Let us prove, by induction on |W|+ |C|, that this terminates in polynomial time and outputs a
set A C V(T) such that, if 77 = T[A], then (T, k) and (7", k) are equivalent instances of TPT and
[V(T")| < co - c(d) - k°, with ¢y = 6534. In order to obtain this result, first notice that when Rule
R applied on a clean partial decomposition (W, B,C, BV1, B"2) returns a partial decomposition
(W', B',C’, B, B'W"2) with the same size and where |W’|+ |C’| < |[W|+|C|. When applying the
cleaning phase, Lemma 11, on (W', B’,C’, B"1, B'W2), we move vertices from C’ to B’, leaving
unchanged W’ (and the sets B’"1 and B'"2, as well as the size of the decomposition). If we denote
by (W”,B",C", B"W1, B"W2) the clean partial decomposition obtain after the cleaning phase, we
obtain [W”| + |C"| < |W'| + |C'| < |[W|+|C].

Now, we can analyze the entire process.

If W= C =, then W = ), the graph (G, x)(W, B,C, BY1, B"2)[X] is the empty graph, and
we consider that R returns the rainbow matching M = (). Thus, according to Lemma 23, the rule
R outputs a set A as required. Otherwise, if |W| 4+ |C| > 0., it is immediate by induction, using
Lemma 23 and the previous remarks concerning cleaning phases, that A terminates in polynomial
time and outputs a set A C V(T) such that, if 77 = T[A], then (T, k) and (7", k) are equivalent
instances of TPT and |V (T")| < ¢o - ¢(6) - k°, with ¢y = 6534. O

Let us conclude this section by the following observation on bit-size. According to the O(k?~¢)
bit-size lower bound of [5], our kernel of Theorem 4, as well as any subquadratic kernel for TPT,
necessarily ouputs a tournament 7’ whose minimum feedback arc set cannot have m’ = O(k?~¢)
arcs for any € > 0. Indeed, suppose by contradiction that we have a kernel that outputs such a 77,
where |V(T")| = O(k*~¢) and m’ = O(k*~¢). We could now use the following classical encoding of
T'. Compute first a feedback arc set F’ of T' with |F'| = O(m/) using any constant approximation
approximation algorithm (for example the PTAS of [33]). Compute the topological ordering o
of T\ F' (meaning when removing arcs of F’), and observe that in the ordering o, the only
backward arcs of 7" are F’. Thus, 7" is encoded by ¢ and F’, which requires |V (T")|log(|V (T")|) +
m'(2log(|V(T")])) = O(k*>~™(¢<)) bits. This draws a parallel with the Vertex Cover problem,
which admits a kernel with O(k) vertices [37], but the resulting instance cannot have O(k?~¢)
edges [13].

7 Almost linear kernel for FVST

In this section we focus on the triangle hitting set probem, restated below. Remind that a set
intesecting all the triangle of a tournament is also called a feedback vertex set.

FEEDBACK VERTEX SET IN TOURNAMENT (FVST) Parameter: k.
Input: (T, k) where T is a tournament and k € N.

Question: Does T contain a feedback vertex set of size at most k?

We obtain a almost linear kernel for this problem, which is obtained by the same algorithm
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that the one designed in the previous section. The only thing that we will have to check is that,
when the algorithm stops, we obtain an equivalence instance than the input instance for FVST.
The way we obtain this kernelization algorithm is similar to what is done Section 5, where a kernel
for I2PHS is derived from the one for I2PP.

Theorem 5. There exists an algorithm that, given an instance (T,k) of FVST outputs a set
S CV(T) such that (T[S], k) is an equivalent instance of (T, k) where, for every 6 with 1 < § < 2,
1
we have |S| < 6534 - c(8) - k° (where c(5) = max(%, (21)71)). In other words, for any & with
1 <6 <2 FVST admits a kernel with 6534 - c(8)k® vertices.
As in Corollary 2, by setting the suitable value for dy, we obtain the following.

o)

1+
Corollary 3. FVST admits a kernel with k  V'°s* vertices.

Here again, the key tool to obtain the linear kernel for FVST is the following lemma, analog
of Lemma 21 for TPT. All the notations and definitions follow previous section.

Lemma 24 (Case of rainbow matching for FVST). Let (W, B,C, B"1, BYV2) be a clean partial
decomposition of local size f, where f(x) = ca’ for some positive constants ¢ and 6. Suppose also
that the colored multigraph (G, x){(W, B,C, B"1, BV2) admits a rainbow matching M. Let A =
V(M)U BUC. Then, for any integer k, (T, k) is a yes-instance of FVST iff (T'[A],k) is a yes-
instance of FVST. Moreover, we have |A| < 3(c+ 1)(33)%(k)°.

Proof. The size requirement concerning A follows from Lemma 21. Let us prove that (7', k) and
(T'[A], k) are equivalent instances of FVST. As T[A] is a subtournament of T', it is clear that if T’
admits a feedback vertex set of size at most k, then it is also the case for T'[A].

For the converse direction, assume that T[A] admits a feedback vertex set X of size at most k, and
let us see how to build one for T'. As in the proof of Lemma 21, we will first analyze the structure of
M. For any ¢ € C, let f(c) be the edge of color cin M (f(c) is well defined as (W, B,C, BV1, B"2) is
clean). Moreover, for any I € Z~o (where (Z,val) is the demand of (G, x)(W, B, C, B+, B"2)) and
color d € Dy, let f(I,d) be the edge of color d in M. Let f(I) = {f(I,d),d € Dr}. Observe that, for
any ¢ € C, by the definition of edges of colors ¢, {c}U f(c) is a triangle in T Let Q2 = {f(c),c € C}
and Q1 = {f(I),I € Zs¢}. As argued in the proof of Lemma 21, Q; is a bucket allocation for
(W, B,C, B"1, B"2). So, denote by X; the set X N(BUV(Q1)) and by X» the set X \ X;. As X is
a feedback vertex set of T'[A], it is clear that X is a vertex set of T[BUV(Q1)]. Thus by Lemma 18,
there exists X/ a feedback vertex set of T[W U B| with |X{| < |X;|. Finally, notice that X3 is, in
particular, a feedback vertex set of T'[V(Q2)] which contains the |C| disjoint triangles {f(c),c € C}
and that |C] < |X3|. To conclude, we consider the set X' = C'U X{. We have | X’'| < |X| < k and
as every triangle of T either intersects C' or is included in T[W U B], X’ is a feedback vertex set of
T.

Therefore, the two instances (T, k) and (T'[A], k) are equivalent. O

Now, using Lemma 24 instead of Lemma 21 in the proof of Lemma 23, we directly obtain the
analog of this latter one for FVST.

Lemma 25. Given a clean partial decomposition (W, B, C, BVt BV2) of local size f, where f(x) =

c(8)x® with ¢(8) = max(%, (%)ﬁ), R(W, B,C, BY1, BW2) either returns:
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o aset A C V(T) such that, if T" = T[A], then (T, k) and (T', k) are equivalent instances of
FVST and |V(T")| < cq - ¢(8) - k9, with co = 6534.

e or a partial decomposition (W', B',C', B'W1, B'W2) of local size f, where |W'| 4 |C'| < |[W|+
Cl.

Now, proof of Theorem 5 works the same than the kernelization process for TPT that is The-
orem 4. We start by computing a greedy localized pair (C°, WY). The set C° induces a packing
of triangles of T'. If there is more than k triangles in the packing, then 7" has no feedback vertex
set of size at most k. Otherwise, we consider the initial partial decomposition (Wp,d, Cy) of V(G).
Then, we exhaustively alternate a cleaning phase with an application of the rule R, until this last
one falls into the matching case. As in the proof of Theorem 4, using Lemma 25 an induction on
|W| 4+ |C| shows that this later case appears after a polynomial number of steps. Then we conclude
with Lemma 24.

8 Conclusion

In this paper we introduced the rainbow matching technique in order to derive kernelization algo-
rithms for the TRIANGLE-PACKING IN TOURNAMENT and FEEDBACK VERTEX SET IN TOURNA-

MENT problems and the INDUCED 2-PATH-PACKING and INDUCED 2-PATHS HITTING SET prob-
O(1)

lems. For the two first problems we derive kernels of k  Viesk vertices, while for the two last we
derive kernels of O(k) vertices. We stress that both kernels are producing equivalent instance that
are sub(di)graphs of the original input (di)graphs. An interesting project is to investigate for which
(di)graph packing or hitting set problems our technique can be used for the derivation of kernels
of (almost) linear number of vertices. The general frameworks that encompass all such problems
are the r-SET PACKING and the r-HITTING SET problems where, given a hypergraph H whose all
hyperedges have r vertices and a non-negative integer k, the questions respectively are wether H
contains k pairwise disjoint hyperedges and wether H contains a set of size at most k that intersects
all the hyperedges. In [3] and [4], Abu-Khzam proved that both problems admit kernels of O(k" 1)
vertices. Any improvement of any of this to a kernel of O(k"~1~¢) vertices, where the kernel is ob-
tained by only removing vertices, would imply equal size kernels for all packing problems or hitting
set problems where the structures that are packed or hitted may be modeled by the hyperedges of
the input of the r-SET PACKING or r-HITTING SET problems. It is an open challenge whether our
technique can be applied to these general settings.

Finally, we wish to mention that the questions of whether TRIANGLE-PACKING IN TOURNA-
MENT or FEEDBACK VERTEX SET IN TOURNAMENT admit a kernel of linear number of vertices
remain open problems.
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