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Abstract 

The main goal of product line engineering is to build complex system architecture at the best quality, cost, resource <Q,R,T> 

ratio. The return on investment in terms of <Q,R,T> assessment is however not trivial, as systems to build rise in complexity. 

Moreover, the perspective of system of systems engineering that set up both historic and new systems in capabilities, and the 

introduction of more and more autonomous systems in architectures makes the anticipation of return on investment impossible to 

achieve without computer assistance. The necessary tools to assess <Q,R,T> as precisely as possible also involve a wide exploration 

of possibilities in an ever-changing context. The absence of mechanical or multi physical aspects in SysML-based tools, either in 

its version 1.3 or 2.0, makes it inefficient in representing or simulating robotic systems or system of system engineering. This 

article explains the benefits of tackling a classic Multi-Objective Knapsack Problem (MOKP) to the UGV product line items 

selection using a seamless system architecting toolchain. The association of MBSE (Model-based System Engineering), OR 

(Operation Research) and MBD (Model Based design) that generated various designs is presented. Our results in system 

engineering in UGV presents a Pareto Front of trade-offs that can count as numerous possibilities that sole MBSE or separate MBD 

simulation could not have represented as the best in the sense of <Q,R,T>. The simultaneous variations in both hardware and 

mechanical design show was entirely automated using standard tools with no redesign. This shows that seamless automations 

should pave the future of system engineering tools. With Operation research and Systems engineering tackling methods, our model 

upscale to real systems will shape System-Driven Engineering that will require new skills in system validation and verification and 

simulation analytics. 

 

© 2023 The Authors. 
Keywords: System Driven Engineering, Operation research ;MBSE, CAD, MCMDKP 

 

1. Introduction 

Product line the context of system of system architecture design requires more and more complex tools and 

methods. The goals complexity, expressed as capabilities, are getting more complex [1] Defence systems are no 
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exception to this trend. The number of disciplines and their interactions as architecture trade-offs that are required to 

build an unmanned ground vehicle are a sample of complexity itself. If the systems act together as system of systems 

and this capability is the quality objective of the systems on the ground, a costs and development time are constraints 

to achieve the capabilities [2]. This article proposes a method to select a product line of robots that would fit system 

of system defence scenario.  

Selecting a toolchain to build an architecture is indeed an optimization problem in itself, as the precision and the 

efficiency of the method and tool can never be proven with respect to the system category involved. Worse, the state 

of the art in SysML v1.3 [3] and the perspectives offered by SysML v2.0 [4] only offers a bridge to mechanical 

constraints representations via parametric representations. As MBSE is mainly based on SysML v1.3 in literature [3], 

the MBSE approaches are not equipped with sufficient material to cover Systems Engineering process. Most 

requirements will be in that sense left aside from start to be dealt with later in “prototyping” validation. Yet those 

requirements, concerning for instance mechanical, electrical, dynamic automation or mandatory re-use of old parts or 

systems leads to costs and delays as much as other decisions regarding software, that could be covered by MBSE. 

Last, the toolchains in question lack of precision[5] because of redundancy, ambiguities or by human interoperability. 

While most common system engineering publications rely on MBSE and SysML 1.3 principles to provide 

pragmatic models [6] and to share high-level information, the inclusion of physical constraints are seldom expressed 

in system models. Furthermore, the processes exposed for MBPLE using variants at high level with Cameo Modeler 

[7] or ARCADIA/Capella [8] do not include automated connections that would take mechanical constraints impacts 

on system overall decisions. 

As a result, the consequences of design decisions taken on mechanical aspects of a system can seldom be included 

in decisions regarding software. The configuration management tools for MBSE and MBD are also often 

disconnected. System design and MBSE methods and tools have proven to be rather unprecise too [5], which means 

that the simulation of MBSE models has to be adapted to the systems by the system engineers rather than tool vendors. 

Hence the effort to use a tool in a company requires to maintain specific skills in order to keep model simulation 

active. Those skills, specific to both system knowledge and tool knowledge, are by definition rare and take time to 

train [9]. Furthermore, the training given by advisors from tool development company are seldom adapted to the needs 

of engineers. The systems engineering skills toolset [10] can be drawn as requirements and needs of system engineers. 

The costs and delays in product line engineering are influenced by those factors.  

In this article, we claim to sketch a seamless engineering process that creates a set-based vision to take the best 

architecting decisions in constrained time and resource using a mature mathematical field: optimization [11]. 

On the other hand, operations research offers means to use objectives and constraints in mathematical equations. 

It may offer what is lacking in automation to build a toolchain with computer assisted connections between multiple 

disciplines required to build systems of systems. The Product line core concepts influence the costs and delays of 

variant expression, those choices have to be the most valuable compromises between objectives while respecting the 

constraints. This article shows a method to operate the parallel between product line item selection and optimization 

problems.  

Some publications have started to tackle optimization problems to system of systems architecting such as [12] or 

[13] and make-or-buy trade study or safety assessment [14] and global system engineering models in aeronautics [15]. 

The growing interest for strong mathematical foundations for system engineering follows the trend of INCOSE vision 

2035 [16]. Following that trend, the present article claims the construction of a Knapsack problem [17] model that 

suits the complexity of defining the best <QRT> architectures for small robotic system of system deployment in a 

defensive context. We have selected a genetic algorithm [18] to create a Pareto Front of variants that will be the set-

based vision of our product line. 

2. State of the art 

a. System engineering product line definitions 

The ISO 15288 in its 2015 version 2015 [19] mentions product lines as architecture and design activities result. 

The product line contains a core architecture and variations. The objectives of a company are to ensure a minimal cost 

and delay strategy to achieve the best product as defined in capabilities. Therefore, organizing core architectures and 

low-cost variations between products is an option to rationalize the investments. In a theoretical world, harmonizing 

production and conception means in a holy grail for analytic thinkers. But the outcome and output of industrial 

investment does not hold long in an ever-changing context. The product itself has an influence on all contributing 

systems, and the methods to reach the product line core concepts cannot be assessed in an acceptable timeframe 

without computer assistance, as shown in [20]. The limits and constraints in real life are imposed by contractual 
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engagement, the inheritance of past projects with reuse of historical investments, which makes a set-based vision at 

first necessary to make the most resilient decisions.  

According to [7], the ARCADIA/Capella association offers variability and product line features associated with 

pure variant tools and a specific knowledge of systems to be built, with a 80% knowledge of core concepts. However, 

the lack of 3D representations in the tool makes it useless in considering the mechanical constraints on architecture. 

The absence of scheduling aspects of system engineering is also a problem. The return on investment (ROI) of MBSE 

on software tools [21] computation puts in perspective the major flaw of systems engineering representations : its 

efficiency. If the analogy with optimization is possible, then taking decisions over a short-term period does not 

necessarily serve the system scale objectives. The constraints brought by other domains are never represented in this 

ROI, and therefore cannot resist to major context changes such as the depletion of resources. 

 

b. Architecture Frameworks: a necessary and sufficient set of views 

To the best of our knowledge, seamless engineering flows tailored to a specific line of product is not a common 

publication trend. The seamless flow seems only to be interesting if the development of method is worth more than 

what is invested in automations [22]. The best quality automations are not always the best choices regarding costs and 

delays in engineering. The quality metrics for a product line are founded on income generated [23]. The down scaling 

from numerous vehicles to a small number of vehicles is not trivial, as the investment in process becomes less efficient, 

because the scale of consequences has to be shortened. 

The representations to guide product lines choices could be framed in architecture frameworks, such as NATO 

Architecture Framework (NAF) [24], but it lacks of validation principles [2] which means that there will be difficulties 

to design the model itself and to introduce automated variations in it. Furthermore, the system to be built does not 

necessarily require all representations. For example, Figure 2 presents a subset of views from the NAF 3.1 

constellation in Figure 1 that was necessary and sufficient to building [2]. But to the best of our knowledge, the 

necessary set of views to design is not standardized with respect to the category of product. Without a database of 

matching subset of views, the engineers are left to make choices in representations that will take their time without 

knowing whether the set of views is going to be useful to the project.  

To the best of our knowledge, physical constraints are not considered in sysML v1.3, SysML v2.0 or NAF 3.1 or 

NAF 4.0. The parametric studies are not automated with 3D models. Therefore, no strategic decisions on core concepts 

can be based on those system models, because only a part of the overall compromises are brought to light. 

 
Figure 1 : Constellation of interconnected NAF views  

 

Figure 2: Constellation of selected interconnected NAF 

views 

 
In this article, we will present only MBSE standard views that are included in Magic grid, because the subset 

presented in Figure 2 is included in Magic Grid. The extension to more pragmatic models using NAF views is ensured 

if the connection to the tool is set. The choice of using Magic Grid [25] is justified because of the costs of licences: if 

the subset of views necessary to solve a problem is present in a smaller cheaper framework, it should be used. 

 

c. Operation Research: problems of Knapsack and solver tools  

[23] and [24] exposes the current state of the art in operation research methods and tools. From those, there is an 

overview in particular of the knapsack problem, which illustrates a mathematical problem that anchors in real life 

situations [26] [27]. The Knapsack at glance in this article is the Multi-dimensional Multi-objective Knapsack depicted 

in equations (1)-(4), which is, again from [27], one of the hottest topic in operations research. To solve those proven 

strongly NP-Hard problems [28], an exact solution can be found if and only if all solutions are found. But in large 
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numbered instances, the exhaustive number of solutions would take thousands of years to be computed, which makes 

approximative solutions more efficient in a limited time. In the field of algorithms propositions, detailed in [29], a 

collection of non-dominated solutions with respect to objectives is defined as a Pareto Front. If our goal is to produce 

a set-based view of products, we will only highlight those in this article. 

Before introducing the mathematical model candidate to system architecture, here is a list of variables used and 

their pragmatic definition. 

- 𝑝𝑖𝑗  are the profits expected from the resolution of individual problems. The profits are expressed in 

terms of < Q,R,T>. 𝑝𝑖𝑗 is a vector as we are dealing with true multi-objective problem. 

- There are 𝑗 ∈ 1, … , 𝑛 items types in each knapsack, i.e. in each product line variant 

- There are 𝑖 ∈ 1, … , 𝑚 constraints to be applied to each knapsack type, all expressed in terms of 

<Q,R,T> 

- 𝑐𝑖 is a constraint 

- 𝑤𝑗  is the weight of an item 𝑥𝑖𝑗 ,  

- 𝑙 ≥ 2 is the number of objectives to solve. The objectives are prioritized from 1 to t and will be 

resolved in a Pareto Optimality 

- 𝑥𝑖𝑗  are the instances of item type j, 0 if the instance is activated and 1 if not. 

- 𝑋𝑗 are the list of item types in the concept of a knapsack. 

 

𝑚𝑎𝑥 (∑ 𝑝𝑗1
𝑛
𝑗=1 𝑋𝑗 , … , ∑ 𝑝𝑗𝑙

𝑛
𝑗=1 𝑋𝑗) (1)  

𝑠. 𝑡. ∑ 𝑤𝑗𝑥𝑖𝑗
𝑛
𝑗=1 ≤ 𝑐𝑖     (𝑖 = 1, … , 𝑚) (2)  

∑ 𝑥𝑖𝑗
𝑚
𝑖=1 ≤ 1    (𝑗 = 1, … , 𝑛) (3)  

𝑥𝑖𝑗 ∈ {0,1} 𝑎𝑛𝑑 𝑋_{𝑗}  ∈ {0,1}   (𝑖 = 1, … , 𝑚, 𝑗 = 1, … , 𝑛), . #(4) 

 

The Knapsack problem was first introduced in 1978, and numerous solutions are available to use in systems 

engineering. In this article, we use the NSGA-II algorithm [30] to solve our instance of the problem. The selection 

criteria of an algorithm from the state of the art [29] was the resolution time on large instances of problems. 

If the number of constraints i is higher than the number of variables j, then the system problem will be considered 

hyperstatic, which could be strong grounding for constraints re negotiation in a system context. The equations can be 

questioned also in a changing context, with the priorities of the objectives, and modifications of constraint expressions.   

d. System Category: small sized robotic defensive system of systems 

The inclusion of robotic systems in battlefields in the future will imply to model the robots. Our works have 

generated some objectives related to the capabilities identified for the robots, and some constraints from the software, 

mechanical, electrical power. The mathematical foundations from equations (1) to (4) ensure that the addition of 

objectives or constraints from our example will only be adding computation time, with little costs. As long as the  

As state of the art about small size robots is consequent, we managed to select one that appears in many 

publications to put to test in a “mule” mission: the robot will have the mission to follow humans, at walking speed, 

around the campus for 3h. Some examples of our testing scenario have been deployed in [31]. 

The system category of UGV will be detailed below : some of its multiphysical aspects are modeled using 

equations (5) to (15). The Goal of our model is to enhance the <Q,R,T> of a future robot of the same category. For 

synthetic redaction purpose, we focused on introducing variations in the wheel design, and built a model to link it to 

its system scale performance, including the impacts on the MBSE model. 

 
Figure 3: View of the UGV system at glance 

 
 Figure 4: Wheel torque decomposition 

From previous experiments with the robot, we had strong incentive to adapt the robot to the expected capabilities 

that inspired the V&V in [32]. The conclusions led us to the idea of adapting the wheels to fit better a surveillance 

mission in the campus. The worst-case scenario for our available engine would be an acceleration up a maximum 

slope θ of 30°.  



 Lorraine Brisacier-Porchon, Omar Hammami 5 

Equations (5) and (6) express the force vectors 

decomposition illustrated in Figure 4: 

 

𝑚𝑔𝑥 = 𝑚𝑔 × 𝑠𝑖𝑛(θ) (5) 
𝑚𝑔𝑦 = 𝑚𝑔 × 𝑐𝑜𝑠(θ) (6) 

The friction between the wheel and surface can be 

modelled as f. The torque T is defined in equation 

related to f (7): 

𝑇 = 𝑓 × 𝑅 (7) 

Figure 5 illustrates the Torque and friction f in the 

worst-case scenario, where the acceleration a is not null. 

Equation (8) expresses the acceleration in the x axis, 

balancing forces on x axis. 

∑ 𝐹𝑥 = 𝑀 × 𝑎 = 𝑓 − 𝑚 × 𝑔𝑥 (8) 

𝑀 × 𝑎 = 𝑇/𝑅 − 𝑀 × 𝑔 × 𝑠𝑖𝑛(θ) (9) 

𝑇 = 𝑅 × 𝑀 × (𝑎 + 𝑔 × 𝑠𝑖𝑛(θ)) (10) 

The Torque value in (10) is the expression we 

modelled for one wheel. In (11), we add N as the number 

of wheels, which divides the torque required for the 

system: 

𝑇 =
(𝑎 + 𝑔 × 𝑠𝑖𝑛(θ)) × 𝑀 × 𝑅

𝑁
(11) 

The next equations (12) to (15) add the electrical 

power that will define the category of the system. The 

equations below will help sizing the capacity c of the 

battery: 

𝑃 = 𝑇 × ω (12) 

Where ω is the angular velocity specified by the 

builder of the robot and P is the power required from the 

engine. 

𝑃 = 𝐼 × 𝑉 (13) 

V is the supply voltage of the system, and I is the 

maximal admissible current from vendor specifications. 
𝐼 =

𝑇 × ω

𝑉
(14) 

𝑐 = 𝐼 × 𝑡 (15) 

This capacity is obtained per motor. The example Husky has two motors, so this required capacity has to be 

doubled. 

e. Quality metrics on our design flow for engineering 

An architecture can be evaluated in terms of appropriate <Q,R,T> assessment, with Q referring to the rate of 

capability realization up to its limits, R to the resources found to make the best Quality in terms of costs, and T the 

time scheduled to realize the concepts as defined in [19]. The evaluation of a method and tool to realize an architecture 

and evaluate its performances has to be evaluated as well. Our previous works lead us to build [5] a framework to 

evaluate methods and tools. We use it to criticize the TUMA flow. Five criteria have been selected to make an 

evaluation, that can be applied to evaluate any advantages and drawbacks of a method and tool in relation with a 

system. 

1.  precision, which is related to the correlation between method and model. The more automated and 

simulated the workflow, the more precise the flow gets. 

2. ease of use, which is related to the adoption of the toolchain. The presence of help, community or 

anything that will make the toolchain affordable and quick to apply. 

3. efficiency, which takes the coverage of the method and tool compared to what is needed to achieve 

the capability of engineering the system, related to the notions of system-driven engineering (SDE). 

4. interoperability, which considers the continuity of the engineering flow with other tools and 

methods. 

5. re-usability, which considers if the tool and method can be reused, or if the artefacts left by the 

method and tool can be reused in other programs at minimal costs. 

All criteria are guides to place the toolchain in a more general mapping and will serve the enterprise architecture 

model. 

3. Experiment – proposition of the TUMA flow in engineering a line of product of the UGV 

category 

In this article, we claim the initiative of tackling Knapsack problem to solve a robot product line architecture. The 

core features will be decided on what are the constraints and objectives of a mobile robot. The design for the robot 

should be issued from its category in terms of capabilities, modelled using objectives, and constaints. The design 

method will be to pick the most different options in a space of possibilities. The design space as defined in [33] is the 

space of possibilities offered in solving the model below in a constrained time. 
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The engineering flow around the variables, domains and constraints are interconnected. The views proposed are 

vehicles to the information that flows through the engineering process. The problem is decomposed in two 

automatically linked workflows, using ModelCenter tool in version 15.3[34], Catia v5[35] and Cameo Modeler v 

19[36]. 

a. The TUMA flow overall principles 

We introduce in this article a seamless engineering flow called TUMA that produces comparable architectures in 

terms of <Q,R,T> objectives. The first steps 1 to 4 of this flow are composed of electronical benchmarking and 

simulation: the contribution of software and hardware of systems are defined first in the architecture. Then a second 

simulation is operated from the architecture sketches selected in the first part of the flow: this happens through step 5. 

The simulations in step 5 happen using model-based design (MBD) models such as 3D model generation or physical 

evaluation. Note that both Step 4 and step 5 contain a knapsack model, so equations (1)-(4) are implemented in both 

simulations with different objectives. 

 
Figure 5: TUMA flow, an instance of SDE for UGV category engineering 

In this article, we focus on step 5 presented in Figure 5. The data sets that were input in our method was previously 

selected from a Pareto-optimal architecture that were the best <Q,R,T> compromises on MBSE considerations. The 

steps 1 to 4 are related to the diversity of options in trade-off analytics that are exposed for example using Model-

identity Card (MIC) based search [37], in the same spirit as [38]. In that way, all 𝑋𝑗 from equation (1) are already set-

up, and only variability in 𝑥𝑖𝑗  from equation (4) have to be explored in step 5. 

b. Variables and their domain 

The system product line configurations are variables. The common core of the product line will be a consequence 

of the identification of all variants of the product line. 

The systems UGV main features and variations are inspired from the category and the context in which the 

product line shall be designed: some <Q, R, T> competitive systems that would replace the Husky on  

Figure 3, and that would together achieve different purposes. The robot category – an electrically powered 

architecture and size with the UGV engine- is not questioned in our works. The presented works can be extended to 

other features in another project context. 

Hence the variables of the system are defined in:  
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1. 𝑋1: Batteries. Domain of 

𝑥𝑖1: {Battery1,…,Battery10} 

2. 𝑋2: Wheel radius. Domain of 𝑥𝑖2:  [100,165] 

mm 

3. 𝑋3: Wheel thickness. Domain of 𝑥𝑖3:  [10,20] 

cm 

4. 𝑋4: Tyre types. Domain of 𝑥𝑖4:  {Type 1, type 

2, type3, Type4} 

5. 𝑋5: Chassis type. Domain of 𝑥𝑖5:  {Light, 

heavy} 

6. 𝑋6: Processor boards. Domain of 𝑥𝑖6:  
{Processor1,…,Processor10} 

7. 𝑋7: Camera types. Domain of 

𝑥𝑖7: {Camera1,…,Camera10} 

8. 𝑋8: LIDAR types. Domain of 𝑥𝑖8:  
{LIDAR1,…,LIDAR10} 

9. 𝑋9: GPS types. Domain of 𝑥𝑖9:  
{GPS1,…,GPS10} 

 

  

Figure 6: wheel models in thickness 𝑥𝑖3  and radius 𝑥𝑖2  
for our UGV product line variations : from original (left) to 

thinnest wheels (right) 

 

  

Figure 6 represents possible architectures that were generated by our toolchain. The views of model variations 

were generated and evaluated at the same time. In that way, there is no ambiguities between assessment in an 

architecture and its concepts model. The engineering flow presented here from MBSE to MBD is based on standard 

tools, and required no adaptation. 

c. Constraints 

The limits imposed by SysML usage are related to the lack of physical expressions. The inclusions of 3D views 

associated automatically with a concept will delete the ambiguities that reside in redundancy caused by manual input 

in either one model or the other. Decisions in one domain, in our case 3D or MBSE, may have an impact on each 

other. The proposed method will both reduce unseen ambiguities, because it proposes automated representations of 

decisions in correlated views, and reduce obvious ambiguities with a mathematically founded way to take decisions 

over them in the sense of constraints of all domains considered, and not only in one. The constraints of our systems 

take the form of mechanical equations (5)-(15), and the impact of variability in the mechanical design over MBSE 

model is exposed. 

The considered constraints were related to some selected system requirements, adding of deleting constraints 

would only modify the results but the method will remain. The requirement considered were:  

 
The environment in which those requirements is considered slope theta of maximum 30°, dry environment, and 

concrete soil. The overall performance will be validated in fine if the system reaches 3h of speed over 1m/s (walking 

speed) under those conditions. The conditions of testing and simulation are not discussed in this paper. 

The UGV is complex, and as in a Knapsack problem definition, the problem of line of products will be considered 

as NP-Hard. The complexity of multidimensional representations and performance assessment promises to help in all 

fields (including safety, security, testability). The models created from the optimisation model will represent the core 

concepts and variabilities. The representations of the system in Figure 7 illustrates an architecture for UGV system 

category. In that way, constraints of MBSE related to the hardware and software architecture can be considered in 

optimization. The results will produce a set of architectures from which the best compromises can be highlighted to 

build prototypes for the product lines. 
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 Figure 7: Husky Block Definition Diagram (BDD) in White Box / NSV-1 

view 

 

 

 Figure 8: ModelCenter v15.3 model of 

UGV 

 

The model can be divided in 4 nodes, in which the constraints and objectives are expressed.  

 Figure 8 expresses our engineering problem for UGV in a classical optimization flow in ModelCenter 15.3. In this 

model,  

- the node Script is the expressions of domains and variables that are at stake, matching the domains 

of 𝑋𝑗.  

- The Catia node has the constraints expressed in equations (5)-(15), in input the details 𝑥𝑖𝑗  that are 

required and outputs the evaluation of Husky diff_force, speed, total_mass and wheels_distance.  
The node Script1 takes in input both CATIA outputs and more constraints illustrated in  

-  Figure 7 about the system electrical performance to reach the objective of 3h in the described 

conditions and is linked to the MBSE and requirement model. The requirements that are validated here are 

depicted in part 2.  

- in node Optimization, there are 𝑙 =  3 prioritized objectives in terms of speed (k=1), force (k=2) 

for payload (k=3) and mass in the scenario presented in section 2. 

4. Results 

The simulation scenario first started with wheel shapes evaluations, in order to reduce the weight of the system 

and to gain speed. The goal was to reach our capability of uninterrupted 3h of walking speed with usage of 5 to 6 

electronical devices including a LIDAR that draws power while in motion, and to be able to do so in the worst-case 

environment depicted in section 2. 

We used NSGA-II algorithm in order to have a rapid and satisfying convergence to an approximative result as 

reviewed in [18], because architecting time is itself time constrained. The presented engineering flow has the 

advantage to use tools off-the-shelf: all mathematical algorithms are already implemented in ModelCenter, and if the 

algorithm were not satisfying, the state of the art is available in the tool.  

The input data of this step, all 𝑤𝑗  of TUMA, was imported from system component datasheet exploration. The 

exploration of component datasheet can be criticized, as described in our previous works [31]. Still, the data imported 

was selected from available information about components, either declared or tested.  

The results are checked back  

The design space that was under test was small compared to the complexity for a product line of UGVs. We let the 

computer generate 48 configurations variants overnight (24h) with 1000 items 𝑥𝑖𝑗  population. The most time-

consuming evaluation was the creation of a variation in Catia node (approximately 15s for each). Then the creation of 

the MBSE evaluation view (approximately 10s). If we add to that time the unquantifiable uncertainty of our test 

computer (5s) for each evaluation, all the possibilities could have taken 48000 × (15 + 10 + 5)𝑠 =
1,44. 106𝑠𝑒𝑐𝑜𝑛𝑑𝑠, be 400 hours of computation, which we did not have. 

These results are based on 2 function objectives: mass minimization and speed maximization in the case depicted 

in section 2b. The solutions found are illustrated in  

Figure 9. We can identify the feasible, infeasible configurations and a Pareto Front of non-dominated solutions. 
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Figure 9: set based architectures for speed vs mass 

 
Figure 10: Design #8499 from pareto Front 

The final assessment of the system engineering will be pronounced with the verification of client requirements. 

Validation with requirements and margins. The product line generation will be selected from a set-based view of 

pareto-optimal solutions, which is a success in our bi-objective evaluation. The proof of concept here is a stepping 

stone to dig deeper in this analysis, because it has created numerous possibilities for the product line decisions in less 

than 24h, while using CAD and MBSE without automation, two or three possibilities would have come forth without 

proof that they are non-dominated or consistent with each other. 

5. Outlook 

The TUMA flow is an instance of System-Driven Engineering principles illustrated in Figure 5. Our further works 

will be to explore the possibilities offered by System-driven engineering, of which the TUMA Flow is an instance. 

The tailored subset of views and the mathematical models for UGVs in this article can be questioned: we could add 

an articulation with scheduling problems and we could work on definition of the adequate set of views with respect to 

the system category, but we claim that using TUMA flow was precise and efficient in the sense of the COFRA depicted 

in section 2c by design.  

The multiplication of instances of SDE principles will open a new set of engineering skills. The architecture and 

design of product lines can be in that way seen as a sequence of decisions on contradictory objectives. The best designs 

will therefore be the Pareto-optimal compromises. The representativity of simulation results using all required aspects 

of engineering decisions has to be clear. These results should be an incentive for tool vendors to force the native links 

and interoperability between MBSE, CAD and simulation. The lack of consistency between those tools make them 

hard to access, and reduces both their efficiency and their precision as a toolchain, in the case that manual input or 

output will most certainly cause ambiguities. The time and costs associated with tools ambiguities are always higher 

than those observed coming from simple textual ambiguities, because the problem of making multi physical 

architecting decisions is not solved. 

In our case, the previous design has imposed constraints and requirements that led to hypothesis in constraints and 

objectives. The process in this article is valid for re-engineering of systems. The extension to creating entirely new 

architectures can be included in a learning loop designed in a return arrow in Figure 5 from STEP5 back to STEP3, 

but will require new skills. The addition of objectives and constraints will also add time to the simulation process. The 

combination of algorithm manipulation skills and analytics to read the results views in all architecture frameworks, 

systems engineering and MBD is still too rare to make our propositions popular. The association of systems 

engineering and operations research knowledge might be vital to ensure system engineering vision for 2035[16]. 

6. Conclusions 

System architecture multi-disciplinary decisions should never be taken discipline by discipline, but rather as a line 

of product sequence of actions. The aspects of scheduling related to this engineering problems are not highlighted 

here, but their inclusion in a mathematical operation research problem does not challenge the analogy. The concept of 

tackling optimization model to System engineering for product lines architecting activities holds through our example, 

and should be tested on other products to achieve a database of appropriate mathematical models with respect to 

system category.  

Future work in full agreement with one reviewer suggestion includes “optimize the optimization” by re-injecting 

real data from the developed and fielded system (eg: reliability data) and compare it to the MBSE model. There is a 

huge avenue of research and opportunities for the SE community. From a mathematical point of view, this paper opens 

directly accessible decades of results on the large portfolio of knapsack problem and its numerous variants. A 

forthcoming paper will tap in MCMDKP version of knapsack for large scale system of system optimization problems. 
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