N

N

Multi-Objective Optimization of an Industrial Isoprene
Production Unit by Using Genetic Algorithm Approach
Rita M. B. Alves, Claudio A. O. Nascimento, Luiz V. Loureiro, Pascal

Floquet, Xavier Joulia

» To cite this version:

Rita M. B. Alves, Claudio A. O. Nascimento, Luiz V. Loureiro, Pascal Floquet, Xavier Joulia. Multi-
Objective Optimization of an Industrial Isoprene Production Unit by Using Genetic Algorithm Ap-
proach. 15th European Symposium on Computer-Aided Process Engineering ESCAPE-15, May 2005,
Barcelona, Spain. pp.211-216. hal-04041017

HAL Id: hal-04041017
https://hal.science/hal-04041017
Submitted on 22 Mar 2023

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est

archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-04041017
https://hal.archives-ouvertes.fr

M ulti-Objective Optimization of an Industrial 1soprene
Production Unit by Using Genetic Algorithm Approach

Rita M. B. Alve§*, Claudio A. O. NascimentoLuiz V. Loureird, Pascal Floqu&t
Xavier Joulid
3CESQ - Centro de Engenharia de Sistemas Quimicos
Department of Chemical Engineering, Polytechnicd®thUniversity of Sdo Paulo
Av. Prof. Luciano Gualberto, n. 380, trav. 3, 08800, S&o Paulo - SP, Brazil
Telephone number: + 55 11 3818-2237; Fax numbBE 31 3813-2380
E-mail: rita@Iscp.pqi.ep.usp.boller@usp.br
PLGC-Chemical Engineering Laboratory - UMR CNRS/INPS 5503 - ENSIACET
118 route de Narbonne 31077 Toulouse Cedex 4, €ranc
Telephone number: + 33 5 62885830; Fax humber: 5 83385600

E-mail: Pascal.Floquet@ensiacet Xavier.Joulia@ensiacet.fr

Abstract

The present work deals with the multi-objectiveimjation of an industrial Isoprene
production unit by using Genetic Algorithm (GA). &tchemical process consists
basically of a dimerization reactor and a sepanatidumn train. The GA-search was
chosen as an optimization tool because of theicessful application in many
industrial optimization problems (Alves et al., 20Qaquerbe et al., 2001; Pibouleau
et al., 1999). Then, the aim of this paper isreEspnt and discuss the applicability of a
GA as an alternative procedure for a multi-objestptimization of an industrial
process that may be difficult to handle by cladsicethods. In this case the
optimization of the entire plant involves 21 val&dhto be optimized. So, in order to
decrease the dimensionality of the problem, théallonodel was divided into three
sections and each one was optimized separatelgeouentially, by using the optimal
conditions from previous optimization section prdaee. For this, a multi-objective
genetic algorithm (MOGA) based on a Pareto sor) (PScedure was implemented to
manage this specific problem.
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1. Introduction

When an optimization problem involves multiple altjee functions, case of the most
real-world search and optimization problems, thek taf finding one or more optimum
solutions is known as multi-objective optimizatidn.this way, different solutions may
produce conflicting scenarios among different otij@s. A solution that is extreme
with respect to one objective requires a comproririsethers objectives (Deb, 2002).
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Thus, in problems with more than one conflictingeshives, there is no single optimum
solution, but it exists a number of solutions thed all optimal and it is not simple to
judge one set of optimal solutions better than athyer. Then, it is necessary to
introduce some further, non-technical and/or gqatlié information and personal
experience. From this way, it is possible, in a tibjective optimization, to find
multiple sets of optimal solutions by consideritigttae important objectives and, after,
by using additional information, to choose one 8otuamong all solutions obtained
(Deb, 2002).

To find multiple optimal solutions in one singlemailation run makes Evolutionary
Algorithm (EA) an important tool to solve multi-@gtive optimization problems and
for this reason, over the last decade, geneticridhgos (GAs) have been extensively
used as search and optimization tools in variowsblpm domains, including the
sciences, commerce and engineering. The primaigorsafor their success are their
broad applicability, ease using and global perspe¢Goldberg, 1989). Moreover, GAs
may find a solution near the global optimum withé@sonable time and computational
costs. For this, the aim of this paper is to presed discuss the applicability of a multi
objective genetic algorithm (MOGA) based on Parsta (PS) for a multi-objective
optimization of an industrial process that may bfficdlt to handle by classical
methods and for which formal objective functions cat be applied.

2. Implementation of a Genetic Algorithm for Process Optimization

The scheme of optimization is shown in the Figurdnlthis work, a real-parameter
coded genetic algorithm was used, so a chromosame vector of floating point
numbers whose size is kept the same as the lefhgile @ector, which is the solution to
the problem. Random generation was the procedumsechto create the initial
population. This strategy guarantees a populatida & vary enough to explore the
entire range of the search space. The feasibifigach individual of this population is
evaluated in order to verify constraint violatiortsefore being integrated into the
population to be used in the MOGA procedure. Thipytation is then called feasible
population. A neural network model (Alves, 2003yvéd et Nascimento, 2004) was
previously developed in order to model and simullageprocess. This work was used as
reference for this study and the built model is é¢fhaluation function used to represent
the system.

Once a population of solutions is created, it isessary to evaluate the solution in the
context of the underlying objective functions anfitteess value or domination value is
assigned to each individual. In other words, giagparticular chromosome, a solution,
the fitness function returns a single numericaheis, which is supposed to be
proportional to the utility or adaptation of theld@mn. In this case, the Pareto
domination conception was used in order to defina way that a solutiom s said to
dominate the other solution, XDeb, 2002). Thus the feasible objective spaceatas
Pareto- optimal solutions (the non-dominated sed) ron-Pareto optimal solutions (the
dominated set). Then, it is clear that in multiesdtjve optimization, the task is to find
as many Pareto-optimal solutions as possible inrablpm. In this work it was
implemented the sorting procedure as proposed tssétseuf (2000).
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Figure 1. Scheme of Optimization Procedure

Once the best individuals, i.e., the non-dominatet] are determined, it is possible to
apply the genetic operators: crossover and mutatBut before carrying out these
operators, in this work, it was proposed to keeps¢hbest individuals from one
generation to the next without being modified bg tienetic operators. Then crossover
operator was then used to create two new individiml swapping all characters
between two parents chromosomes positions. Frasnthy, it was possible to diversify
the population of the new generation. This proceduas repeated until the number of
new and different individuals created achievesdize of the initial population. It is
expected the new solutions or individuals generbiedrossover operator will be better
than both of the original individuals or parent$teA the mutation operator was applied
on the new population. Mutation is the occasiomadom alteration of the value of a
chromosome position (gene) that prevents the pramatonvergence of GA to sub
optimal solutions and ensures that the probabiftyeaching any point in the search
space is never zero (Herrera et al., 1998). Theatiout rate used was 1%. Finally, the
stop criterion assigns the end of the procedure. crlierion considered in this study is
that all individuals of one generation will be ndominated in the Pareto Sort
procedure.

3. Optimization of |soprene Production Unit

The system studied is the Isoprene Production tioin BRASKEM, the largest

Brazilian petrochemical plant. An extractive distilon process is used to perform the
isoprene production. The process of isoprene ptamiucan be basically divided into
three sections: feed preparation, extractive Histhh and solvent recovery and
fractionating. Figure 2 shows schematically thiogass. The Isoprene industrial
process is a complex process, and it is not eabg teolved by commercial simulators
mainly due to the lack of thermodynamics propertieseural network approach has



been previously developed in order to model thikigtrial process from historical data
(Alves, 2003; Alves and Nascimento, 2004).

COL-02 COL-07 COL-06 COL-08

»

S— | SULPHUR | RAFINATE
"1 REMOVAL

COL-03/04 COoL-05 < : . )

4
.
:> ISOPRENE
PIPERYLENH
> >
coL-12 v
:> CcoL-10 CoL-09

ﬁ rcs DCPD V:

| Feed Preparation Sectiod | Extractive Distillation and Solvent Recovery Sentio | | Fractionating Section

»ud ‘
ri‘

2y

Figure 2. Isoprene Unit

The main objective of this work is to establishim@l operational conditions in order to
obtain higher production of Isoprene within of tlkeecifications defined by the
costumers. The constraints of quality and safeguired by the process and the
variables to be optimized are shown in Table 1. tA# units of the variables are
arbitrary. The optimization of the entire plant aiwes 21 variables to be optimized.
Then the global model was divided into parts ineortb decrease the problem of
dimensionality. Each part of the model was optiizeparately, but sequentially using
the optimal conditions from the previous optimiratiprocedure, and of course this
procedure do not assure to achieve the global aptioonditions. The division
corresponds to the following sections: 1- Feed &natjon; 2- Extractive Distillation
and Solvent Recovery; 3- Fractionating. The optineles generated at each step of
the optimization procedure were used as input ftatéhe next step. Using the multi-
objective genetic algorithm developed carried & obptimization procedure at each
step. The choice of the constraints shown in tHaeTa has the following objectives: a)
to specify the composition of CPD and 2M2B at tkeedr Preparation Section in order
to guarantee the specification of the final produmtto concentrate IP at the Feed
Preparation Section in order to feed the Extradiistillation Section as required; c) to
specify the temperature of the bottom of the Degr@imer Column in order to avoid
degradation of DCPD; d) to specify the compositimih2-Butine and CPD at the
distillate of the Second Extractive Distillation IGmn in order to guarantee the
specification of the final product and; e) to sfethe composition of Water at the top
of the First Column of Solvent Recovery. The cont@#nNater in the solvent circuit is a
critical point of this unit. Depending of the maobjective to be achieved, others
constraints could be considered.



Notation Variable Description

Independent Variables

x1(1) Feed Flow of the Unit
x1(4) Feed Temperature of the Reactor
x2(5) Reflux Flow of the COL-01
x2(6) Vapor Flow for the Reboiler of the COL-01
x3(2) Reflux Flow of the COL-12
x3(4) Vapor Flow for the Reboiler of the COL-12
x4(6) Reflux Flow of the COL-02
x4(5) Solvent Flow for the COL-02
x4(7) Vapor Flow for the Reboiler of the COL-02
x5(5) Solvent Flow of the COL-03
Xx5(6) Reflux Flow of the COL-03
x5(7) Vapor Flow for the Reboiler of the COL-03
X7(5) Water Flow for the COL-07
X7(6) Water Flow for the COL-06
x8(3) Reflux Flow of the COL-10
x8(4) Vapor Flow for the Reboiler of the COL-10
x9(3) Reflux Flow of the COL-08
x9(4) Solvent Flow for the Reboiler of the COL-08
x9(5) Solvent Inlet Temperature - Reboiler of the GO&.
x9(6) Solvent Outlet Temperature - Reboiler of thelOTB
x10(3) Reflux Flow of the COL-09
Constraints
x1(3)-y1(2) Composition of CPD at R-01 Outlet <4
x1(2)-y1(1) IP Loss at R-01 <4
y2(2) Composition of IP at the distillate of the COIL >23
y2(3) Composition of CPD at the distillate of the GO1 <4
y2(4) Composition o of 2M2B at the distillate ot tB©L-01 <2
y3(4) Bottom Temperature - COL-12 <120
y5(2) Composition of Butine-2 at the distillate bEtCOL-03 <2
y5(3) Composition of CPD at the distillate of the GO3 <2
y8(3) Composition of H20 at the distillate of the CA0 <23

Table 1. Variables and Constraints for the Process Optimization.

4. Results and Discussion

The first step is to create randomly an initial plagpion of the variables of the feed
preparation section. The purpose is to find theratpmal conditions, lowest reflux
flow, lowest reboiler steam flow and lowest feeohperature, which could minimize the
energy costs, i.e., conditions that lead to a lespensive operation. Low feed
temperature is also important because it avoidsedaation reactions. Only the
solutions, which satisfy some operational condgiane accepted. These conditions are
CPD outlet concentration and IP loss from the @at®, CPD and 2M2B (2-Methyl-2-
Butene) concentrations in the overhead product ftbendistillation column and the
temperature of the bottom of the depentanizer coluhhe final population of this first
step of the optimization procedure is then considenput data for the next section
optimization procedure, i.e., the extractive datibn and recovery solvent sections. For
this second step, only the variables that do notecrom the first section are generated
randomly and optimized following the same procedpreviously described. The
requested process conditions are the lowest rdlibux the lowest reboiler steam flow
and the lowest temperatures. They are acceptedrder do find the operational
conditions that lead to less operational costsess lenergy consumption. Once more
time, the final population or optimal solutions thie second step of the optimization
procedure is considered input for the third segtian the fractionating section. In this
case the operational conditions that lead to lgssradional costs or less energy
consumption are the lowest reflux flow, the lowesboiler steam and the lowest
temperatures. Following this procedure, each setopfimal conditions (final
population) from the previous step provided a netwo$ optimal conditions for the next
optimization step.

As an example of the optimization result, it is §ibke to compare some operational
conditions and optimal conditions obtained for wegi condition of feed. It is possible



to obtain a reduction of 32% in the reflux flow aP@,5% in the reboiler steam at the
Col-01. It is possible also a reduction of 11,5%8% in the solvent flow and 20% -
50% in the reflux flow at the Col-02.

5. Conclusion

GAs have had a great success in search and optionizaroblems. The reason is their
ability to exploit the information accumulated abamn initial unknown search space in
order to bias subsequent searches into useful aobspi.e., their adaptation. This is
particularly useful in large, discontinuous, compl@nd poorly understood search
spaces, where classical search tools are inappteproffering a valid approach to
problems requiring efficient and effective sear@thniques. GAs can solve hard
problems quickly and reliable and they are easyterface to existing simulations and
models. GAs do not guarantee to find the globainoptn solution to problem, but they
are generally good at finding acceptably good smhgtnear the global optimum within
reasonable time and computational costs.

The case study presented shows of success theapfily of a genetic algorithm as an
alternative procedure for a multi-objective optiation of industrial process that may
be difficult to hand by classical methods.
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