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Effective management of the liquid water and heat produced in Proton Exchange Membrane Fuel Cell
(PEMFC) is necessary to increase both its performance and durability. In previous works, a pseudo-3D
physic-based model of heat and water transport in fuel cells was developed and has been validated
against experimental temperature and current density data. In this study, liquid water measurement
obtained from neutron imaging tests is compared with numerical results. The model is able to predict
qualitatively the presence of liquid water with a good accuracy taking into account the real Bipolar
Plate (BP) design. Based on the reliability of the predictions at this first order in-plane space scale, the
model has been used to compute the thickness of liquid water through the plane of the cell, in the dif-
ferent components of the stack, Gas Channel (GC) or Gas Diffusion Electrode (GDE). Our two-phase flow
formulation has also been compared to more classical phase-separated two-phase flow model. A good
accordance is observed for low saturations. The good agreement between predictions and measurement
results supports the capability of our model to be employed in predictive control strategies or to design
innovative Bipolar Plate (BP) at lower cost compared to experimental tests.

� 2019 Elsevier Ltd. All rights reserved.
1. Introduction

The Proton Exchange Membrane Fuel Cell (PEMFC) is a promis-
ing candidate for clean and efficient energy conversion in many
applications, either stationary or transportation [1]. Of the many
barriers, cost and durability, namely 30 $ kW�1 and 5000 h as tar-
geted by the US Department of Energy (DOE) for 2020 [1], repre-
sent two of the most significant challenges to achieving clean,
reliable and cost-effective fuel cell systems. Effective management
of the liquid water and heat produced in PEM fuel cells remains
crucial to increase both its performance and durability. Ineffective
water and heat management can lead either to liquid-phase water
blockage and mass-transport-limited performance or to decreased
proton conductivity because of dehumidification of the ionomer
[2,3]. Furthermore, high liquid water content and high temperature
are believed to increase several degradation mechanisms [4].

The study of the combined effects of the heat transfer and water
transport is necessary at a component scale in different key areas
as gas inlet/outlet, called « local scale » in the next sections, but also
at the cell level. Indeed, in an industrial fuel cell stack, the thermal
and water distribution heterogeneities are greater than in labora-
tory single cells. The heterogeneities are particularly exacerbated
due to the size of the system and are directly related to the design
of the cooling circuit [5].

As regards modeling, many computational heat and water
transport PEMFC complex models have been developed during
the last years due to an ever higher computing power in order to
obtain accurate results. Many researches were conducted to design
PEMFC models at different scales, from one-dimensional to three-
dimensional, from one single component to entire cell. Further-
more, due to complex and coupled physical phenomena within a
fuel cell, computation models adopt different approaches such as
the governing equations, the number of considered layers, or the
boundary conditions.

Commercial models including fuel cell module have been devel-
oped these last years. Star CD� was the first CFD software to imple-
ment a fuel cell module. ANSYS Fluent�, ANSYS CFX�, AVL FIRE�

and COMSOL Multiphysics� are the most commonly CFD software
including fuel cell module. Recently, Kone et al. [6] has reviewed
the main multiphase fuel cell models and commercial softwares
used for PEM fuel cell model simulation. Fink and Fouquet [5]
developed a 3D model using the AVL FIRE� fuel cell module. They
identified some shortcomings, especially in the membrane trans-
port model. As a result, researchers commonly develop their own
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Nomenclature

Acronyms
BP Bipolar Plate
DOE Department of Energy
CL Catalyst Layer
CW Cooling Water
GC Gas Channel
GDE Gas Diffusion Electrode (GDL + MPL + CL)
GDL Gas Diffusion Layer
MEA Membrane Electrode Assembly
MPL Micro-Porous Layer
NCNR NIST Center for Neutron Research
NI Neutron Imaging
NIST National Institute of Standards and Technology
PEM Proton Exchange Membrane
PEMFC Proton Exchange Membrane Fuel Cell
RH Relative Humidity

Prefix
a anode
c cathode

Subscripts
i specie
sat saturation value
H2O water
O2 oxygen
H2 hydrogen
G gas
L liquid
vap vapor
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model. Many reviews [7–15] established the state-of-the-art of
computational modeling in PEM fuel cells this last years and dis-
cussed the models strengths and weaknesses.

According to the evolution and the current status of PEMFC
models, there is a need of multiphase flow models in order to
understand the water management in PEM fuel cells, avoiding
invasive and expensive experiments [16], which are limited in res-
olution terms. Indeed, the performance and the degradations in a
PEMFC are intrinsically linked to the local temperature and humid-
ity [4,17] and consequently to the rate of water phase change.
Among the first research publications with respect to multiphase
modelling were Wang and Cheng [18]. Based on the multiphase
mixture theory, Zhuge et al. [19] developed a three-dimensional
gas/liquid two-phase flow model applied to a part region of the
fuel cell. Results showed that the liquid water distribution is
mostly in the cathode, and predicted cell performance decreases
quickly at high current density due to the obstruction of liquid
water to oxygen diffusion. Siegel [20] introduced a two-
dimensional model inside the Gas Diffusion Layer (GDL) and
demonstrated that the fluid temperature is overestimated by
one-phase models if there is phase change. With a two-
dimensional multicomponent mixture model in a porous cathode
adjacent to a flow channel, Wang et al. [21] studied a threshold
current density corresponding to first appearance of liquid water
in order to evaluate the water distribution and transport at the
membrane/cathode interface. A 2-D multicomponent transport
model was developed by He et al. [22] to investigate the effects
of the gas and liquid flow on the cathode performance. Phase
change was also discussed by Wang et al. [23] and Basu et al.
[24]. Anderson et al. [25] published a review of cell-scale multi-
phase flow modeling, including water management with a focus
on phase-change and transport processes. More recently, Bednarek
and Tsotridis [26] presented the possible limitations and difficul-
ties associated with PEM single fuel cell modelling.

However, the water phase change phenomenon is still unclear
in PEM system and the liquid water flow modeling remains sket-
chy on large cell design. Indeed, the compared results between
the simulation and the observations of the liquid water distribu-
tion sometimes shows significant differences at the local scale.
Consequently, it is necessary to improve models by deepening
the description of two-phase flows, especially in the gas channels
and under the rib.

The most effective techniques to quantify the water distribution
in Operating PEMFC are Neutrons and X-Ray Radiography/Tomog-
raphy. The latter using synchrotron source allows the best time
and spatial resolution giving some measurement of water satura-
tion in the GDL and channels. However, because of the large
absorption of X-Ray by metallic parts, the analysis is limited to
specifically designed cell, far from being representative of real
stack. Neutrons, thanks to its ability to deeply penetrate most of
the metals and its large interaction with protons, offer the best
way to probe water inside a stack. Nevertheless, even if high reso-
lution in-plane neutron radiography [27] can be conducted to
probe the through-plane water distribution with a spatial resolu-
tion around a few mm, this can only be achieved with cell having
an active area and a geometry far from being representative of
stack. To resume, water distribution on the full active area of an
operating stack can only be quantified with through-plane neutron
imaging [28], without any resolution at the component scale.

In previous works, a pseudo-3D physic-based model of heat and
water transport in fuel cells was developed and validated against
experimental temperature and current density data obtained from
a sensor plate (printed circuit board) inserted in the middle of the
stack [29]. By comparing the results to neutron imaging observa-
tions, this latter model is able to predict qualitatively the presence
of liquid water in the plane of the active area with a good accuracy
[30]. The model emphases the complexity of the water transport in
the different component cells, and namely the water flow through
the membrane. It is shown that the net water flux from cathode to
anode is highly heterogeneous both at the cell scale and at the
channel/rib scale.

Recently, Rizvandi and Yesilyurt [31] have developed in parallel
a 3D model and a pseudo-3D model. They have shown that there is
a very good agreement between both of them. They concluded that
their pseudo 3Dmodel, which is 40 times faster than the 3Dmodel,
is very accurate based on the comparisons of polarization curves
against the ones obtained from the 3D model.

To go further, this new study is mainly dedicated to quantify the
liquid water distribution at low temperature (65 �C) and low cur-
rent density (0.25 A cm�2) in a five 220 cm2 cells stack using the
pseudo-3D multiphysics model with an improved formulation of
the saturation allowing to quantitatively extract a realistic water
content while only qualitative information on presence of liquid
water was computed in former study. Comparison between simu-
lated and measured water distribution allows establishing the
robustness and reliability of the model to calculate quantitatively
local water content. Afterward, for the first time, the model was
used to quantify the liquid water thickness and saturation in each
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component of the cell, namely the Gas Diffusion Electrode and the
Gas Channels both anode and cathode side. Finally, the spatial
heterogeneities of the liquid water are observed at a channel/rib
scale in taking into account the real Bipolar Plate design.

In the following Section 2, the stack design and the water con-
tent measurement by neutron imaging are presented with the
operating conditions tested. The model is then described with
the presentation of conservation and transport equations and
two-phase formulation in Section 3. The domain of the model is
also discussed in Section 3 with comparison between the two-
phase pseudo-3D formulation and more classical phase-separated
two-phase flow models. Finally, experimental tests are compared
to numerical results at the entire cell and channel/rib scale
(Section 4).
2. Experimental

2.1. Stack design for technology neutron imaging

Neutron imaging, which is an in-situ non-invasive technique
[30], has been used to quantify the liquid water thickness distribu-
tion over the cell area for several operating conditions. The design
and composition of the stack (Fig. 1a) have been extensively
described in Ref. [30]. Briefly, a dedicated five 220 cm2 cells stack
has been build. It is made of stamped stainless steel Bipolar Plates
(BP) with parallel serpentine channels (Fig. 1b) and low neutron
absorption gilded aluminum end-plates. It comprises home-made
Membrane Electrode Assembly (MEA) composed of 25 mm thick
reinforced perflurosulfonic acid membrane, commercial Pt based
Catalyst Layer (CL) with anode and cathode loading of 0.1 and
0.4 mg cm�2 respectively, Sigracet 24BC from SGL Group as Gas
Diffusion Layer (GDL) and a 45 mm thick Micro-Porous Layer
(MPL) on both sides. Heavy water is used as coolant because of
its low neutron absorption.
Fig. 1. (a) The reference geometry of the pseudo-3D model consists of 9 solid domains: on
cMPL), two gas diffusion layers (aGDL and cGDL), two half-bipolar plates (aBP and cBP)
2.2. Water content measurement by neutron imaging

Neutron imaging was performed at the National Institute of
Standards and Technology (NIST) Center for Neutron Research
(NCNR), located in Gaithersburg, Maryland, and using the BT-2
beamline. The experimental setup is detailed in Ref. [30]. An amor-
phous silicon detector with 0.127 mm pixel pitch was used to
record images with a field of view of 20 cm � 25 cm. Images were
recorded continuously with an acquisition time of 1 Hz. Neutron
images presented in this work were averages of 10 consecutive
images recorded at 1 frame per second (fps) to reduce random shot
noise [30], which is an effective neutron image rate of 0.1 fps. A
dedicated post-treatment analysis was developed to quantify the
amount of water from the images. Briefly, the image of the cell
in operation (intensity i) is referenced to the dry cell image (inten-
sity i0) to attain a processed image of the water. For thin sections of
water, the water thickness (t) can be approximately obtained from
the Lambert-Beer Law (Eq. (1)):

t ¼ � 1
lw

ln
i
i0

� �
ð1Þ

where lw [m�1] is the water attenuation coefficient measured in
the calibration experiment. More comprehensive details can be
found in Refs. [32–35]. This routine makes it possible to determine
water maps of the stack as illustrated and to draw water thickness
profiles according to different sections of the cell (Fig. 2). Recall that
the stack is composed of 5 cells which they are supposed to work
identically, i.e. with the same water distribution, given the fact that
the difference between the cell voltages remain negligible. To
obtain the liquid water thickness in a single cell, we divide the value
obtained on the stack by 5. Cut lines at 25% and 50% are presented
in Fig. 2. They specifically represent the outlets (25% cut line) of the
reactants/product and the middle of the cell (50% cut line). Note
that negative values appear on the scale of the figures because of
e membrane, two catalyst layers (aCL and cCL), two micro-porous layers (aMPL and
– (b) Presentation of the flow fields: hydrogen, cooling water and air [30].



Fig. 2. Cartography of the water thickness after post-treatment analysis. The white
box represents the active area (220 cm2) and the black dashed lines represent the
lines used in the results section (4).
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the presence of gas bubbles in the cooling circuits during the tests.
It is clear that the saturation is never negative and null when the
mixture is only in the gas phase.

2.3. Operation conditions

During the neutron imaging experiments, radiographies have
been recorded varying the operating conditions, namely tempera-
ture, humidity, current density, pressure and gas stoichiometry to
investigate their influence on the water distribution. In this study,
we have focused our analysis on one operating conditions repre-
sentative of humid state (Table 1) at a temperature of 65 �C with
two current densities of 0.25 and 1 A cm�2. The inlet temperature
of the cooling water is set to maintain the outlet temperature equal
to 65 �C. For example, in order to get this latter outlet temperature,
the inlet temperature is respectively 64 �C and 59 �C for a current
density of 0.25 and 1 A cm�2. The difference is quite low because
of the large flow of coolant.

3. Pseudo-3D multi-physics model

Physics-based PEMFC stack models of heat and water transfers
are useful tools to investigate distribution of local conditions inside
a stack. Since both temperature and liquid water distributions
impact the degradation mechanisms, a pseudo-3D multiphysics
model has been developed to predict at the cell scale the in-
plane temperature and species distributions in all the components
of the cell, including the cooling circuit [29]. It is well-known that
the thickness of each component of the cell is very small compared
to its length and width. Therefore, it can be appropriate to model
the mass, species and heat transports using a pseudo-3D approach,
considering each component of the cell as a plane layer, which
exchanges species and heat out of plane with the adjacent compo-
nents. So, the model considers the cell as a multilayered system
and each layer is accurately in-plane discretized to allow the sim-
Table 1
Constant operating parameters.

Experimental parameters Setpoint

Inlet pressure reactant gases/bar 1.5
Stoichiometry coefficient Hydrogen 1.5

Air 2
Relative humidity (%) Hydrogen 50

Air 50
ulation of local temperature and species heterogeneities, including
liquid water. The transport equations are solved using this pseudo-
3D approximation and coupled to an analytical electrochemical
model to determine the local current density as function of the
local conditions. The main advantage of the model is the prediction
of the distributions of current density, species concentrations,
water content and temperature in all the components of the cell
with a low computation time compared to a full 3D model, while
taking into account the real flow-field designs.

3.1. Geometrical domain and conservation equations

The pseudo-3D description is obtained by considering each
component of the cell as a 2D layer. The classical 3D conservation
equations are thus integrated over the thickness of each compo-
nent, in order to obtain 2D conservation equations in each layer
which includes non-classical source terms representing the flux
exchanges between the different layers. The geometrical domain
thus consists of 9 domains (see Fig. 1). For more details, the up-
scaling approach is longer described in a previous work [30].

3.1.1. Pseudo-3D formulation of the conservation equations
With this approach [29], the full 3D model becomes the pseudo-

3D model by introducing the in-plane velocity (v
*
), the in-plane

mass fraction (wi) and the in-plane temperature (T) (which are
averaged values along the thickness). By coupling the in-plane
variables through diffusion and/or convection fluxes (Ru, R/)
across the interfaces of the different components, it is possible to
compute the 2D governing equations in each component. The gov-
erning equations are presented below. The model considers ideal
gases for the reactants.

The equation of continuity (Eq. (2)) is solved on both the anode
and cathode compartment (GC-GDL-MPL-CL) and in the Cooling
Water (CW) channels. By considering a plug-flow with a uniform
velocity, the Navier-Stokes momentum equation can be reduced
to the Darcy law (Eq. (3)) for GC-GDL-MPL-CL in both side and
the Darcy-Forcheimer law including a viscous shear stress term
(Brinkman’s term) (Eq. (4)) in the CW [36]. As a result, the compu-
tation time is acceptable while keeping accurate results [29]. The
Forcheimer and Brinkman terms are considered to take into
account the non-linearity of the losses due to the consecutive sec-
tion changes in the CW channels.

r2D � qev!
� �

¼ Ruþ R/þ Sm ð2Þ

r2Dp ¼ 1
K1

lv! ð3Þ

r2D:l r2D v!þ ðr2D v
!� �T

Þ þ r2Dp ¼ 1
K1

lv!þ 1
K2

kv!kv! ð4Þ

where q is the mixture density, e, the porosity, Sm, the local mass
source, l, the dynamic viscosity, K1 and K2 the hydraulic permeabil-
ity and passability coefficients. The equation of species conservation
(Eq. (5)) is solved in each layer except in the cooling circuit. Note
that the equation of the species conservation is solved for i-1 spe-
cies since the mixture density is calculated from the continuity
equation. Indeed, the density of the last specie is deduced by differ-
ence of the mixture density and the density of other species.

r2D:ðqewi v!Þ ¼ �r2DJi þ Rui þ R/i þ Si;m ð5Þ
Where wi, Ji and Si;m are respectively the species mass fraction, the
species diffusion flux and the local species source. The heat trans-
port equation is represented by Eq. (6) in all components.

v!:r2DðqcpTÞ ¼ kr2D
2T þ RuT þ R/T þ ST ð6Þ
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where cp, k and ST are respectively the heat capacity, the thermal
conductivity and the local heat source. The conservation equations
are resolved according to the different layers (Table 2).

3.1.2. Electro-chemical model
For the electrical response, a semi-empirical electro-chemical

model is adopted which is coupled to the conservation equations
at the membrane/CL interface [29]. The cell potential setpoint is
obtained by the following equation (Eq. (7)):

Ucell ¼ Erev þ gact þ gohm ð7Þ
where Erev , gact and gohm are respectively the Nernst reversible
potential of the cell, the reaction overpotential and the ohmic
losses. Those three terms are detailed by Eqs. (8)–(10).

Erev ¼ a1 þ a2T þ a3Tln PO2

� �þ a4T ln PH2

� �� ln PH2O
� �� 	 ð8Þ

gact ¼ b1 þ b2T þ b3TlnðiÞ þ b4TlnðPO2 Þ þ b5TlnðPH2OÞ þ b6Tln PH2

� �
ð9Þ

gohm ¼ �ðRe þ RpÞi ð10Þ
where Pi is the partial pressure of the species, i, the current density,
Re the cell electrical and Rp the protonic resistances. The physical
parameters ai and bi are dependent on the thermodynamics and
the kinetics of the electrochemical reactions. The model considers
uniform cell potential along the cell surface.

3.1.3. Source terms
For the heat transport equation, the source term in the cell (Eq.

(11)) is obtained by considering the total energy balance. It corre-
sponds to the difference between the total power and the electrical
power produced:

ST ¼ DH0

2F
� Ucell

� �
i ð11Þ

where DH0, is the enthalpy variation of the electrochemical reaction
in the reference conditions, F, the Faraday constant and Ucell the cell
potential. Note that the heat source depends directly on the current
density distribution.

The heat (or enthalpy variation) DH0 depends on the phase of
the produced water (vapor or liquid). Indeed, a possible phase
change of the water can take place in each component where gas-
eous media is considered. To avoid a complex two-phase model, an
approximation of the phase change of the water has been
implemented.

In all the components, a hypothetical water vapor partial pres-
sure PH2O is calculated from the continuity and momentum equa-
tions. This hypothetical water is considered in the model as a
perfect gas that cannot be liquefied. With this hypothesis, both liq-
uid and vapor phases are assimilated to water vapor in the trans-
port equation. Thus, this hypothetical pressure can be higher
than the saturation pressure of water Psat (T), fixed by the equilib-
rium pressure of vapor in the presence of liquid water, which
depends only on local temperature T. If the hypothetical water
vapor pressure PH2O is lower than the saturation pressure Psat(T),
there is only vapor phase in the layer and, Pvap = PH2O where Pvap
is the practical water vapor pressure. Otherwise, liquid water is
Table 2
Conservation equations in each layer.

Component Continuity Darcy Darcy-Forcheimer

GCs � �
GDLs, MPLs, CLs � �
CW channels �
present and, Pvap = Psat(T). Finally, the reaction enthalpy variation
can take two different values:

DH0 ¼ DHv ¼ 242 kJ mol�1 if PH2O � PsatðTÞ
DHl ¼ 285:8 kJ mol�1 if PH2O ¼ PsatðTÞ

(
ð12Þ

where DHv and DHl are respectively the enthalpy variation assum-
ing vapor and liquid phase of the water.

3.1.4. Water transport through the membrane
Water transport depends on two distinct phenomena: the

electro-osmosis drag and the molecular diffusion. The water
electro-osmotic drag flux (Eq. (13)) through the membrane is the
movement of liquid water molecules induced by an applied poten-
tial (ionic current). The flux of water dragged from anode to cath-
ode is:

Feo ¼ aeoMH2Oi
F

ð13Þ

where aeo and MH2O are respectively the electro-osmostic drag coef-
ficient and the molecular mass of the water. The electro-osmotic
drag coefficient depends exclusively on the water content. How-
ever, there are several formulations of this coefficient in the litera-
ture. Among them, Springer et al. [37] proposed a linear relation,
Hwang et al. [38] and Meier et al. [39] considered a quadratic evo-
lution and Zawodzinski et al. supposed a discontinuous relation
[40]. These laws are presented in Table 3.

Where kM is the averaged number of water molecules per sul-
fonic acid group, also called membrane water content. The water
content is observed and discussed in details in Ref. [4] with post-
mortem analysis of the MEAs and Bipolar Plates. Furthermore,
the liquid water molecules can be diffused across the membrane
both from the anode to the cathode and from the cathode to the
anode depending on the sign of the concentration gradient. The dif-
fusive flux (Eq. (14)) are designed by considering a Fick’s law:

Jdiff ¼ Dm
MH2O

em
cf kaCL að Þ � kcCL að Þð Þ ð14Þ

where em is the membrane thickness, cf , the molar concentration of
sulfonate sites in Nafion, kaCL and kcCL, the anode and cathode CL
water contents and a the water activity. The water content at the
interfaces between the Nafion and the pores of the catalyst layers
(kaCL and kcCL) depends on the activity, a, using the Springer’s law.
According to Eq. (14), the diffusive flux is considered positive
(kaCL > kcCL) from the anode to the cathode and negative from the
cathode to the anode (kaCL < kcCL). Different models for the mem-
brane water diffusivity Dm are proposed in the literature. The laws
proposed by Fuller [41], Zawodzinski et al. [42] and Motupally
et al. [43] are presented in Table 4. The diffusion coefficient depends
on the water content and the temperature. A sensitivity analysis of
these coefficients is presented in the Section 4.1.

3.2. Condensation model

A phase change of water can take place in each subsystem
where the gaseous media are considered. A two-phase flow model
should be considered to accurately simulate phase changes. How-
ever, two-phase flow transport formulation can require high com-
with Brinkman’s term Species conservation Heat transport

� �
� �

� �



Table 3
Electro-osmosis drag coefficients.

Author(s) Equation

Springer [37] aeo ¼ 2:5kM
22

Hwang et al. [38] aeo ¼ �3:4:10�19 þ 0:05kM þ 0:0029k2M
F. Meier et al. [39] aeo ¼ 1þ 0:028kM þ 0:0026k2M
Zawodzinski et al. [40]

aeo ¼ 1
0:1875kM � 1:625

�
if kM � 14
if kM > 14
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putation resources and complex numerical schemes. Therefore, a
two-phase flow simplification has been developed in this study,
based on preliminary test performed in [29].

As described above, a hypothetical water vapor partial pressure
PH2O is calculated in all the components. This hypothetical pressure
is not limited to the saturation pressure Psat(T). By considering both
liquid and vapor phases assimilated to water in the transport equa-
tion, a post-treatment of the data is required to analyze the simu-
lation results regarding the local water content in each layer of the
cell. Then, it is necessary to calculate the water saturation s to eval-
uate the amount of water in the liquid phase. The water saturation
depends on the values of the PH2O. Indeed, if the saturation pressure
is reached, it is assumed that water is produced in liquid phase and
the water saturation is calculated thanks to Eq. (15). Otherwise it is
in vapor phase, considering a water saturation equal to zero.

s ¼ 0 if PH2O � PsatðTÞ
s ¼ PH2O�Psat Tð Þ

P�Psat Tð Þ if PH2O � PsatðTÞ

(
ð15Þ

where P is the total pressure of the gas mixture.
The simulation results are post-treated to evaluate the local

water content in each layer of the cell, together with the local sat-
uration si. In order to obtain the thickness of the liquid water in
each layer, the saturation calculated in a layer is multiplied by
the layer porosity,ei and the layer thickness, ei, regardless of the
flow type of the liquid water. The total thickness in the whole cell
(Eq. (16)), to be compared to the Neutron Imaging results is there-
fore the sum of its products in each layer:

ew ¼
X

eieisi ð16Þ
Note that a porosity of one is taken for gas channels. The thick-

ness of liquid water in the membrane is negligible compared to
those in the other components.

3.3. Pseudo-3D and phase-separated models

3.3.1. Relationship between both models
A comparison of the saturation equation seen above with a

more classical formulation will be discussed in this section. We
consider two models: an empirical model with phase-separated
flow proposed by Lockhart-Martinelli [44] and the pseudo-3D
model presented in this study. For the first model, the saturation
s1 is defined as the fraction of the volume occupied by the liquid,
and the model allows to compute both the liquid, uL;1, and gas,
uG;1, velocities. For the second model, only one mixture velocity
Table 4
Diffusion coefficients.

Author(s)

Fuller [41]

Zawodzinski et al. [42]

Motupally et al. [43]
is computed which corresponds to both the gas velocity uG;2 and
the condensed vapor velocity uvap;2c , while the saturation s2 is
deduced from the formulation presented in Section 3.2. To com-
pare the two models, a flow of moist air (non-depleted in oxygen)
in a channel is studied assuming no production or consumption of
species by analyzing the velocities obtained by both formulations
when their saturations are equal, i.e. s1 = s2 = s. The velocities
can be expressed as follows (Eqs. (17)–(20)):

uG;1 ¼ _mG

qGAc 1� s1ð Þ ð17Þ

uG;2 ¼ _mG

qGAc 1� s2ð Þ ð18Þ

uL;1 ¼ _mL

qLAcs1
ð19Þ

uvap;2c ¼
_mvapc

qvapcAcs2
ð20Þ

where qG, qL, qvapc are respectively the gas, liquid and condensed
vapor density, _mG, _mL, _mvapc the gas, liquid and condensed vapor
mass flow rate, Ac and s the channel section and the saturation.
With the pseudo 3D approach, the flow is considered homogeneous,
i.e. uG;2 ¼ uvap;2c and we can assume _mL ¼ _mvapc . If the saturations
are equal, we obtain uG;1 ¼ uG;2 ¼ uG. We can then deduce the ratio
of gas/liquid velocities S (Eq. (21)) as follows:

S ¼ uG

uL;1
¼ uvap;2c

uL;1
¼ qL

qvapc
ð21Þ

This relation shows that, the pseudo-3D formulation corre-
sponds to a phase separated model assuming a velocity slip ratio
equals to the density ratio of water, i.e. 1055 in the considered
operating conditions P = 1.5 bar and T = 80 �C. This value is rather
high in comparison with more classical correlation, but corre-
sponds to a quasi stagnant liquid phase uvap;2c=uL;1 ¼ 1055

� �
.

Indeed, the maximum velocities ratio SChi proposed by Chisholm
[45] is equal to 27.7 in the same operating conditions (Eq. (22)).

SChi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x 1� qL

qG

� �s
ð22Þ

where x is the gas quality (Eq. (23)).

x ¼ _mG

_mG þ _mL
ð23Þ

Note that the liquid water flow in the GC is slower than the liq-
uid flow presented in the Chisholm model [45] that corresponds to
a simple annular flow. The smaller hydraulic diameter, specific
geometry and GDL porosity may explain this difference and there-
fore the higher velocities ratio in the GC compared to the Chisholm
correlation.

To go further, equal pressure losses instead of equal saturations
is considered between the two models. Using Eqs. (25) and (31) in
Equation

Dm ¼ 2:1:10�7kM : exp � 2436
T

� �
Dm ¼ 6:707:10�8kM þ 6:387:10�7

� �
: exp � 2416

T

� �
Dm ¼ 3:1:10�7kM exp 0:28kMð Þ � 1½ �: exp � 2346

T

� �
if 0 � kM � 3

4:17:10�8kM 1þ 161: exp �kMð Þ½ �: exp � 2346
T

� �
if 3 � kM � 17

(
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Appendix, we can deduce a relationship between the two satura-
tions s1 and s2 (Eq. (24)):

s1 ¼ 1þ 4S
lL

lG
�C þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 � 4 1� l2

lG

1
1� s2

� �s" #�20
@

1
A

�1

ð24Þ

where S, lL, lG, l2 and C are respectively the gas/liquid velocities
ratio, the liquid, gas and moist air dynamic viscosities and a coeffi-
cient dependent on the flow regime. A sensitivity analysis to the
gas/liquid velocities ratio S is detailed in the Supplementary
material.

3.3.2. Sensitivity analysis to C parameter
There are several formulations of the coefficient C in the litera-

ture, which is dependent on the flow regime. For a laminar flow for
both the gas and liquid phase, Lockhart-Martinelli [44] recommend
C = 5 while Chisholm [45] proposes C = 2.5. Kim andMudawar [46],
Mishima and Hibiki [47], Zhang et al. [48], Li and Wu [49] suggest
an equation of C parameter dependent on dimensionless numbers.
Other correlations are proposed in Ref. [50].

On most current bipolar plates, the hydraulic diameter of a
channel varies from 4.10�4 to 6.10�4 m. For current densities of
about 1 A cm�2, the Reynolds number for the gas is less than
500, and most often between 250 and 300. Regarding the liquid
phase, the flow has a much lower velocity than the gas phase,
and consequently the Reynolds number for the liquid water is also
much lower than the Reynolds number of the gas phase. This is
why the flows are always considered laminar in the reaction
channels.

Fig. 3 presents the evolution of s1 as a function of s2 according to
Eq. (24) with different values of C and S equal to 1055. The param-
eter C = 5 gives the closest correspondence between the two mod-
els if we take into account the entire range of liquid saturation
(from 0 to 1). Nevertheless, as noted by Kim and Mudawar [46],
the value proposed by Lockhart-Martinelli [44] seems too high to
correctly describe the two-phase flow at low saturation. The corre-
lation proposed by Kim and Mudawar [46], Mishima and Hibiki
[47], Zhang et al. [48] and Li and Wu [49] give good results at
low saturation. A sensitivity analysis to the gas/liquid velocities
ratio S is detailed in the Supplementary material. This analysis
shows that, despite a high velocities ratio (see Fig. S1b in the D
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Fig. 3. Relation between the saturations s1 and s2 with different formulation of C param
saturations of the two models.
Supplementary material), the saturations obtained by the two
models are close when we consider low saturation (s < 0.1).

The previous results showed a good coincidence between the
empirical model with phase-separated flow and the pseudo-3D
model assuming equal pressure drop between the two models,
especially for low saturations. This may explain the good coinci-
dence of the numerical results with the experimental tests since
the saturation is relatively low (Fig. 7b). Nevertheless, the validity
domain of the pseudo-3D model cannot be defined precisely.
4. Results and discussion

The thermal, fluid dynamic and electrochemical aspects of the
model were validated in a previous work by comparison with local
temperature and current densities measurements [29]. The pseudo
3D model is then able to predict the heterogeneous distribution of
the current density and temperature in a large range of operating
conditions. In this study, our work will be focused on the analysis
of the accuracy and quantitative predictability of the two-phase
flow formulation.

4.1. Sensitivity analysis to diffusive and drag coefficients

To compare the effect on the water distribution of the drag coef-
ficient formulations presented in Table 3, the total liquid water
thickness (averaged) for the five cells was plotted in a along the
indicated reference cut line at 50% of the cell for a temperature
of 65 �C at low current density and for a Motupally diffusion coef-
ficient. The general pattern of the total liquid water thickness is not
impacted by any of the formulations of the electro-osmosis drag
coefficient. Nevertheless, the amplitude of the total thickness of
liquid water can vary up to 0.14 mmmaximum, which corresponds
to 19% of the maximum water thickness measured or simulated
The coefficient proposed by Zawodzinski was retained in the previ-
ous study [29], and reused here. In addition, this coefficient is sim-
ple to implement in the code for kM � 14.

Similarly for the diffusion coefficient, the total liquid water
thickness (averaged) was plotted in Fig. 4b along the indicated ref-
erence cut line at 50% of the cell to compare the different formula-
tions presented in Table 4 for a Zawodzinski drag coefficient. These
coefficients are the subject of many works. The profile of the curves
0.7 0.8 0.9 1

Lockhart-Mar�nelli

Kim and Mudawar

Mishima and Hibiki

Zhang et al.

Li and Wu

eter and S equal to 1055 – the dashed curve represents the exact equality of the



Fig. 4. Water thickness for the 5 cells of the stack simulated at the indicated 50% cut line in the operating conditions presented in Table 1 for a current density of 0.25 A cm�2

according to different formulations of the (a) electro-osmosis drag and the (b) diffusion coefficient.
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is the same, with however still a non-negligible impact on the
amplitude. The maximum difference is obtained between the
Fuller and Motupally formulation, and reaches 0.17 mm, corre-
sponding to 24% of the maximum water thickness measured or
simulated. The coefficient proposed by Motupally was retained in
the previous study [29], and reused here.

We can observe the same trends of the liquid water evolution in
the stack in Fig. 3 even if there is variations that can appear impor-
tant. This reflects the complexity of formulating the water trans-
port within a PEMFC. Indeed, the electro-osmosis drag and the
diffusion coefficients are key elements for modeling the transport
of water through the membrane. An entire publication could be
devoted to these coefficients, which is not the aim in this work.

4.2. Two-phase flow model validation

The distribution of the liquid water thickness observed for the
stack composed of 5 cells for rather humid conditions, i.e. at low
temperature stack 65 �C for a low/high current density is presented
in Fig. 5. The liquid water distribution simulated as well as mea-
sured via neutron imaging is presented, where the color scale is
related to the thickness of the liquid water. Both simulated and
measured maps are obtained in the operating conditions detailed
in the Table 1. At the whole cartography scale, for the low current
Fig. 5. (a) measured and (b) simulated total water thickness for 5 cells for a current densi
and (d) simulated total water thickness for 5 cells for a current density of 1 A cm�2 and
density, the model is able to accurately and quantitatively predict
the liquid water areas in the stack (Fig. 5a and b). Despite the sim-
plification of the present two-phase flow approach, the simulated
values are very close to the measured ones. As a matter of fact,
there is more liquid water accumulation in the cold zones accord-
ing to the temperature distribution and close to the both gas out-
lets [29]. The mean value of this water thickness along the cell is
0.3 mm. Namely, it is lower close to the hydrogen inlet as well as
air inlet and reaches its lowest value in the hot spots. For the high
current density, the model is able to locate the liquid water in the
stack. Nevertheless, the model overestimates the liquid water
thickness at the hydrogen outlet and underestimates it at the air
outlet. Furthermore, the model correctly represents the channel/
rib pattern.

Fig. 6 presents the water thickness distribution (averaged) at
the low current density along the indicated reference cut line at
50% of the cell, perpendicularly to the cooling water mainstream.
The 1D plot at the different reference cut lines allows to better
illustrate the differences in water content distribution in order to
identify the main sources of water content heterogeneities. 25%
cut line will be analyzed later. For the 50% reference cut line, the
model is able to accurately predict water areas in comparison with
neutron imaging. The oscillations over the line plots are related to
the channel/rib heterogeneities.
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ty of 0.25 A cm�2 and for an inlet cooling water temperature of 64 �C – (c) measured
for an inlet cooling water temperature of 59 �C.
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4.3. Water distribution over the cell surface in each layer

The main advantage of the pseudo-3Dmodel is its ability to pre-
dict the liquid water distribution at the rib/channel scale in the dif-
ferent zones as well as in the different layers of the cell. The water
thickness and saturation distribution in the anode and cathode Gas
Channels (GC) and Gas Diffusion Electrode (GDE), in the operating
conditions presented in the Table 1 for a current density of 0.25 A
cm�2 is illustrated in Fig. 7. We can notice that both hydrogen and
air inlet dry the anode and cathode GDE at the inlet because of the
low RH of the gas flows. On the whole, liquid saturation as well as
water thickness increases from the air inlet to the outlet at the
cathode side because of the water production by the oxygen reduc-
tion reaction and electro-osmotic flux (Fig. 8a). Nevertheless, lower
saturation and water thickness are observed in some areas because
of hot spot induced by water cooling as mentioned in Ref. [29].
Fig. 8 shows the computed water fluxes across the membrane,
which are the result of the balance between electro-osmotic drag
(Fig. 8a) and molecular diffusion (Fig. 8b). The total flux is pre-
sented in Fig. 8c. In this figure, the positive values represent the
flux from the anode to the cathode while the negative values rep-
resent the flux from the cathode to the anode. We can note that the
electro-osmotic flux drives the water from the anode to the cath-
ode whereas the diffusive flux can proceed in both directions
according to the concentration of water in the cell. Indeed, an
important diffusive flux (Fig. 8b) dries the anode GDE in the area
close to the hydrogen inlet because the hydrogen is relatively dry
(50% HR). This phenomena induces a local drying of the cathode
GDE in this same region. So, the diffusive flux compensates the
electro-osmotic flux (Fig. 8c) and drives exclusively the liquid
water from the cathode to the anode. From a general point of view,
the liquid water is more present in the cathode compartment
where the water is produced (Fig. 7).
Fig. 6. Water thickness measured (black line) and simulated (red line) at the indicated 50
of 0.25 A cm�2. (For interpretation of the references to color in this figure legend, the re
4.4. Water distribution at rib/channel scale

In this section, the saturation of liquid water and the total water
flux are plotted at the rib/channel scale in the GC and the GDE both
anode and cathode side in order to study the water distribution
and the spatial heterogeneities. Both are observed along the indi-
cated reference cut line at 25% of the cell, perpendicularly to the
cooling water mainstream that corresponds to the air outlet
(from x (active area length) = 12 to x = 16.3 cm) in Fig. 9. The scale
on the left represents the saturation of liquid water in the canal
and/or under the rib. The saturation is considered positive on the
anode side and negative on the cathode side. The right scale repre-
sents the pattern of the bipolar plate.

In the bipolar plate (Fig. 9a), the liquid water is concentered
inside the gas channels both the anode and cathode side which
is an expected result. There is no water or very little at the very
end of the air outlet on the anode side (from x (active area
length) = 15.3 to x = 16.3 cm). In the GDE (Fig. 9b) on both
anode and cathode sides, the liquid water accumulates preferen-
tially under the rib. Straubhaar et al. [51] demonstrated that the
region in the GDL underneath the rib is globally colder than the
region under the channel, that may explain a higher condensa-
tion in this area. We still find liquid water in the GDE in front
of the channels. The oscillations that can be observed in the
cathode GDE along the rib close to the cathode outlet (Fig. 9b)
can be explained by the influence of the rib/channel pattern
on the anode side. The total water flux is also impacted by
the design of the cell. At the air outlet, where we find a succes-
sion of gas channels and rib on the anode side in front of a sin-
gle rib on the cathode side, we can note a fluctuation of the flux.
The flux is less important under the rib considering the anode
pattern. Thus, water content in the cathode GDE is strongly
impacted by the anode design. Finally, the flux is negative, i.e.
% cut lines in the operating conditions presented in the Table 1 for a current density
ader is referred to the web version of this article.)



Fig. 7. (a) Water thickness and (b) saturation distribution in the anode and cathode gas channels and gas diffusion electrode, in the operating conditions presented in Table 1
for a current density of 0.25 A cm�2 and for humid conditions (T = 65 �C). The white boxes represent the zooms of Fig. 9a and b.

Fig. 8. Water fluxes through the membrane (kg m�2 s�1): (a) Electro-osmotic flux - (b) Diffusive flux - (c) Total water flux (Electro-osmotic flux + Diffusion). The black box
represent the zoom of Fig. 9c.
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Fig. 9. Water thickness: (a) at the air outlet in GC – (b) at the air outlet in GDE – (c) Total water flux for humid conditions at 0.25 A cm�2 at the indicated 25% cut line.
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Fig. 9 (continued)
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that the liquid water moves from the cathode to the anode by
diffusion due to a higher liquid water concentration on the cath-
ode side.
5. Conclusion

A pseudo-3D multiphysics model has been developed in previ-
ous work [29] to predict the temperature and humidity distribu-
tions of a large area PEMFC. The model has been validated for
temperature and current intensity. It has been shown that the dis-
tribution is highly dependent on the local temperature directly
related to the design of the cooling circuit. In this study, the model
has been used to investigate the liquid water distribution. To do
this, a two-phase flow simplificationmodel has been implemented.
To validate the model about the two-phase aspect, the results were
compared to experimental tests by neutron imaging. Two current
densities have been simulated to analyze their impact on the liquid
water heterogeneities. The model is less accurate for higher current
density for which there is paradoxically less liquid water. Nonethe-
less, the model is able to accurately locate and quantify the liquid
water in the cell at lower current density. Once the model was val-
idated for these conditions, the water distribution over the cell sur-
face was studied in each layer in order to understand the water flux
through the membrane. It appears that the liquid water accumu-
lates in the cold zones and near the air outlet. To go further, a study
was conducted at the rib/channel scale at low density current. It
shows that the liquid water takes place preferentially under the
rib in the GDE and the BP design has an important impact on the
water distribution. Furthermore, the water transport properties
of the membrane does not have a large impact on the overall dis-
tribution of water in the plane of the cell but is major factor ruling
the local saturation in components. This study emphasizes the
complex distribution of water content and water flows at the
inlet/outlet scale as well as the rib/channel scale. Indeed, there is
no straightforward correlation between the operating conditions
and the water management for the whole area of the cell. Thus, this
makes the design of components, especially the GDE, to improve
performance a tricky task without such type of 3D two-phase flow
models.

That’s why the domain validation was discussed by comparison
between a classical model with phase-separated and the pseudo-
3D model in order to validate the two-phase flow simplification.
It can be concluded that the pseudo-3D model presents a good
accordance for low saturation. Nevertheless, the validity domain
cannot be defined precisely.

The main advantage of the pseudo-3D model is to obtain the
liquid water, temperature and current distributions of a large cell
scale in all components taking into account the real bipolar plate
design. The model also allows to study precisely these parameters
at a channel/rib scale in comparison with experimental methods
often costly in time and money but also invasive and more or less
accurate. The model can also be used to design innovative BP
designs.
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Appendix

The pressure drops obtained with the phase-separated and the
pseudo-3D models are compared in this section.

A. Phase-separated model

With the phase-separated model, the phases are considered to
be flowing separately in the channel, i.e. with different velocities.
Each phase occupies a given fraction along the channel.

The empirical model proposed by Lockhart-Martinelli [44] is
the original method to calculate the pressure drop caused by a
two-phase flow in the mini-channels. The pressure drop can be
expressed as (Eq. (25)):

DP1 ¼ /2
GDPG ð25Þ

where DPG and /G are respectively the pressure drop considering
the gas phase flowing alone in the channel (Eq. (26)) and the two-
phase multiplier.

DPG ¼ 32lG

_mG

qGAc

l

d2
c

ð26Þ

where Ac is the channel section, l is the channel length and dc is the
hydraulic diameter. For a laminar regime, the two-phase multiplier
/G is defined by Eq. (27):

/2
G ¼ 1þ CX þ X2 ð27Þ

where C is a parameter depending on the flow regime and X is the
Martinelli’s parameter. As discussed before, Lockhart-Martinelli
[44] recommend C = 5. Others values are proposed in the literature
as presented in the Section 3.3. The square Martinelli’s parameter is
the pressure drop ratio between the liquid and gas phase (Eq. (28)):

X2 ¼ dP
dz

� �
L
=

dP
dz

� �
G

ð28Þ

The pressure drop ratio can be calculated classically and leads
to Eq. (29):

X2 ¼ lL
_mL

qL

qG

lG
_mG

¼ lL

lG

uL

uG

s1
1� s1

ð29Þ

Then, we can deduce the saturation of the phase-separated
model (Eq. (30)) according to the Martinelli’s parameter:

s1 ¼ 1þ uG

uL

lL

lG

1
X2

� ��1

ð30Þ
B. Pseudo-3D model

The pressure drop for the pseudo-3D model can be expressed as
(Eq. (31)):

DP2 ¼ 32l2

_ðmG þ _mLÞ
q2Ac

l

d2
c

ð31Þ

where l2 and q2 are respectively the moist air dynamic viscosity
proposed by Wilke [52] and the moist air density defined as (Eq.
(32)):

q2 ¼ qvapcs2 þ qG 1� s2ð Þ ð32Þ
C. Relationship between the two saturations s1 and s2

The pressure drop of both models are considered equal, i.e.
DP1 ¼ DP2 and lead to Eq. (33):

/2
G ¼ DP2

DPG
¼ l2

lG

qG

q2

uGqG 1� s2ð Þ þ uLqLs2
uGqG 1� s2ð Þ

� �
ð33Þ

By replacing the moist air density q2 in Eq. (34):

/2
G ¼ l2

lG

1
1� s2

ð34Þ

Eq. (27) can be solved by having previously replaced the two-
phase multiplier expression /2

G (Eq. (35)). The Martinelli’s parame-
ter can then be expressed as a function of the pseudo-3D saturation
s2 (Eq. (36)).

X2 þ CX þ 1� l2

lG

1
1� s2

¼ 0 ð35Þ

X ¼ 1
2

�C þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 � 4 1� l2

lG

1
1� s2

� �s" #
ð36Þ

Finally, the saturation s1 described by the Lockhart-Martinelli
model can be formulated according to the pseudo-3D saturation
s2 to obtain Eq. (37) already presented as Eq. (24) in the Section 3.3.

s1 ¼ 1þ uG

uL

lL

lG

1
X2

� ��1

¼ 1þ 4S
lL

lG
�C þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 � 4 1� l2

lG

1
1� s2

� �s" #�20
@

1
A

�1

ð37Þ
Supplementary material

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.ijheatmasstransfer.2019.118720.
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