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#### Abstract

We study the time constant $C(\nu)$ of last passage percolation on the complete directed acyclic graph on the set of non-negative integers, where edges have i.i.d. weights with distribution $\nu$ with support included in $\{-\infty\} \cup \mathbb{R}$. We show that $\nu \mapsto C(\nu)$ is strictly increasing in $\nu$. We also prove that $C(\nu)$ is continuous in $\nu$ for a large set of measures $\nu$. Furthermore, when $\nu$ is purely atomic, we show that $C(\nu)$ is analytic with respect to the weights of the atoms. In the special case of two positive atoms, it is an explicit rational function of these weights.
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## 1 Introduction

We study the problem of last passage percolation on a complete directed acyclic graph. Let $\mathbb{Z}^{+}$denote the set of non-negative integers. We consider the directed graph with vertex set $\mathbb{Z}^{+}$and (directed) edge set $\{(i, j) \mid 0 \leq i<j\}$. Let $\nu$ be a probability distribution on $\{-\infty\} \cup \mathbb{R}$ and let $X=\left(X_{i, j}\right)_{0 \leq i<j}$ be i.i.d. random variables with distribution $\nu$. For $0 \leq i<j$, we assign weight $X_{i, j}$ to the directed edge $(i, j)$. We call directed path a sequence of integers $\pi=\left(i_{1}, \ldots, i_{k}\right)$ such that $0 \leq i_{1}<\cdots<i_{k}$. The associated weight $w_{\pi}$ of the path $\pi$ is defined by

$$
w_{\pi}=X_{i_{1}, i_{2}}+\cdots+X_{i_{k-1}, i_{k}}
$$

The quantity we are interested in is the weight of a heaviest path starting at 0 and ending at $n$ (see Figure 11:

$$
\begin{equation*}
W_{n}=\max \left\{w_{\pi} \mid \pi=\left(i_{1}, \ldots, i_{k}\right) \text { is a directed path with } i_{1}=0 \text { and } i_{k}=n\right\} . \tag{1}
\end{equation*}
$$

As usual with last passage percolation models, the sequence of last passage times $\left(W_{n}\right)_{n \geq 0}$ satisfies a subadditive property, namely:

$$
W_{m} \geq W_{n}+W_{n, m}
$$

for all $n<m$ where

$$
\begin{equation*}
W_{n, m}=\max \left\{w_{\pi} \mid \pi=\left(i_{1}, \ldots, i_{k}\right) \text { directed path with } i_{1}=n \text { and } i_{k}=m\right\} \tag{2}
\end{equation*}
$$

has the same distribution as $W_{m-n}$. Therefore, by Kingman's subadditive ergodic theorem, there exists a deterministic constant $C(\nu) \in \mathbb{R} \cup\{ \pm \infty\}$, called the time constant for last passage percolation, such that

$$
\begin{equation*}
\frac{W_{n}}{n} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} C(\nu) \tag{3}
\end{equation*}
$$

[^0]

Figure 1: Illustration of the last passage percolation problem on the complete graph with 5 vertices. With the weights given below each edge of this graph, $W_{0}=0, W_{1}=W_{2}=1, W_{3}=3$, and $W_{4}=1.7$. A heaviest path from 0 to 4 is $\pi=(0,1,2,4)$.

The main goal of this article is to study the regularity of the function $\nu \mapsto C(\nu)$ and, in particular, study the analyticity of $C(\nu)$ with respect to the probabilities of some atoms of $\nu$. Indeed, in statistical physics, the analyticity of observables is of particular importance because a breach of analyticity usually pinpoints a phase transition in the model. A canonical example is the non-differentiability of the function $p \mapsto \theta(p)$, the probability that the origin belongs to an infinite cluster in classical Bernoulli bond percolation on $\mathbb{Z}^{2}$, at the critical value $p_{c}=\frac{1}{2}$. A similar result holds for the magnetization in the Ising model. One may refer to [2, 17] and [1] for more details. We also point out that results similar to those stated in this paper were previously obtained in [5] (6) for Bernoulli first-passage percolation on the lattice $\mathbb{Z}^{d}$ in the supercritical regime.

Let us note that there is a trivial scaling property of the model when multiplying all the weights by a deterministic constant $M>0$ : let $X$ be a random variable with distribution $\nu$ and let $\nu_{M}$ denote the distribution of the random variable $M X$. It holds that

$$
\begin{equation*}
C\left(\nu_{M}\right)=M \cdot C(\nu) \tag{4}
\end{equation*}
$$

However, we point out that there is no such simplification when adding a deterministic constant to every weight (because the heaviest paths do not have a fixed number of edges). In particular, we do not know any simple relation between $C(\nu)$ and $C(\nu+M)$.

For $x \in\{-\infty\} \cup \mathbb{R}$, let us denote by $\delta_{x}$ the Dirac measure at $x$. We remark that setting an edge with weight $-\infty$ is equivalent to removing this edge from the graph (at least for computing the heaviest paths). As a consequence, when $\nu=(1-p) \delta_{-\infty}+p \delta_{1}$, the last passage percolation problem is equivalent to the study of the longest path for the Barak-Erdős graph model [3], which is a directed acyclic version of the Erdős-Rényi model. This specific case has known applications in applied mathematics on stability in queues [8, in biology on food chains [18, 19], and in computer science on parallel computing [12, 13]. In [15, 16, Mallein and Ramassamy proved that the function $p \in(0,1] \mapsto C\left((1-p) \delta_{-\infty}+p \delta_{1}\right)$ is analytic, that its Taylor expansion around 1 has integer coefficients, and they computed the first two terms of the asymptotic expansion of $p \mapsto C\left((1-p) \delta_{-\infty}+p \delta_{1}\right)$ around 0 . Those results are consequences of the coupling between last passage percolation on Barak-Erdős graphs and the infinite-bin model, which is an interacting particle system introduced by Foss and Konstantopoulos in [8.

A simple generalization of the last passage percolation problem for Barak-Erdős graphs is the case where $\nu=(1-p) \delta_{x}+p \delta_{1}$ for $x \in\{ \pm \infty\} \cup \mathbb{R}$. It is proved in 10 that the time constant $C\left((1-p) \delta_{x}+p \delta_{1}\right)$ seen as a function of $x$ is strictly increasing and convex for all $p \in(0,1)$, and that its non-differentiability points are the non-negative integers, the integers greater than one and their reciprocals.

Kingman's subadditive theorem ensures only that $C(\nu) \in \mathbb{R} \cup\{ \pm \infty\}$ so that the time constant may possibly be infinite. Let

$$
M_{\nu}=\inf \{t \in \mathbb{R}, \nu([t,+\infty))=0\}
$$

denote the essential supremum of $\nu$. Obviously, we have $W_{n} \leq n M_{\nu}$ almost surely and therefore $C(\nu)$ is necessarily finite wherever $\nu$ has upper-bounded support. A less restrictive sufficient condition to ensure that $C(\nu) \in[0,+\infty)$ is given in [11] for probability distributions with support included in $\{-\infty\} \cup \mathbb{R}_{+}$. It states that $C(\nu)$ is finite when $\mathbb{E}\left[\max \left(0, X_{1,2}\right)^{2}\right]<+\infty$. Reciprocally, it has been shown that if $\nu$ is regularly varying with index $s \in(0,2)$ (which implies in particular that $\mathbb{E}\left[\max \left(0, X_{1,2}\right)^{2}\right]=+\infty$ ), then
$C(\nu)=+\infty$. In fact, this result can easily be extended to all probability distributions $\nu$ on $\{-\infty\} \cup \mathbb{R}$ by approximations and using the monotonicity of $\nu \mapsto C(\nu)$. However, the study of the time constant $C(\nu)$ is greatly simplified when the support of the weight distribution is upper-bounded and this will be our standing assumption throughout the paper.
Let us mention that the assumption that $\nu$ has finite essential supremum was previously enforced in a work by Foss, Konstantopoulos, Mallein and Ramassamy in [9] where they used this fact to study the last passage percolation model via a coupling with an interacting particle system called max growth system (MGS) which is a generalization of the infinite-bin model introduced in [8]. Using tools from renovation theory, they proved that it is possible to perform perfect simulations of the time constant $C(\nu)$ when $M_{\nu}<+\infty$. This connection between last passage percolation on a directed complete graph and the MGS is also an essential ingredient for several proofs of this paper.

The remainder of the introduction is devoted to presenting the main results proved in the later sections of this paper.
We first study the monotonicity of the function $\nu \mapsto C(\nu)$. If $\nu_{1}$ and $\nu_{2}$ are two probability distributions on $\{-\infty\} \cup \mathbb{R}$ such that $\nu_{1}$ is stochastically dominated by $\nu_{2}$, then $C\left(\nu_{1}\right) \leq C\left(\nu_{2}\right)$ by a trivial coupling. This means that the time constant $C(\nu)$ is a non-decreasing function for the stochastic (partial) order. The more delicate question is whether it is strictly increasing. Our first result provides a positive answer and generalizes a previous monotonicity result stated in [10 concerning the function $m \mapsto C\left((1-p) \delta_{m}+\right.$ $\left.p \delta_{M}\right)$.
Let us denote by $\mathcal{M}_{1}$ the set of all probability distributions on $(\{-\infty\} \cup \mathbb{R}, \mathcal{B}(\{-\infty\} \cup \mathbb{R}))$, where $\mathcal{B}(\{-\infty\} \cup \mathbb{R})$ is the Borel algebra for the usual topology on $\{-\infty\} \cup \mathbb{R}$. For every Borel set $A \in$ $\mathcal{B}(\{-\infty\} \cup \mathbb{R})$, let us denote by $\mathcal{M}_{1}(A)$ the set of probability distributions $\nu \in \mathcal{M}_{1}$ such that $\nu(A)=1$.
Theorem 1.1. For all $M>0, C(\nu)$ is strictly increasing for the stochastic order on the set of probability distributions $\nu \in \mathcal{M}_{1}([-\infty, M])$ such that $\nu(\{M\})>0$.
Remark 1.2. - The theorem above tells us something about the geometry of the heaviest paths: because the time constant is strictly monotonic, edge weights with arbitrarily large negative values in the support of $\nu$ may contribute to a heaviest path. Thus, avoiding all the edges with weights below a certain cutoff is not the optimal strategy, as one could have naively expected.

- Let also remark that the assumption that $\nu(\{M\})>0$ with $M>0$ cannot be dropped without further assumptions because the strict monotonicity does not hold anymore for probability distributions $\nu \in \mathcal{M}_{1}([-\infty, 0])$. Indeed, for any such distribution different from $\delta_{-\infty}$, it is easy to check that $C(\nu)=0$ (because in that case, every step is a penalty so the best strategy is to go from 0 to $n$ with only a finite number of steps that does not increase to infinity with $n$ ), c.f. 9 for details.
Denote by $\mathcal{M}_{1}^{b}=\left\{\nu \in \mathcal{M}_{1} \mid M_{\nu}<\infty\right\}$ the set of all probability distributions in $\mathcal{M}_{1}$ with finite essential supremum and by $d_{L P}$ the Lévy-Prokhorov metric on $\mathcal{M}_{1}$. It is known that this metric corresponds to the topology of weak convergence of measures when working on a separable space, which is the case here. For $\nu_{1}, \nu_{2} \in \mathcal{M}_{1}$, we set

$$
\begin{equation*}
d\left(\nu_{1}, \nu_{2}\right)=\max \left(d_{L P}\left(\nu_{1}, \nu_{2}\right),\left|M_{\nu_{1}}-M_{\nu_{2}}\right|\right) . \tag{5}
\end{equation*}
$$

It is straightforward that $d$ defines a metric on $\mathcal{M}_{1}$.
Theorem 1.3. The map $\nu \in \mathcal{M}_{1}^{b} \mapsto C(\nu)$ is continuous for the metric d defined in (5).
Remark 1.4. One may notice that $\nu \mapsto C(\nu)$ is not continuous on $\mathcal{M}_{1}$ for the Lévy-Prokhorov metric. With $\nu_{n}=\left(1-\varepsilon_{n}\right) \delta_{1}+\varepsilon_{n} \delta_{n}$ and $\nu=\delta_{1}, \nu_{n}$ converges to $\nu$ for the Lévy-Prokhorov metric when $\varepsilon_{n}$ tends to 0 as $n$ tends to infinity. However, with $C_{0}(p):=C\left((1-p) \delta_{0}+p \delta_{1}\right), C_{0}^{-1}$ its inverse and $\varepsilon_{n}=\left(C_{0}^{-1}\left(2 n^{-1}\right)\right)$, one can show that $\lim \inf _{n \rightarrow \infty} C\left(\nu_{n}\right) \geq 2$ using the rescaling property (4), the monotonicity of the time constant and the fact that $C_{0}$ is continuous and takes value 0 at $p=0$. Notice that the inverse of $C_{0}$ exists since $C_{0}$ is increasing by Theorem 1.1 .
Remark 1.5. The fact that the essential supremum is an atom for the measures considered is crucial for our construction. This is why we consider the metric $d$ instead of the Lévy-Prokhorov metric. It might be possible to prove the continuity for the Lévy-Prokhorov metric of the map $\nu \mapsto C(\nu)$ on $\left\{\nu \in \mathcal{M}_{1} \mid C(\nu) \leq M\right\}$ for any fixed $M>0$, but this might require a different construction.
The following technical result is a key ingredient for proving Theorem 1.3

Theorem 1.6. For all $M \in \mathbb{R}_{+}^{*}$ and $\mu \in \mathcal{M}_{1}([-\infty, M))$, the map $p \mapsto C\left((1-p) \mu+p \delta_{M}\right)$ is analytic on $(0,1]$.
This result is also interesting in itself since it shows that it would suffice to know the coefficients of the Taylor expansion in $p$ of the time constant at some $p_{0} \in(0,1]$ to obtain $C\left((1-p) \mu+p \delta_{M}\right)$ for all $p \in(0,1]$. The scope of Theorem 1.6 is rather general since every distribution with finite essential support can be decomposed as $(1-p) \mu+p \delta_{M}$ for some $M \in\{-\infty\} \cup \mathbb{R}, p \in[0,1]$, and $\mu \in \mathcal{M}_{1}([-\infty, M))$.

In addition, we give a lower bound for the radius of convergence of $p \mapsto C\left((1-p) \mu+p \delta_{M}\right)$ at $p=1$ in Remark 3.3. which improves the lower bound given in [16] in the case where $\mu=\delta_{-\infty}$.
In [15], Theorem 1.6 was proved in the specific case where $\mu=\delta_{-\infty}$, which corresponds to the BarakErdős case. Our proof of Theorem 1.6 is an extension of the analyticity proof of [15]. It relies on a formula for $C\left((1-p) \mu+p \delta_{M}\right)$ as a sum, over an infinite class of words, of polynomials in $p$ whose coefficients depend on $\mu$ (Proposition 2.13).

For measures with finite support, we obtain the following result, which is a generalization in a different direction of the aforementioned analyticity result of [15]:
Theorem 1.7. For all $N \in \mathbb{N}$ and $a_{1}>a_{2}>\cdots>a_{N} \geq-\infty$, the map

$$
\left(p_{2}, \ldots, p_{N}\right) \mapsto C\left(\sum_{i=1}^{N} p_{i} \delta_{a_{i}}\right)
$$

is analytic on $\left\{\left(p_{2}, \ldots, p_{N}\right) \in[0,1]^{N} \mid 0 \leq p_{2}+\cdots+p_{N}<1\right\}$, where $p_{1}=1-\left(p_{2}+\cdots+p_{N}\right)$.
Remark 1.8. In general, we cannot extend the analyticity of the function considered in Theorem 1.7 to the set $\left\{\left(p_{2}, \ldots, p_{N}\right) \in[0,1]^{N} \mid 0 \leq p_{2}+\cdots+p_{N} \leq 1\right\}$. For instance, $p \mapsto C\left((1-p) \delta_{-\infty}+p \delta_{1}\right)$ is not analytic at 0 cf. [15, 16].

Until now, we have considered general measures, possibly taking negative values. The model is easier to study when the support of $\nu$ is included in $\mathbb{R}_{+}^{*}$. For measures $\nu$ of the form $(1-p) \delta_{m}+p \delta_{M}$ with $0<m \leq M$, the study of the time constant can be reduced to the study of a Markov chain on a finite state space, and we have the following result:

Theorem 1.9. For all $0<m \leq M, p \mapsto C\left((1-p) \delta_{m}+p \delta_{M}\right)$ is a rational function on $[0,1]$.
In addition, we can compute the explicit numerical expression for $C\left((1-p) \delta_{m}+p \delta_{M}\right)$ for all positive values of $m$ and $M$. The complexity of the computation increases with $\frac{M}{m}$. We provide in Subsections 4.1 and 4.2 these numerical expressions for $m$ in $\left[\frac{M}{5}, M\right]$.

When $m=0$, one can write the time constant as the reciprocal of the Ramanujan $\Psi$-function [7. We give in this article an alternative proof of that result:

Theorem 1.10 ([7]). For all $M>0$ and $p \in] 0,1]$,

$$
C\left((1-p) \delta_{0}+p \delta_{M}\right)=M\left(\sum_{n=1}^{\infty}(1-p)^{\binom{n}{2}}\right)^{-1}
$$

## Organization of the paper

In Section 2, we recall the coupling from [9] between last passage percolation and the MGS. We construct a time-stationary version of the MGS for measures $(1-p) \mu+p \delta_{M}$ with $p \in(0,1], M \in \mathbb{R}_{+}^{*}$ and $\mu \in \mathcal{M}_{1}([-\infty, M))$ (Proposition 2.3). To do so, we use different (yet of similar flavor) renovation events from those in [9] and [15]. With these, we obtain a formula for $C(\nu)$ in Proposition 2.13 that we use in Section 3 to prove the regularity results on $\nu \mapsto C(\nu)$.
In Section 3, we study the regularity of $\nu \mapsto C(\nu)$. The main results proved in this section are Theorem 1.6. Theorem 1.7. Theorem 1.3 and Theorem 1.1 .

In Section 4 , we study the case of measures supported by two elements. Firstly, we prove Theorem 1.9 using results from [10] and we give the expression of $C\left((1-p) \delta_{m}+p \delta_{M}\right)$ for values of $m$ close to $M$. In the last subsection, we give an alternative proof of Theorem 1.10 using the stationary MGS.


Figure 2: On the left, the configuration $\lambda=\delta_{-1}+2 \delta_{0.3}+\delta_{1}$. On the right, the configuration $\Phi_{x}(\lambda)$, with $x=(0.5,-0.3,1.7,1, \ldots)$. Here, $\mathfrak{m}(\lambda, x)=0.3+1.7=2$.

## 2 Stationary max growth system and a formula for $C(\nu)$

This section is dedicated to the max growth system (MGS) which was introduced in 9. In Subsection 2.1, we recall the max growth system. This model was introduced by Foss, Konstantopoulos, Mallein and Ramassamy in order to perform perfect simulation of the time constant $C(\nu)$. In Subsection 2.2, we construct a stationary version of the MGS using tools from renovation theory. This construction differs from the one in [9]. In Subsection 2.3. we use this construction in order to obtain a new formula for $C(\nu)$ as an infinite sum of quantities depending on $\nu$.

### 2.1 The max growth system

The max growth system (MGS) is an interacting particle system in discrete time on $\{-\infty\} \cup \mathbb{R}$ introduced in 9. A new particle is added to the configuration at each step according to a specific Markovian dynamics.

We consider $\mathcal{N}$ the set of atomic measures $\lambda$ on $\{-\infty\} \cup \mathbb{R}$ taking values in $\mathbb{Z}_{+}$and such that

$$
\forall t \in \mathbb{R}, \lambda([t,+\infty))<+\infty
$$

An element of $\mathcal{N}$ represents a configuration of particles on the real line in the following sense: if we consider $\lambda \in \mathcal{N}$ and $A \in \mathcal{B}(\mathbb{R}), \lambda(A)$ represents the number of particles with positions in $A$ in the configuration $\lambda$. For instance, $\delta_{-1}+2 \delta_{0}$ is an element of $\mathcal{N}$. It corresponds to the configuration with one particle at position -1 and two at position 0 .

For $\lambda \in \mathcal{N}$, we set $\lambda_{1} \geq \lambda_{2} \geq \ldots$ the positions of the particles in $\lambda$ in decreasing order (with repetitions). For example, $\lambda=\delta_{-1}+2 \delta_{0}$, we have $\lambda_{1}=\lambda_{2}=0$ and $\lambda_{3}=-1$. Notice that $\lambda(\mathbb{R})$ is the number of particles in the configuration $\lambda$.
We set $\mathcal{W}=(\{-\infty\} \cup \mathbb{R})^{\mathbb{N}}$ to be the set of weights. For $x=\left(x_{i}\right)_{i \geq 1} \in \mathcal{W}$ and $\lambda \in \mathcal{N}$, we set

$$
\mathfrak{m}(\lambda, x)=\max _{1 \leq i \leq \lambda(\mathbb{R})}\left(\lambda_{i}+x_{i}\right)
$$

The deterministic dynamics of the MGS is defined as follows: the weights sequence $x$ applied to the configuration $\lambda$ adds a particle to $\lambda$ at position $\mathfrak{m}(\lambda, x)$. Therefore, for all $x \in \mathcal{W}$, we define the map $\Phi_{x}: \mathcal{N} \rightarrow \mathcal{N}$ such that for all $\lambda \in \mathcal{N}$,

$$
\Phi_{x}(\lambda)=\lambda+\delta_{\mathfrak{m}(\lambda, x)}
$$

See Figure 2 for an example.
An MGS with starting configuration $\lambda^{(0)} \in \mathcal{N}$ and weight distribution $\nu$ is a process $\left(\lambda^{(n)}\right)_{n \geq 0}$ taking values in $\mathcal{N}$ such that $\lambda^{(n+1)}=\Phi_{X^{(n+1)}}\left(\lambda^{(n)}\right)$ for all $n \in \mathbb{Z}_{+}$, where $X^{(n)}=\left(X_{i}^{(n)}\right)_{i \geq 1}$ and $\left(X_{i}^{(n)}\right)_{(i, n) \in \mathbb{N}^{2}}$ are i.i.d. random variables with distribution $\nu$.

We are interested in this process because of the following coupling from [9] relating the MGS to last passage percolation on complete directed acyclic graphs. It is an extension of the infinite-bin model introduced in 8 .

Proposition 2.1 (9). We consider $W_{n}$ as defined in (1) where $X_{i, j}$ has distribution $\nu$ for all $0 \leq i<j$. Then, if we set

$$
\lambda^{(n)}=\sum_{j=0}^{n} \delta_{W_{j}}
$$



Figure 3: On the left, the weighted graph from Figure 1. On the right, the corresponding configuration for the MGS via the coupling from Proposition 2.1.
for all $n \geq 0$, then $\left(\lambda^{(n)}\right)_{n \geq 0}$ is an MGS with starting configuration $\lambda^{(0)}=\delta_{0}$ and weight distribution $\nu$. In particular, $\lambda_{1}^{(n)}=\max \left\{W_{j}, j \in \llbracket 0, n \rrbracket\right\}$.
See Figure 3 for an illustration of this coupling. Since $\nu$ has finite essential supremum, $\mathbb{E}\left[\left(X_{1,2}\right)_{+}\right]$is finite. We give in Remark 2.10 a self-contained proof of the fact that $\left(n^{-1} \max \left\{W_{j}, j \in \llbracket 0, n \rrbracket\right\}\right)$ and $\left(n^{-1} W_{n}\right)$ have the same limit almost surely and in $L^{1}$. Then, by Proposition 2.1

$$
\begin{equation*}
\frac{\lambda_{1}^{(n)}}{n} \xrightarrow[n \rightarrow \infty]{\text { a.s, } L^{1}} C(\nu) . \tag{6}
\end{equation*}
$$

This result is also derived in 9 .
Remark 2.2. In fact, the limit (6) also holds for any MGS with weight distribution $\nu$, not necessarily with starting configuration $\delta_{0}$. We explain this fact more in details in Remark 2.11

### 2.2 Stationary MGS for weight distributions with an atom at their essential supremum

For the remainder of this section, we assume that $\nu$ has the form $(1-p) \mu+p \delta_{M}$ with $M>0, p \in(0,1]$ and $\mu$ a probability distribution on $[-\infty, M)$. We construct a stationary (in time) version of the max growth system (MGS) with weight distribution $\nu$. Similar constructions have been done in [8, 15] for the infinite-bin model using tools from extended renovation theory. Another similar construction have been done for the observable describing the speed of the front in the MGS in 99 . In both cases, the construction of the stationary process comes from renovation events, as introduced in 8, which consists in random times at which the future becomes independent from the past.

Let us denote by $F_{s}(\lambda)$ the configuration obtained by shifting all the particles in $\lambda$ by $s \in \mathbb{R}$. In other words, $\left(F_{s}(\lambda)\right)_{i}=\lambda_{i}-s$ for all $i$.
Proposition 2.3 (Time-stationary MGS). We consider $M \in \mathbb{R}_{+}^{*}$ and $\left(X_{i}^{(n)}\right)_{i \in \mathbb{N}, n \in \mathbb{Z}}$ i.i.d. random variables with distribution $\nu$ on $[-\infty, M]$ such that $\nu(\{M\}):=p>0$. Almost surely, there exists a unique process $\left(\widetilde{\lambda}^{(n)}\right)_{n \in \mathbb{Z}}$ taking values in $\mathcal{N}$ such that:
A. $1 \forall n \in \mathbb{Z}, \widetilde{\lambda}^{(n+1)}=\Phi_{X^{(n+1)}}\left(\widetilde{\lambda}^{(n)}\right)$,
A. $2 \widetilde{\lambda}_{1}^{(0)}=0$.

In addition, $F_{\widetilde{\lambda}_{1}^{(n)}}\left(\widetilde{\lambda}^{(n)}\right)$ is $\mathcal{F}_{n}$-measurable for all $n \in \mathbb{Z}$, where $\mathcal{F}_{n}$ is the $\sigma$-algebra generated by $\left(X_{i}^{(k)}\right)_{i \in \mathbb{N}, k \leq n}$.
Remark 2.4. The process $\left(\widetilde{\lambda}^{(n)}\right)_{n \in \mathbb{Z}}$ is stationary in the sense that it is invariant in time. Since $\left(X_{i}^{(n)}\right)_{i \in \mathbb{N}, n \in \mathbb{Z}}$ has the same distribution as $\left(X_{i}^{(n+1)}\right)_{i \in \mathbb{N}, n \in \mathbb{Z}}$, the processes obtained via Proposition 2.3 for those two weights sequences have the same distribution.
Remark 2.5. In [9, a similar construction of the stationary MGS is done for all measures with $p \in[0,1]$, which is a more general case. However, we do not obtain the formula from Proposition 2.13 from that other construction. In [15], the weight distribution has form $p \delta_{1}+(1-p) \delta_{-\infty}$, and the renovation events consist in "good" and "bad" words appearing in a sequence of i.i.d. random variables with geometric distribution. The construction leads to a formula for $C\left((1-p) \delta_{-\infty}+p \delta_{1}\right)$ as a sum, over an infinite class of words, of polynomials in $p$. This formula leads to the proof of the analyticity of $p \mapsto C\left((1-p) \delta_{-\infty}+p \delta_{1}\right)$. The renovation event used in this article are similar in shape to those of 9 . However, the construction


Figure 4: Illustration of Lemma 2.6 for $M=1$. The configurations $\Phi_{x}(\lambda)$ and $\Phi_{x}\left(\lambda^{\prime}\right)$ where $\lambda=$ $\delta_{0}, \lambda^{\prime}=\delta_{2}+2 \delta_{3}$ and $x=\left(x^{(1)}, x^{(2)}, x^{(3)}, x^{(4)}\right)$, with $x^{(1)}=(1,0.2,-3, \ldots), x^{(2)}=(0.5,1,0.5, \ldots)$, $x^{(3)}=(-0.2,1,0.3,1, \ldots)$ and $x^{(4)}=(-1.5,0.5,0,1, \ldots)$. The configurations $\lambda$ and $\lambda^{\prime}$ are represented in black. The particles added are in blue and indexed by their order of appearance (the particle indexed by $i$ corresponds to the particle obtained from the weight sequence $x^{(i)}$ ). Here, changing the values appearing after the first 1 in the sequences $x^{(i)}$ would not change the obtained configurations. In this case, the word $\alpha(x)=(1,2,2,4)$ is indeed triangular.
done in this article using those events looks more like what have been done in [15]. In our case, the renovation events we use lead us to a formula for $C(\nu)$ as a sum, over an infinite class of words, of polynomials in $p$ whose coefficients depend on $\mu$.
The proof of Proposition 2.3 relies on the existence of renovation events. They consist in particular sequences of weights, which are introduced in the following Lemma 2.6 Firstly, let us introduce some necessary notations.
A word is defined as a finite sequence of positive integers. Let $\mathcal{A}=\cup_{n \in \mathbb{Z}_{+}} \mathbb{N}^{n}$ denote the set of all words. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathcal{A},|\alpha|:=n$ is the length of the word $\alpha$. We denote by $\mathcal{T}=\{\alpha \in \mathcal{A} \mid \forall i \in$ $\left.\llbracket 1,|\alpha| \rrbracket, \alpha_{i} \leq i\right\}$ the set of all triangular words.
For $l \in \mathbb{N}$ and $x=\left(x^{(1)}, \ldots, x^{(l)}\right) \in \mathcal{W}^{l}$, we set $\Phi_{x}:=\Phi_{x^{(l)}} \circ \cdots \circ \Phi_{x^{(1)}}$ the map corresponding to the successive applications of the weight sequences $x^{(1)}, x^{(2)}, \ldots, x^{(l)}$ on configurations in $\mathcal{N}$. Let us define $\alpha(x)$ the word associated to the weight sequence $x$ as the word of length $l$, for which the $n$-th letter corresponds to the index of the first occurrence of the value $M$ in the sequence $x^{(n)}$. More explicitly, for all $n \in \llbracket 1, l \rrbracket$,

$$
\alpha_{n}(x):=\inf \left\{i \in \mathbb{N}, x_{i}^{(n)}=M\right\}
$$

Since $\nu(\{M\})>0$, it follows that $\alpha_{i}\left(X^{(a)}, \ldots, X^{(b)}\right)$ is finite a.s. for all $a<b \in \mathbb{Z}$ and $i \in \llbracket a, b \rrbracket$. We denote by $\mathcal{W}_{\leq M}:=[-\infty, M]^{\mathbb{N}}$ the set of all the elements $x \in \mathcal{W}$ such that $x_{i} \leq M$ for all $i \geq 1$.
Lemma 2.6. For all $l \in \mathbb{N}$ and $x=\left(x^{(1)}, \ldots, x^{(l)}\right) \in\left(\mathcal{W}_{\leq M}\right)^{l}$ such that $\alpha(x) \in \mathcal{T}$, the quantity $\mathfrak{m}\left(\Phi_{\left(x^{(1)}, \ldots, x^{(l-1)}\right)}(\lambda), x^{(l)}\right)-\lambda_{1}$ depends only on $\alpha(x)$ and $\left(x_{j}^{(i)}\right)_{i \in \llbracket 1, l \rrbracket, j \in \llbracket 1, \alpha_{i}(x)-1 \rrbracket}$. In particular, it does not depend on the configuration $\lambda$. In addition, $\mathfrak{m}\left(\Phi_{\left(x^{(1)}, \ldots, x^{(i-1)}\right)}(\lambda), x^{(i)}\right)-\lambda_{1} \geq M$ for all $i \in \llbracket 1, l \rrbracket$.
We illustrate this Lemma 2.6 in Figure 4
Proof. We proceed by induction on $l$. We consider $x=x^{(1)} \in \mathcal{W}_{\leq M}$ such that $\alpha(x) \in \mathcal{T}$. We have $x_{1}^{(1)}=M$ because $\alpha(x)$ is a triangular word. In this case, $\mathfrak{m}\left(\lambda, x^{(1)}\right)-\lambda_{1}=M$ and the result is proved for $l=1$.
We now assume that Lemma 2.6 holds for some $l \in \mathbb{N}$. We consider $x=\left(x^{(1)}, \ldots, x^{(l+1)}\right) \in\left(\mathcal{W}_{\leq M}\right)^{l+1}$ such that $\alpha(x) \in \mathcal{T}$. Since $\alpha(x) \in \mathcal{T}$, there exists $k_{0} \in \llbracket 1, l+1 \rrbracket$ such that $x_{k_{0}}^{(l+1)}=M$. In addition, $x^{(l+1)} \in \mathcal{W}_{\leq M}$. Therefore, $x_{i}^{(l+1)} \leq x_{k_{0}}^{(l+1)}$ for all $i \geq k_{0}$. As a consequence,

$$
\mathfrak{m}\left(\Phi_{x^{\prime}}(\lambda), x^{(l+1)}\right)=\max _{1 \leq i \leq k_{0}}\left(\left(\Phi_{x^{\prime}}(\lambda)\right)_{i}+x_{i}^{(l+1)}\right)
$$

where $x^{\prime}=\left(x^{(1)}, \ldots, x^{(l)}\right)$. We set $y_{i}=\mathfrak{m}\left(\Phi_{\left(x^{(1)}, \ldots, x^{(i-1)}\right)}(\lambda), x^{(i)}\right)-\lambda_{1}$ for all $i \in \llbracket 1, l \rrbracket, y_{l+1}=0$ and $\varphi$ a permutation of $\llbracket 1, k_{0} \rrbracket$ such that $y_{\varphi(1)} \geq \cdots \geq y_{\varphi\left(k_{0}\right)}$. By induction hypothesis applied to $x^{\prime}$, for all $\lambda \in \mathcal{N}$ and $i \in \llbracket 1, l \rrbracket, y_{i}$ depends only on $\left(\alpha_{1}(x), \ldots, \alpha_{l}(x)\right)$ and $\left(x_{j}^{(i)}\right)_{i \in \llbracket 1, l \rrbracket, j \in \llbracket 1, \alpha_{i}(x)-1 \rrbracket}$. In addition, $y_{i} \geq M>0$ for all $i \in \llbracket 1, l \rrbracket$. Then, we obtain

$$
\mathfrak{m}\left(\Phi_{x^{\prime}}(\lambda), x^{(l+1)}\right)=\max _{1 \leq i \leq k_{0}}\left(\lambda_{1}+y_{\varphi(i)}+x_{i}^{(l+1)}\right)
$$



Figure 5: Illustration of Remark 2.9 with $M=1$. For the edge weights represented on the graph, $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=(1,2,2)$ is a triangular word, and there is a directed path made of edges with weights 1 from 0 to any element of $\{1,2,3\}$.

Since $y_{1}, \ldots, y_{l}$ depends only on $\left(\alpha_{1}(x), \ldots, \alpha_{l}(x)\right)$ and $\left(x_{j}^{(i)}\right)_{i \in \llbracket 1, l \rrbracket, j \in \llbracket 1, \alpha_{i}(x)-1 \rrbracket}, \mathfrak{m}\left(\Phi_{x^{\prime}}(\lambda), x^{(l+1)}\right)-\lambda_{1}$ depends only on $\alpha(x)$ and $\left(x_{j}^{(i)}\right)_{i \in \llbracket 1, l+1 \rrbracket, j \in \llbracket 1, \alpha_{i}(x)-1 \rrbracket \text {. In addition, } y_{i} \geq 0 \text { for all } i \text {. Then, } \mathfrak{m}\left(\Phi_{x^{\prime}}(\lambda), x^{(l+1)}\right)-~-~}^{\text {. }}$ $\lambda_{1} \geq y_{\varphi\left(k_{0}\right)}+x_{k_{0}}^{(l+1)} \geq x_{k_{0}}^{(l+1)}=M$, which concludes the inductive step.

Remark 2.7. As a consequence of Lemma 2.6. for all $\lambda \in \mathcal{N}$ and $x \in\left(\mathcal{W}_{\leq M}\right)^{l}$ such that $\alpha(x) \in \mathcal{T}$, we have

$$
\Phi_{x}(\lambda)=\lambda+\sum_{i=1}^{l} \delta_{\lambda_{1}+y_{i}}
$$

where $y_{i}:=\mathfrak{m}\left(\Phi_{\left(x^{(1)}, \ldots, x^{(i-1)}\right)}(\lambda), x^{(i)}\right)-\lambda_{1} \geq M>0$ for all $i \in \llbracket 1, l \rrbracket$. As a consequence, for $\left(x_{j}^{(i)}\right)_{(i, j) \in \mathbb{N}^{2}}$ such that $\alpha\left(\left(x^{(1)}, \ldots, x^{(l)}\right)\right) \in \mathcal{T}$ for all $l \in \mathbb{N}$, if we know only $\lambda_{1}$ and $\left(x_{j}^{(i)}\right)_{i \in \llbracket 1, l \rrbracket, j \in \mathbb{N}}$, then we can obtain the positions of all the particles with positions greater than $\lambda_{1}$ in $\Phi_{\left(x^{(1)}, \ldots, x^{(l)}\right)}(\lambda)$ for all $l \in \mathbb{N}$.
We use Lemma 2.6 to construct the stationary version of the MGS. To do so, we set $\xi_{n}=\inf \{i \in$ $\left.\mathbb{N}, X_{i}^{(n)}=M\right\}$ for all $n \in \mathbb{Z}$, where $\left(X_{i}^{(n)}\right)_{i \in \mathbb{N}, n \in \mathbb{Z}}$ are i.i.d. random variables with distribution $\nu$. We now prove that there are almost surely infinite triangular words in the sequence $\left(\xi_{n}\right)_{n \in \mathbb{Z}}$. We consider $\mathcal{R}=\left\{n \in \mathbb{Z} \mid \forall i \in \mathbb{N}, \xi_{n+i-1} \leq i\right\}$ the set of all the times at which an infinite triangular word starts. By the previous Remark 2.7, those times are renovation events in the sense that, for all $n \in \mathcal{R}$, we are able to reconstruct the future of the process after time $n$ knowing only the front position at this time.

Lemma 2.8. For $p \in(0,1]$, $\inf \mathcal{R}=-\infty$ and $\sup \mathcal{R}=+\infty$ almost surely.
Proof. We notice that the probability distribution of the system is invariant by the shift map

$$
\begin{aligned}
& \sigma: \mathbb{R}^{\mathbb{Z} \times \mathbb{N}} \\
& \quad\left(x_{i}^{(n)}\right)_{n \in \mathbb{Z}, i \in \mathbb{N}} \longmapsto \mathbb{R}^{\mathbb{Z} \times \mathbb{N}} \\
&\left(x_{i}^{(n+1)}\right)_{n \in \mathbb{Z}, i \in \mathbb{N}}
\end{aligned} .
$$

In addition, $\mathbb{P}_{p}(0 \in \mathcal{R})=\prod_{k \geq 1}\left(1-(1-p)^{k}\right)$, which is positive for $p \in(0,1]$. By ergodicity, $\inf \mathcal{R}=-\infty$ and $\sup \mathcal{R}=+\infty$.

Remark 2.9. One can give the following interpretation for an element of $\mathcal{R}$ in terms of last passage percolation via the coupling from Proposition 2.1.

$$
n \in \mathcal{R} \Leftrightarrow \forall k>n, \exists i_{0}=n<i_{1}<\cdots<i_{l}=k, \forall j \in \llbracket 1, l \rrbracket, X_{i_{j-1}, i_{j}}=M
$$

where $X_{i, j}$ is the weight of the edge $(i, j)$ in the graph. In other words, $n$ is in $\mathcal{R}$ if and only if there exists a directed path made of edges with weight $M$ from vertex $n$ to any vertex $k>n$ in the graph. See Figure 5 for an illustration.
By Lemma 2.8, we can enumerate the elements of $\mathcal{R}$ as $\cdots<T_{-1}<T_{0} \leq 0<T_{1}<T_{2}<\ldots$.
Remark 2.10. By Lemma 2.6 and Proposition $2.1, W_{T_{K_{n}}} \leq W_{n}<W_{T_{K_{n}+1}}$ for all $n \in \mathbb{N}$, where $\left(T_{k}\right)_{k \geq 1}$ enumerates the elements of $\mathcal{R}$ for the MGS defined in Proposition 2.1 and $K_{n}:=\max \{k \in \mathbb{Z} \mid$ $\left.T_{k} \leq n\right\}$. In addition, Lemma 2.6 also implies that $W_{T_{k}}=\max _{0 \leq n \leq T_{k}} W_{n}=\lambda_{1}^{\left(T_{k}\right)}$ for all $k \in \mathbb{N}$ since $W_{T_{k}}=1+\max _{0 \leq n \leq T_{k}-1} W_{n}$. Since $T_{k}$ tends to $+\infty$ as $k$ tends to $+\infty,\left(n^{-1} \max \left\{W_{j}, j \in \llbracket 0, n \rrbracket\right\}\right)_{n}$ and $\left(n^{-1} W_{n}\right)_{n}$ have the same limit as $n$ tends to $+\infty$. As a consequence, (6) is proved.

Remark 2.11. By Proposition 2.1, notice that the time constant $C(\nu)$ is equal to the limit of $n^{-1}\left(W_{n}-\right.$ $\left.W_{T_{1}}\right)=\max _{T_{1} \leq k \leq n}\left(\lambda_{1}^{(k)}-\lambda_{1}^{\left(T_{1}\right)}\right)$ as $n$ tends to infinity. Since this quantity is independent of the initial configuration of the considered MGS by Lemma 2.6, (6) holds for any initial configuration $\lambda^{(0)}$ for $\lambda$.

Proof of Proposition 2.3. For $k \in \mathbb{Z}$, we set $Y^{(k)}=\left(X^{\left(T_{k}\right)}, \ldots, X^{\left(T_{k+1}-1\right)}\right)$, where $X^{(n)}=\left(X_{i}^{(n)}\right)_{i \in \mathbb{N}}$.
By definition of $T_{k}, \alpha\left(Y^{(k)}\right) \in \mathcal{T}$ for all $k \in \mathbb{Z}$. We set $y_{j}^{(k)}=\mathfrak{m}\left(\Phi_{\left(X^{\left(T_{k}\right)}, \ldots, X^{(j-1)}\right)}(\theta), X^{(j)}\right)-\theta_{1}$ for all $k \in \mathbb{Z}, j \in \llbracket T_{k}, T_{k+1}-1 \rrbracket$ and any $\theta \in \mathcal{N}$. Thanks to Lemma 2.6, $y_{j}^{(k)}$ depends only on $\left(X^{(i)}\right)_{i \in \llbracket T_{k}, T_{k+1}-1 \rrbracket}$ and not on $\theta$. As a consequence, if $\left(\widetilde{\lambda}^{(n)}\right)_{n \in \mathbb{Z}}$ verifies assumption A.1 from Proposition 2.3, then the position $\mathfrak{m}\left(\widetilde{\lambda}^{(i-1)}, X^{(i)}\right)$ of the particle added at time $i \in \llbracket T_{0}, T_{1}-1 \rrbracket$ depends only on $\widetilde{\lambda}_{1}^{\left(T_{0}-1\right)}$ and $\left(X^{\left(T_{0}\right)}, \ldots, X^{\left(T_{1}-1\right)}\right)$ :

$$
\begin{equation*}
\mathfrak{m}\left(\widetilde{\lambda}^{(i-1)}, X^{(i)}\right)=\widetilde{\lambda}_{1}^{\left(T_{0}-1\right)}+y_{i}^{(0)} \tag{7}
\end{equation*}
$$

Since $T_{0} \leq 0<T_{1}$ and $\alpha\left(\left(x^{\left(T_{0}\right)}, \ldots, x^{(0)}\right)\right) \in \mathcal{T}$, by Lemma 2.6.

$$
\widetilde{\lambda}_{1}^{(0)}=\max _{i \in \llbracket T_{0}, 0 \rrbracket}\left(\widetilde{\lambda}_{1}^{\left(T_{0}-1\right)}+y_{i}^{(0)}\right)=\widetilde{\lambda}_{1}^{\left(T_{0}-1\right)}+\max _{i \in \llbracket T_{0}, 0 \rrbracket} y_{i}^{(0)}
$$

If we assume that $\left(\widetilde{\lambda}^{(n)}\right)_{n \in \mathbb{Z}}$ also verifies assumption A.2 from Proposition 2.3, then necessarily

$$
\begin{equation*}
\widetilde{\lambda}_{1}^{\left(T_{0}-1\right)}=-\max _{i \in \llbracket T_{0}, 0 \rrbracket} y_{i}^{(0)} \tag{8}
\end{equation*}
$$

We set $z_{i}^{(0)}=y_{i}^{(0)}-\max _{j \in \llbracket T_{0}, 0 \rrbracket} y_{j}^{(0)}$ for all $i \in \llbracket T_{0}, T_{1}-1 \rrbracket$. By $(7)$ and 88 , for all $i \in \llbracket T_{0}, T_{1}-1 \rrbracket$, we have

$$
\mathfrak{m}\left(\widetilde{\lambda}^{(i-1)}, X^{(i)}\right)=z_{i}^{(0)}
$$

By Remark 2.7, we notice that

$$
\widetilde{\lambda}^{(0)}=\widetilde{\lambda}^{\left(T_{0}-1\right)}+\sum_{i \in \llbracket T_{0}, 0 \rrbracket} \delta_{\widetilde{\lambda}_{1}^{\left(T_{0}-1\right)}+y_{i}^{(0)}}=\widetilde{\lambda}^{\left(T_{0}-1\right)}+\sum_{i \in \llbracket T_{0}, 0 \rrbracket} \delta_{z_{i}^{(0)}} .
$$

For $i \in \llbracket T_{0}, T_{1}-1 \rrbracket, y_{i}^{(0)} \geq M$ by Lemma 2.6. Then $z_{i}^{(0)} \geq \widetilde{\lambda}_{1}^{\left(T_{0}-1\right)}+M$. In addition, all the particles in the configuration $\tilde{\lambda}^{\left(T_{0}-1\right)}$ have their positions in $\left(-\infty, \widetilde{\lambda}_{1}^{\left(T_{0}-1\right)}\right]$. Therefore, the positions of all the particles in $\widetilde{\lambda}^{(0)}$ whose positions are in $(-M, 0]$ are all the $z_{i}^{(0)}$ for $i \in \llbracket T_{0}, 0 \rrbracket$ such that $z_{i}^{(0)}>-M$.
Now, we can iterate this method in order to obtain all the particles positions in $(-2 M, 0]$ of the configuration $\lambda^{(0)}$, and then in $(k M, 0]$ for all $k \leq-1$. Let us consider an integer $k \leq-1$. For all $i \in \llbracket T_{k}, T_{k+1}-1 \rrbracket$,

$$
\begin{equation*}
\mathfrak{m}\left(\widetilde{\lambda}^{(i-1)}, X^{(i)}\right)=\widetilde{\lambda}_{1}^{\left(T_{k}-1\right)}+y_{i}^{(k)} \tag{9}
\end{equation*}
$$

As a consequence, by Lemma 2.6 .

$$
\tilde{\lambda}_{1}^{\left(T_{k+1}-1\right)}=\widetilde{\lambda}_{1}^{\left(T_{k}-1\right)}+\max _{j \in \llbracket T_{k}, T_{k+1}-1 \rrbracket} y_{j}^{(k)}
$$

Then, if we have $\widetilde{\lambda}_{1}^{\left(T_{k+1}-1\right)}$, we obtain $\widetilde{\lambda}_{1}^{\left(T_{k}-1\right)}$, and we can compute all $\mathfrak{m}\left(\widetilde{\lambda}^{(i-1)}, X^{(i)}\right)$ for $i \in \llbracket T_{k}, T_{k+1}-1 \rrbracket$ by 9 . As a consequence, by induction on $k$, we obtain $\mathfrak{m}\left(\widetilde{\lambda}^{(i-1)}, X^{(i)}\right)$ for all $T_{k} \leq i \leq 0$, and those positions contains all the particles positions in $(k M, 0]$ since $\lambda_{1}^{\left(T_{i}\right)}-\lambda_{1}^{\left(T_{i}-1\right)} \geq M$ for all $i \leq 0$. Therefore, $\widetilde{\lambda}^{(0)}$ is almost surely uniquely defined by assumptions A.1 and A.2. In addition, we notice that by construction, $F_{\widetilde{\lambda}_{1}^{(0)}}=\widetilde{\lambda}^{(0)}$ is $\mathcal{F}_{0}$-measurable.
Now that we have constructed $\widetilde{\lambda}^{(0)}$, for all $n \geq 1, \widetilde{\lambda}^{(n)}$ is obtained by iterating $n$ times assumption A.1. By construction, it is clear that $\left.F_{\widetilde{\lambda}_{1}^{(n)}} \widetilde{\lambda}^{(n)}\right)$ is $\mathcal{F}_{n}$-measurable for all $n \geq 1$.
In order to get $\widetilde{\lambda}^{(n)}$ for $n \leq-1$, it suffices to remove the particles with positions $\mathfrak{m}\left(\widetilde{\lambda}^{(i-1)}, X^{(i)}\right)$ from $\lambda^{(0)}$ for all $i \in \llbracket n+1,0 \rrbracket$ since the process should verify assumption A.1. Since we managed to compute those positions when we constructed $\widetilde{\lambda}^{(0)}$, we obtain $\widetilde{\lambda}^{(n)}$. Another way to construct $\widetilde{\lambda}^{(n)}$ for such $n$ would be to use the same method as for $\tilde{\lambda}^{(0)}$ with the sequence $\left(X^{(k)}\right)_{k \leq n}$. Since the process is almost surely uniquely defined by construction, we would almost surely obtain the same configuration. With this second method, it is clear that $F_{\widetilde{\lambda}_{1}^{(n)}}\left(\widetilde{\lambda}^{(n)}\right)$ is $\mathcal{F}_{n}$-measurable, which concludes the proof.

Now that we have constructed the stationary version $\left(\widetilde{\lambda}^{(n)}\right)_{n \in \mathbb{Z}}$ of the MGS, we can couple it with the standard MGS $\left(\lambda^{(n)}\right)_{n \in \mathbb{Z}_{+}}$using the same renovation events.

Proposition 2.12 (Coupling property). We consider $\left(\widetilde{\lambda}^{(n)}\right)_{n \in \mathbb{Z}}$ the stationary version of the MGS introduced in Proposition 2.3 with weights $\left(X_{j}^{(i)}\right)_{i \in \mathbb{Z}, j \in \mathbb{N}}$. We consider a configuration $\lambda^{(0)} \in \mathcal{N}$ and we set $\lambda^{(n)}=\Phi_{X^{(n)}}\left(\lambda^{(n-1)}\right)$ for all $n \geq 1$. Then, $\left(\lambda^{(n)}\right)_{n \geq 0}$ is a standard MGS. For all $n \geq T_{1}$,

$$
\begin{equation*}
\mathfrak{m}\left(\lambda^{(n-1)}, X^{(n)}\right)-\mathfrak{m}\left(\widetilde{\lambda}^{(n-1)}, X^{(n)}\right)=\lambda_{1}^{\left(T_{1}-1\right)}-\widetilde{\lambda}_{1}^{\left(T_{1}-1\right)} \tag{10}
\end{equation*}
$$

In addition, $\lambda_{1}^{(n)}-\widetilde{\lambda}_{1}^{(n)}=\lambda_{1}^{\left(T_{1}-1\right)}-\widetilde{\lambda}_{1}^{\left(T_{1}-1\right)}$ for all $n \geq T_{1}$.
In what follows, we call front position the position of a particle with maximal position in a configuration.
Proof of Proposition 2.12. By definition of $T_{1}, \alpha\left(\left(x^{\left(T_{1}\right)}, \ldots, x^{(n)}\right)\right) \in \mathcal{T}$ for all $n \geq T_{1}$. As a consequence of Lemma 2.6. $\mathfrak{m}\left(\Phi_{\left(X^{(1)}, \ldots, X^{(n-1)}\right)}(\theta), X^{(n)}\right)-\theta_{1}$ does not depends on the configuration $\theta \in \mathcal{N}$. Then, for all $n \geq T_{1}$,

$$
\mathfrak{m}\left(\lambda^{(n-1)}, X^{(n)}\right)-\lambda_{1}^{\left(T_{k}-1\right)}=\mathfrak{m}\left(\widetilde{\lambda}^{(n-1)}, X^{(n)}\right)-\widetilde{\lambda}_{1}^{\left(T_{k}-1\right)} .
$$

which completes the proof of 10 . By Lemma 2.6. we also know that $\mathfrak{m}\left(\Phi_{\left(X^{(1)}, \ldots, X^{(n-1)}\right)}(\theta), X^{(n)}\right)-\theta_{1} \geq$ $M>0$ for all $n \geq T_{1}$. Therefore, all the particles added at a time $n \geq T_{1}$ in the two versions of the MGS have positions greater than the front positions at time $T_{1}-1$ in both MGS. In addition, all the particles added at time $n<T_{1}$ have positions less or equal to the front position at time $T_{1}-1$ for both MGS. Then, for all $n \geq T_{1}, \lambda_{1}^{(n)}-\lambda_{1}^{\left(T_{1}-1\right)}=\widetilde{\lambda}_{1}^{(n)}-\widetilde{\lambda}_{1}^{\left(T_{1}-1\right)}=\max _{i \in \llbracket T_{1}, n \rrbracket} \mathfrak{m}\left(\Phi_{\left(X^{(1)}, \ldots, X^{(n-1)}\right)}(\theta), X^{(n)}\right)-\theta_{1}$ where $\theta$ is any element of $\mathcal{N}$.

### 2.3 An abstract formula for the time constant for last passage percolation

In this section, we give a formula for $C\left((1-p) \mu+p \delta_{M}\right)$ in terms of the renovation events given in Subsection 2.2
For $\alpha \in \mathcal{A}$, we denote by $H(\alpha)=\sum_{i=1}^{|\alpha|}\left(\alpha_{i}-1\right)$ the height of the word $\alpha$. We set $\mathcal{T}_{m}$ to be the set of all the words in $\mathcal{T}$ with no strict suffix in $\mathcal{T}$. More precisely, $\alpha \in \mathcal{T}_{m}$ if and only if $\alpha \in \mathcal{T}$ and for all $i \in \llbracket 2,|\alpha| \rrbracket,\left(\alpha_{i}, \ldots, \alpha_{|\alpha|}\right) \notin \mathcal{T}$. The elements of $\mathcal{T}_{m}$ are called minimal triangular words.

For $\beta \in \mathcal{T}$ and $x=\left(x_{j}^{(i)}\right)_{i \in \llbracket 1, l \rrbracket, j \in \llbracket 1, \beta_{i}-1 \rrbracket}$ with $x_{j}^{(i)} \in[-\infty, M)$ for all $(i, j)$, let $s_{M}^{\text {end }}(\beta, x)$ be the difference of front positions between steps $l-1$ and $l$ when applying a weight sequence $x^{\prime} \in\left(\mathcal{W}_{\leq M}\right)^{l}$ such that $\alpha\left(x^{\prime}\right)=\beta$ and $x_{j}^{\prime(i)}=x_{j}^{(i)}$ for all $1 \leq i \leq l$ and $1 \leq j \leq \beta_{i}-1$ to any configuration $\lambda \in \mathcal{N}$. By Lemma 2.6. this quantity depends only on $\beta$ and $\left(x_{j}^{(i)}\right)_{i \in \llbracket 1, \downarrow \rrbracket, j \in \llbracket 1, \beta_{i}-1 \rrbracket}$. It is clear that $s_{M}^{\text {end }}(\beta, x) \in[0, M]$.

More precisely, Lemma 2.6 asserts that $\mathfrak{m}\left(\Phi_{\left(x^{\prime(1)}, \ldots, x^{\prime(l-l)}\right)}(\lambda), x^{\prime(l)}\right)-\lambda_{1}$ depends only on $\beta$ and $\left(x_{j}^{(i)}\right)_{i \in \llbracket 1, l \rrbracket, j \in \llbracket 1, \beta_{i}-1 \rrbracket}$. Then,

$$
\begin{equation*}
s_{M}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i \in \llbracket 1, l \rrbracket, j \in \llbracket 1, \beta_{i}-1 \rrbracket}\right)=\max _{i \in \llbracket 1, l \rrbracket} y_{i}-\max _{i \in \llbracket 1, l-1 \rrbracket} y_{i}, \tag{11}
\end{equation*}
$$

where $y_{i}=\mathfrak{m}\left(\Phi_{\left(x^{\prime(1)}, \ldots, x^{\prime(i-l)}\right)}(\lambda), x^{\prime(i)}\right)-\lambda_{1}$ for all $i \in \llbracket 1, l \rrbracket$, any configuration $\lambda \in \mathcal{N}$ and any $x^{\prime} \in$ $\left(\mathcal{W}_{\leq M}\right)^{l}$ such that $\alpha\left(x^{\prime}\right)=\beta$ and $x_{j}^{\prime(i)}=x_{j}^{(i)}$ for all $1 \leq i \leq l$ and $1 \leq j \leq \beta_{i}-1$.
Proposition 2.13. For all $p \in(0,1], M \in \mathbb{R}_{+}^{*}$ and $\mu \in \mathcal{M}_{1}([-\infty, M))$,

$$
C\left((1-p) \mu+p \delta_{M}\right)=\sum_{\beta \in \mathcal{T}_{m}} p^{|\beta|}(1-p)^{H(\beta)} \int s_{M}^{e n d}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right) \prod_{\substack{1 \leq i \leq|\beta| \\ 1 \leq j \leq \beta_{i}-1}} d \mu\left(x_{j}^{(i)}\right)
$$

Proof. By (6), for $\left(\lambda^{(n)}\right)_{n \in \mathbb{Z}_{+}}$an MGS with a starting configuration $\lambda^{(0)}$, we know that $\left(n^{-1} \lambda_{1}^{(n)}\right)$ converges to $C(\nu)$ almost surely and in $L^{1}$ as $n$ tends to infinity. Consider $\widetilde{\lambda}$ the stationary MGS introduced in Proposition 2.3. Since $n^{-1}\left(\lambda_{1}^{\left(T_{1}-1\right)}-\widetilde{\lambda}_{1}^{\left(T_{1}-1\right)}\right)$ converges almost surely and $L^{1}$ to 0 as $n$ tends to infinity by Proposition 2.12, we also have

$$
\frac{\widetilde{\lambda}_{1}^{(n)}}{n} \xrightarrow[n \rightarrow \infty]{\text { a.s, } L^{1}} C(\nu) .
$$

Then, by $L^{1}$ convergence,

$$
\begin{equation*}
\frac{1}{n} \mathbb{E}\left[\widetilde{\lambda}_{1}^{(n)}\right] \underset{n \rightarrow \infty}{ } C(\nu) . \tag{12}
\end{equation*}
$$

By stationarity of $\left(\widetilde{\lambda}^{(n)}\right)_{n \in \mathbb{Z}}\left(\right.$ see Remark 2.4, $\mathbb{E}\left[\tilde{\lambda}_{1}^{(k+1)}-\widetilde{\lambda}_{1}^{(k)}\right]=\mathbb{E}\left[\tilde{\lambda}_{1}^{(1)}-\widetilde{\lambda}_{1}^{(0)}\right]=\mathbb{E}\left[\tilde{\lambda}_{1}^{(1)}\right]$ for all $k \in \mathbb{Z}$. Therefore,

$$
\mathbb{E}\left[\widetilde{\lambda}_{1}^{(n)}\right]=\sum_{k=0}^{n-1} \mathbb{E}\left[\widetilde{\lambda}_{1}^{(k+1)}-\widetilde{\lambda}_{1}^{(k)}\right]=n \mathbb{E}\left[\widetilde{\lambda}_{1}^{(1)}\right]
$$

As a consequence, by $\sqrt{12}, C(\nu)=\mathbb{E}\left[\widetilde{\lambda}_{1}^{(1)}\right]$. Now, we rewrite this formula in terms of triangular words and weights sequences. We set

$$
T_{\text {past }}=\inf \left\{t \in \mathbb{N} \mid\left(X^{(-t+2)}, \ldots, X^{(1)}\right) \in \mathcal{T}\right\}
$$

By definition of $T_{\text {past }}$, we have $\alpha\left(\left(X^{\left(2-T_{\text {past }}\right)}, \ldots, X^{(1)}\right)\right) \in \mathcal{T}_{m}$. Then, by the law of total probability

$$
\begin{align*}
C(\nu) & =\sum_{\beta \in \mathcal{T}_{m}} \mathbb{P}\left(\alpha\left(\left(X^{\left(2-T_{\text {past }}\right)}, \ldots, X^{(1)}\right)\right)=\beta\right) \mathbb{E}\left[\widetilde{\lambda}_{1}^{(1)} \mid \alpha\left(\left(X^{\left(2-T_{\text {past })}\right.}, \ldots, X^{(1)}\right)\right)=\beta\right] \\
& =\sum_{\beta \in \mathcal{T}_{m}} p^{|\beta|}(1-p)^{H(\beta)} \mathbb{E}\left[\widetilde{\lambda}_{1}^{(1)} \mid \alpha\left(\left(X^{\left(2-T_{\text {past }}\right)}, \ldots, X^{(1)}\right)\right)=\beta\right] . \tag{13}
\end{align*}
$$

Conditionally to the event $\left\{\alpha\left(\left(X^{\left(2-T_{\text {past }}\right)}, \ldots, X^{(1)}\right)\right)=\beta\right\},\left(X_{j}^{(i)}\right)_{i \in \llbracket 1,|\beta| \rrbracket, j \in \llbracket 1, \beta_{i}-1 \rrbracket}$ are i.i.d. with distribution $\mu$. Therefore, by definition of $s_{M}^{\text {end }}$,

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{\lambda}_{1}^{(1)} \mid \alpha\left(\left(X^{\left(2-T_{\mathrm{past}}\right)}, \ldots, X^{(1)}\right)\right)=\beta\right]=\int s_{M}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right) \prod_{\substack{1 \leq i \leq|\beta| \\ 1 \leq j \leq \beta_{i}-1}} d \mu\left(x_{j}^{(i)}\right) . \tag{14}
\end{equation*}
$$

Putting everything together, we obtain the formula from Proposition 2.13. which completes the proof of the proposition.

## 3 Regularity properties of the time constant

The four subsections are devoted respectively to the proofs of Theorem 1.6. Theorem 1.7. Theorem 1.3 and Theorem 1.1.

### 3.1 Analyticity in $p$ for measures of the form $(1-p) \mu+p \delta_{M}$

With the results from Section 2, we now prove Theorem 1.6 regarding the analyticity of $p \mapsto C((1-$ $\left.p) \mu+p \delta_{M}\right)$ on ( 0,1$]$.

Proof of Theorem 1.6. We fix $M \in \mathbb{R}_{+}^{*}$. We denote by $D\left(z_{0}, r\right):=\left\{z \in \mathbb{C}| | z-z_{0} \mid<r\right\}$ the open disk of radius $r$ and center $z_{0}$. By Proposition 2.13 , it suffices to show that for all $q_{0} \in[0,1)$, there exists a $\delta>0$ such that for all $z \in D(0, \delta)$,

$$
\sum_{\beta \in \mathcal{T}_{m}}\left|q_{0}+z\right|^{H(\beta)}\left|1-q_{0}-z\right|^{|\beta|} \int\left|s_{M}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right)\right| \prod_{\substack{1 \leq i \leq|\beta| \\ 1 \leq j \leq \beta_{i}-1}} d \mu\left(x_{j}^{(i)}\right)
$$

We consider $q_{0} \in[0,1)$ and $z \in \mathbb{C}$. Since $\mu$ is a probability distribution and $s_{M}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right)$ takes values in $[0, M]$, it suffices to show that for some $\delta>0$ and all $z \in D(0, \delta)$,

$$
\begin{equation*}
\sum_{\beta \in \mathcal{T}_{m}}\left|q_{0}+z\right|^{H(\beta)}\left|1-q_{0}-z\right|^{|\beta|}<\infty \tag{15}
\end{equation*}
$$

By the triangle inequality, we have

$$
\sum_{\beta \in \mathcal{T}_{m}}\left|q_{0}+z\right|^{H(\beta)}\left|1-q_{0}-z\right|^{|\beta|} \leq \sum_{\beta \in \mathcal{T}_{m}}\left(q_{0}+|z|\right)^{H(\beta)}\left(1-q_{0}+|z|\right)^{|\beta|} .
$$

For $z$ such that $1-q_{0}-|z|>0$, we have

$$
\sum_{\beta \in \mathcal{T}_{m}}\left|q_{0}+z\right|^{H(\beta)}\left|1-q_{0}-z\right|^{|\beta|} \leq \sum_{\beta \in \mathcal{T}_{m}}\left(q_{0}+|z|\right)^{H(\beta)}\left(1-q_{0}-|z|\right)^{|\beta|}\left(\frac{1-q_{0}+|z|}{1-q_{0}-|z|}\right)^{|\beta|}
$$

For $p \in(0,1]$ and $\mu$ a probability distribution such that $\mu([-\infty, M))=1$, we denote by $\mathbb{E}_{p, \mu}$ the expectation corresponding to a probability space where the weights $X_{j}^{(i)}$ have distribution ( $1-p$ ) $\mu+p \delta_{M}$. For $r>1$, we notice that

$$
\mathbb{E}_{p, \mu}\left[r^{T_{\text {past }}}\right]=\sum_{\beta \in \mathcal{T}_{m}}(r p)^{|\beta|}(1-p)^{H(\beta)}
$$

by the law of total probability applied to $\alpha\left(\left(X^{\left(2-T_{\text {past }}\right)}, \ldots, X^{(1)}\right)\right)$. Therefore,

$$
\begin{equation*}
\sum_{\beta \in \mathcal{T}_{m}}\left|q_{0}+z\right|^{H(\beta)}\left|1-q_{0}-z\right|^{|\beta|} \leq \mathbb{E}_{1-q_{0}-|z|, \mu}\left[\left(\frac{1-q_{0}+|z|}{1-q_{0}-|z|}\right)^{T_{\text {past }}}\right] \tag{16}
\end{equation*}
$$

If we show that the moment generating function of $T_{\text {past }}$ is finite on an open neighborhood of 1 , then we can show that both quantities in (16) are finite for $|z|$ small enough. To do so, we introduce $\xi_{n}=\inf \{i \in$ $\left.\mathbb{N}, X_{i}^{(n)}=M\right\}$ for all $n \in \mathbb{Z}$. We consider the random sequence $\left(M_{n}\right)_{n \geq 0}$, where $M_{n}$ corresponds to the number of elements $i$ in $\llbracket-n+2,1 \rrbracket$ such that $\xi_{i}>i+n-1$. More explicitly, we consider $\mathcal{M}_{0}=\varnothing$, and for all $n \geq 1$,

$$
\mathcal{M}_{n}=\left\{i \in \llbracket-n+2,1 \rrbracket \mid \xi_{i}>i+n-1\right\} .
$$

For $n \in \mathbb{Z}_{+}$, we set $M_{n}=\# \mathcal{M}_{n}$. By definition of $T_{\text {past }}$, we notice that

$$
T_{\text {past }}=\inf \left\{n \in \mathbb{N} \mid M_{n}=0\right\}
$$

See Figure 6 for an illustration. Equivalently, by definition of $\left(\xi_{i}\right)_{i \in \mathbb{Z}}$, for all $n \in \mathbb{N}$,

$$
\mathcal{M}_{n}=\left\{i \in \llbracket-n+2,1 \rrbracket \mid \forall j \in \llbracket 1, i+n-1 \rrbracket, X_{j}^{(i)}<M\right\} .
$$

We also notice that for all $n \geq 1$,

$$
\mathcal{M}_{n}=\left\{i \in\{-n+2\} \cup \mathcal{M}_{n-1}, X_{i+n-1}^{(i)}<M\right\}
$$

Since $\mathcal{M}_{n-1}$ depends only on $\left(X_{j}^{(i)}\right)_{i \in \llbracket-n+1,1 \rrbracket, j \in \llbracket 1, i+n-2 \rrbracket}$ which is independent of $\left(X_{i+n-1}^{(i)}\right)_{i \in \llbracket-n+2,1 \rrbracket}$, the conditional distribution of $M_{n}$ given $M_{n-1}$ is a binomial distribution $\operatorname{Binomial}\left(M_{n-1}+1,1-p\right)$.
We notice that $M_{n}$ has the same law as a Galton-Watson process with immigration, with distribution Bernoulli $(1-p)$ for the number of offspring of one particle and with distribution Bernoulli $(1-p)$ for the immigration at each step. In [20], Zubkov shows the following result :

Theorem $3.1([20$, Theorem 1]). For any $p \in(0,1)$, there exists a constant $c$ such that for all $k>0$,

$$
\mathbb{P}\left(T_{\text {past }}>k\right) \sim c\left(r_{p}\right)^{-(k+1)}
$$

where $r_{p}$ is the only element $r$ of $\left(1, \frac{1}{1-p}\right)$ such that $\sum_{k=0}^{\infty}(q r)^{k+1} \prod_{n=1}^{k}\left(1-q^{n}\right)=1$ with $q:=1-p$.
As a consequence of Theorem 3.1, $T_{\text {past }}$ has finite exponential moments. More precisely:
Lemma 3.2. For all $p \in(0,1]$, there exists $\rho_{p}>1$ such that for all $p^{\prime} \in[p, 1]$ and $\mu \in \mathcal{M}_{1}([-\infty, M))$,

$$
\mathbb{E}_{p^{\prime}, \mu}\left[\rho_{p}^{T_{p a s t}}\right]<\infty
$$



Figure 6: A dot is represented at position $(n, i)$ if and only if $X_{i}^{(n)}=M$. Notice that $\left(\xi_{k}, \ldots, \xi_{0}, \xi_{1}\right)$ is triangular if and only if, for all $i \in \llbracket k, 1 \rrbracket$, there is at least one dot with abscissa $i$ below or on the dashed line passing through $(k, 1)$. For $n \in \mathbb{N}, \mathcal{M}_{n}$ is the set of all $i \in \llbracket 2-n, 1 \rrbracket$ for which there is no dot with abscissa $i$ below or on the dashed line passing through $(2-n, 1)$. Here, $\mathcal{M}_{1}=\mathcal{M}_{2}=\{1\}, \mathcal{M}_{3}=\{-1\}$, $\mathcal{M}_{4}=\mathcal{M}_{7}=\varnothing, \mathcal{M}_{5}=\{-4,-3\}$ and $\mathcal{M}_{6}=\{-4\}$. Then, $T_{\text {past }}=4$.

Proof of Lemma 3.2. For $p=1$, the result is trivial since $T_{\text {past }}=1$ almost surely. Now, we assume that $p \in(0,1)$. By Theorem 3.1, for any $1<\rho_{p}<r_{p}, \mathbb{E}_{p, \mu}\left[\rho_{p}^{T_{\text {past }}}\right]<\infty$. In addition, $T_{\text {past }}$ is a non-increasing function of $p$ for the trivial coupling. Therefore, $\mathbb{E}_{p^{\prime}, \mu}\left[\rho_{p}^{T_{\text {past }}}\right]<\infty$ for all $p^{\prime} \in[p, 1]$, since $r_{p}>1$.

Now, we consider $1<r<r_{\frac{1-q_{0}}{2}}$ from Lemma 3.2 . Setting $\delta=\min \left(\frac{1-q_{0}}{2}, \frac{\left(1-q_{0}\right)(r-1)}{r+1}\right)$ and $z \in D(0, \delta)$, we have $\mathbb{E}_{1-q_{0}-|z|, \mu}\left[r^{T_{\text {past }}}\right]<\infty$ by Lemma 3.2 since $|z|<\frac{1-q_{0}}{2}$. Furthermore, $\frac{1-q_{0}+|z|}{1-q_{0}-|z|}<r$ because $|z|<\frac{\left(1-q_{0}\right)(r-1)}{r+1}$. Then, we have 15 by 16 , which concludes the proof of Theorem 1.6

Remark 3.3. There is no easy way to compute $r_{p}$ explicitly, but we can approximate its value. We can obtain a lower bound for the radius of convergence of $p \mapsto C\left((1-p) \mu+p \delta_{M}\right)$. This lower bound is valid for all $\mu \in \mathcal{M}_{1}([-\infty, M))$ since $T_{\text {past }}$ does not depend on $\mu$. Let us consider $\varepsilon \in(0,1), q_{0} \in[0,1)$ and $r=r_{\varepsilon\left(1-q_{0}\right)}$. One can show by similar computations as above that $\delta=\min \left(\left(1-q_{0}\right)(1-\varepsilon), \frac{\left(1-q_{0}\right)(r-1)}{r+1}\right)$ is also a lower bound for the radius of convergence of $p \mapsto C\left((1-p) \mu+p \delta_{M}\right)$ around $1-q_{0}$. For $q_{0}=0$, we can numerically optimize this lower bound in $\varepsilon$. We obtain that the radius of convergence around 1 is lower bounded by 0.298167 . This lower bound does not seem to be optimal according to numerical simulations, but it is a slight improvement over the previously known lower bound $\frac{\sqrt{2}-1}{2} \simeq 0,20710678$ from [16] for the case where $\mu=\delta_{-\infty}$.

### 3.2 Analyticity for measures with $N$ atoms

We first simplify the formula from Proposition 2.13 in the specific case where $\nu$ has finite support:
Proposition 3.4. We consider $N$ weights $a_{1}>a_{2}>\cdots>a_{N} \geq-\infty$ such that $a_{1}>0$, and $p_{1}, \ldots, p_{N} \in$ $[0,1]$ such that $p_{1}+\cdots+p_{N}=1$ and $p_{1}>0$. Then,

$$
\begin{equation*}
C\left(\sum_{i=1}^{N} p_{i} \delta_{a_{i}}\right)=\sum_{\beta \in \mathcal{T}_{m}} \sum_{x \in E_{\beta}} s_{a_{1}}^{e n d}(\beta, x) p_{1}^{|\beta|} p_{2}^{c_{2, x}} \ldots p_{N}^{c_{N, x}} \tag{17}
\end{equation*}
$$

where $E_{\beta}=\left\{\left(x_{j}^{(i)}\right)_{i \in \llbracket 1,|\beta| \rrbracket, j \in \llbracket 1, \beta_{i}-1 \rrbracket} \mid x_{j}^{(i)} \in\left\{a_{2}, \ldots a_{N}\right\}\right\}$ and $c_{k, x}=\mid\left\{(i, j) \in \llbracket 1,|\beta| \rrbracket \times \llbracket 1, \beta_{i}-1 \rrbracket \mid\right.$ $\left.x_{j}^{(i)}=a_{k}\right\} \mid$ for all $k \in \llbracket 1, N \rrbracket$ and $x \in E_{\beta}$.

Proof. We apply Proposition 2.13 with $p=p_{1}$ and $\mu=\frac{1}{1-p_{1}} \sum_{i=2}^{N} p_{i} \delta_{a_{i}}$. We obtain

$$
\begin{aligned}
C\left(\sum_{i=1}^{N} p_{i} \delta_{a_{i}}\right) & =\sum_{\beta \in \mathcal{T}_{m}} p_{1}^{|\beta|}\left(1-p_{1}\right)^{H(\beta)} \int s_{a_{1}}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right) \prod_{\substack{1 \leq i \leq|\beta| \\
\leq j \leq \beta_{i}-1}} d \mu\left(x_{j}^{(i)}\right) \\
& =\sum_{\beta \in \mathcal{T}_{m}} \sum_{x \in E_{\beta}} p_{1}^{|\beta|}\left(1-p_{1}\right)^{H(\beta)} s_{a_{1}}^{\text {end }}(\beta, x) \prod_{i=1}^{|\beta|} \prod_{j=1}^{\beta_{i}-1} \mu\left(\left\{x_{j}^{(i)}\right\}\right) \\
& =\sum_{\beta \in \mathcal{T}_{m}} \sum_{x \in E_{\beta}} p_{1}^{|\beta|}\left(1-p_{1}\right)^{H(\beta)} s_{a_{1}}^{\text {end }}(\beta, x)\left(\prod_{i=1}^{|\beta|} \prod_{j=1}^{\beta_{i}-1}\left(1-p_{1}\right)^{-1} p_{2}^{I_{2}, j, 2} \ldots p_{N}^{I_{i, j, N}}\right) \\
& =\sum_{\beta \in \mathcal{T}_{m}} \sum_{x \in E_{\beta}} s_{a_{1}}^{\text {end }}(\beta, x) \cdot p_{1}^{|\beta|} p_{2}^{c_{2, x}} \ldots p_{N}^{c_{N, x}},
\end{aligned}
$$

where $I_{i, j, k}:=\mathbb{1}_{x_{j}^{(i)}=a_{k}}$.
Let us now prove Theorem 1.7 .
Proof of Theorem 1.7. We consider $N$ weights $a_{1}>a_{2}>\cdots>a_{N} \geq-\infty$ with $a_{1}>0$. By Hartogs' theorem on separate holomorphicity [14], if $f$ is a function defined on an open set $U \subseteq \mathbb{C}^{n}$ such that, for all $i \in \llbracket 1, n \rrbracket, z_{i} \mapsto f\left(z_{1}, \ldots, z_{n}\right)$ is analytic when the other coordinates $z_{k}$ for $k \neq i$ are fixed, then $f$ is analytic on $U$. Therefore, it suffices to show that for every $k \in \llbracket 2, N \rrbracket$,

$$
p_{k} \mapsto C\left(\sum_{i=2}^{N} p_{i} \delta_{a_{i}}+\left(1-p_{2}-\cdots-p_{N}\right) \delta_{a_{1}}\right)
$$

is analytic on $\left\{p_{k} \in[0,1], 0 \leq p_{2}+\cdots+p_{N}<1\right\}$ for all $p_{2}, \ldots, p_{k-1}, p_{k+1}, \ldots, p_{N} \in[0,1]$ such that $p_{2}+\cdots+p_{k-1}+p_{k+1}+\cdots+p_{N}<1$.
Now, we fix $k \in \llbracket 2, N \rrbracket$. By (17), it suffices to show that for all $\left(p_{2}, \ldots, p_{N}\right) \in[0,1]^{N}$ such that $0 \leq p_{2}+\cdots+p_{N}<1$, there exists $\delta>0$ such that for all $z \in D(0, \delta)$,
$(\star):=\sum_{\alpha \in \mathcal{T}_{m}} \sum_{x \in E_{\alpha}}\left|1-p_{2}-\cdots-\left(p_{k}+z\right)-\cdots-p_{N}\right|^{|\alpha|} \cdot p_{2}^{c_{2, x}} \ldots p_{k-1}^{c_{k-1, x}}\left|p_{k}+z\right|^{c_{k, x}} \cdot p_{k+1}^{c_{k+1, x}} \ldots p_{N}^{c_{N, x}}<\infty$
since $0 \leq s_{a_{1}}^{\text {end }} \leq a_{1}$. We set $p_{1}=1-p_{2}-\cdots-p_{N}$. By the triangle inequality, we obtain the following upper bound

$$
\begin{aligned}
(\star) & \leq \sum_{\alpha \in \mathcal{T}_{m}} \sum_{x \in E_{\alpha}}\left(p_{1}+|z|\right)^{|\alpha|} \cdot p_{2}^{c_{2, x}} \ldots p_{k-1}^{c_{k-1, x}}\left(p_{k}+|z|\right)^{c_{k, x}} \cdot p_{k+1}^{c_{k+1, x}} \ldots p_{N}^{c_{N, x}} \\
& =\sum_{\alpha \in \mathcal{T}_{m}} \sum_{x \in E_{\alpha}}\left(\frac{p_{1}+|z|}{p_{1}-|z|}\right)^{|\alpha|}\left(p_{1}-|z|\right)^{|\alpha|} \cdot p_{2}^{c_{2, x}} \ldots p_{k-1}^{c_{k-1, x}}\left(p_{k}+|z|\right)^{c_{k, x}} \cdot p_{k+1}^{c_{k+1, x}} \ldots p_{N}^{c_{N, x}}
\end{aligned}
$$

We take $\delta<\min \left(1-p_{k}, 1-p_{1}\right)$ so that $p_{k}+|z| \in\left[0,1\left[\right.\right.$ and $1-p_{1}-|z|>0$. If we denote by $\mathbb{E}_{p, \mu}$ the expectation corresponding to the probability space where the weights have distribution $(1-p) \mu+p \delta_{1}$, then

$$
(\star) \leq \mathbb{E}_{p_{1}-|z|, \sum_{i=2}^{N} \frac{p_{i}}{1-p_{1}} \delta_{a_{i}}}\left[\left(\frac{p_{1}+|z|}{p_{1}-|z|}\right)^{T_{\text {past }}}\right]
$$

where $T_{\text {past }}$ is the length of the first triangular word in the past for a word of i.i.d. random variables with distribution $\mathcal{G}\left(p_{1}-|z|\right)$. This expectation is exactly the same as in 16), and its finiteness has already been proved by Lemma 3.2 for $|z| \leq \delta^{\prime}$ for some $\delta^{\prime}$. Then, with $\delta<\min \left(1-p_{k}, 1-p_{1}, \delta^{\prime}\right),(\star)<+\infty$.
Therefore, $p_{k} \mapsto C\left(\sum_{i=2}^{N} p_{i} \delta_{a_{i}}+\left(1-p_{2}-\cdots-p_{N}\right) \delta_{1}\right)$ is analytic on $\left\{p_{k} \in[0,1], 0 \leq p_{2}+\cdots+p_{N}<\right.$ $1\}$.

### 3.3 Continuity

Proof of Theorem 1.3. We proceed by successive approximations to prove the theorem. Firstly, we show that it suffices to prove the result on the set of measures $\nu$ with essential supremum equal to a fixed $M$ and with $\nu((M-\varepsilon, M))=0$ for some $\varepsilon>0$. Secondly, we use Theorem 1.6 and we prove the continuity of $\mu \mapsto C\left((1-p) \mu+p \delta_{M_{\nu}}\right)$ via Proposition 2.13 in order to prove the continuity of $\nu \mapsto C(\nu)$ on this class of measures.

Let us consider $\nu_{n}, \nu \in \mathcal{M}_{1}$ such that $d\left(\nu_{n}, \nu\right)$ converges to 0 as $n$ tends to $+\infty$. In other terms, $\left(\nu_{n}\right)_{n}$ weakly converges to $\nu$ and $M_{\nu_{n}}$ converges to $M_{\nu}$ as $n$ tends to $+\infty$. We want to show that $C\left(\nu_{n}\right)$ converges to $C(\nu)$ as $n$ tends to $+\infty$.
For $\varepsilon>0$, we set $\nu^{(\varepsilon)}=\left(1-p^{(\varepsilon)}\right) \mu^{(\varepsilon)}+p^{(\varepsilon)} \delta_{M_{\nu}}$ where $p^{(\varepsilon)}=\nu\left(\left[M_{\nu}-\varepsilon, M_{\nu}\right]\right)$ and $\mu^{(\varepsilon)}=\frac{\nu\left(\left[-\infty, M_{\nu}-\varepsilon\right) \cap \bullet\right)}{1-p^{(\varepsilon)}}$. Similarly, we set $\nu_{n}^{(\varepsilon)}=\left(1-p_{n}^{(\varepsilon)}\right) \mu_{n}^{(\varepsilon)}+p_{n}^{(\varepsilon)} \delta_{M_{\nu}}$ where $p_{n}^{(\varepsilon)}=\nu_{n}\left(\left[M_{\nu}-\varepsilon, M_{\nu_{n}}\right]\right)$ and $\mu_{n}^{(\varepsilon)}=\frac{\nu_{n}\left(\left[-\infty, M_{\nu}-\varepsilon\right) \cap \bullet\right)}{1-p_{n}^{(\varepsilon)}}$. Notice that the probability distribution $\mu^{(\varepsilon)}$ is well-defined if and only if $p^{(\varepsilon)}<1$. When $p^{(\varepsilon)}=1$, set $\nu^{(\varepsilon)}=\delta_{M_{\nu}}$. Similarly, $\mu_{n}^{(\varepsilon)}$ is not well-defined when $p_{n}^{(\varepsilon)}=1$, and we set $\nu_{n}^{(\varepsilon)}=\delta_{M_{\nu}}$ in that case.
Since a probability distribution has a set of atoms which is at most countable, we can assume that $\nu\left(\left\{M_{\nu}-\varepsilon\right\}\right)=0$ for $\varepsilon$ as small as we need. Then, $p_{n}^{(\varepsilon)}$ converges to $p^{(\varepsilon)}$ as $n$ tends to $+\infty$ by Portmanteau theorem (c.f [4]) for such $\varepsilon$. Then, $\mu_{n}^{(\varepsilon)}$ is also well-defined for $n$ large enough when $p^{(\varepsilon)}<1$ by convergence of $\left(p_{n}^{(\varepsilon)}\right)_{n}$ to $p^{(\varepsilon)}$. Similarly, it is easy to show that $\left(\mu_{n}^{(\varepsilon)}\right)_{n}$ weakly converges to $\mu^{(\varepsilon)}$ by the Portmanteau theorem when $p^{(\varepsilon)}<1$. As a consequence, $\left(\nu_{n}^{(\varepsilon)}\right)_{n}$ weakly converges to $\nu^{(\varepsilon)}$.
By the triangle inequality, for all $n \in \mathbb{N}$ and $\varepsilon>0$,

$$
\begin{equation*}
\left|C\left(\nu_{n}\right)-C(\nu)\right| \leq\left|C\left(\nu_{n}\right)-C\left(\nu_{n}^{(\varepsilon)}\right)\right|+\left|C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\nu^{(\varepsilon)}\right)\right|+\left|C\left(\nu^{(\varepsilon)}\right)-C(\nu)\right| \tag{18}
\end{equation*}
$$

The first and last terms in the right-hand side of (18) are easy to control. We consider $\left(X_{i, j}^{(n)}\right)_{i<j}$ i.i.d random variables with distribution $\nu_{n}$. If we set

$$
\widetilde{X}_{i, j}^{(n)}:=M_{\nu} \mathbb{1}_{X_{i, j}^{(n)} \geq M_{\nu}-\varepsilon}+X_{i, j}^{(n)} \mathbb{1}_{X_{i, j}^{(n)}<M_{\nu}-\varepsilon},
$$

then $\left(\widetilde{X}_{i, j}^{(n)}\right)_{i<j}$ are i.i.d random variables with distribution $\nu_{n}^{(\varepsilon)}$. For $\pi_{N}=\left(i_{N, 1}, \ldots, i_{N, k_{N}}\right)$ a heaviest path starting at 0 and ending at $N$ for the weights $\left(X_{i, j}^{(n)}\right)_{i<j}$, we have

$$
C\left(\nu_{n}\right)-C\left(\nu_{n}^{(\varepsilon)}\right) \leq \liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{l=1}^{k_{N}-1}\left(X_{i_{N, l}, i_{N, l+1}}^{(n)}-\widetilde{X}_{i_{N, l}, i_{N, l+1}}^{(n)}\right)
$$

by (3). For all $i<j,\left(X_{i, j}^{(n)}-\widetilde{X}_{i, j}^{(n)}\right)$ is positive only when $M_{\nu}<X_{i, j}^{(n)} \leq M_{\nu_{n}}$. In this case, $\widetilde{X}_{i, j}^{(n)}=M_{\nu}$. Then, we obtain the following domination

$$
\begin{equation*}
C\left(\nu_{n}\right)-C\left(\nu_{n}^{(\varepsilon)}\right) \leq \max \left(M_{\nu_{n}}-M_{\nu}, 0\right) . \tag{19}
\end{equation*}
$$

Similarly, if $\pi_{N}^{\prime}=\left(i_{N, 1}^{\prime}, \ldots, i_{N, k_{N}^{\prime}}^{\prime}\right)$ is a heaviest path starting at 0 and ending at $N$ for the weights $\left(\widetilde{X}_{i, j}^{(n)}\right)_{i<j}$, then

$$
C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\nu_{n}\right) \leq \liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{l=1}^{k_{N}^{\prime}-1}\left(\widetilde{X}_{i_{N, l}^{\prime}, i_{N, l+1}^{\prime}}^{(n)}-X_{i_{N, l}^{\prime}, i_{N, l+1}^{\prime}}^{(n)}\right)
$$

by (3). Since $\left(\widetilde{X}_{i, j}^{(n)}-X_{i, j}^{(n)}\right)$ is positive only when $M_{\nu}-\varepsilon \leq X_{i, j}^{(n)}<M_{\nu}$, we obtain

$$
\begin{equation*}
C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\nu_{n}\right) \leq M_{\nu}-\left(M_{\nu}-\varepsilon\right) \leq \varepsilon . \tag{20}
\end{equation*}
$$

As a consequence of (19) and 20), $\left|C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\nu_{n}\right)\right| \leq \varepsilon+\left|M_{\nu_{n}}-M_{\nu}\right|$. A similar reasoning shows that $0 \leq C\left(\nu^{(\varepsilon)}\right)-C(\nu) \leq \varepsilon$. Then, $\left|C\left(\nu_{n}\right)-C(\nu)\right| \leq\left|C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\nu^{(\varepsilon)}\right)\right|+2 \varepsilon+\left|M_{\nu_{n}}-M_{\nu}\right|$ for all $n \geq 0$ by (18). By convergence of $\left(M_{\nu_{n}}\right)_{n}$ to $M_{\nu}$, we obtain

$$
\limsup _{n \rightarrow \infty}\left|C\left(\nu_{n}\right)-C(\nu)\right| \leq \limsup _{n \rightarrow \infty}\left|C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\nu^{(\varepsilon)}\right)\right|+2 \varepsilon,
$$

Since we can take $\varepsilon$ as small as we want, it remains to see that $\left|C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\nu^{(\varepsilon)}\right)\right|$ converges to 0 as $n$ tends to $+\infty$. To do so, we use the following two lemmas:

Lemma 3.5. For all $p \in(0,1]$ and $M>0, \mu \mapsto C\left((1-p) \mu+p \delta_{M}\right)$ is continuous for the Lévy-Prokhorov metric on the space of probability distributions in $\mathcal{M}_{1}([-\infty, M))$.

Lemma 3.6. For all $M>0$ and $p \in(0,1]$, there exist $L \in \mathbb{R}^{+}$and $p_{-}<p_{+} \in \mathbb{R}_{+}^{*}$ such that $p_{-}<p<p_{+}$ and such that for all $\mu \in \mathcal{M}_{1}([-\infty, M))$, $p \mapsto C\left((1-p) \mu+p \delta_{M}\right)$ is L-Lipschitz on $\left[p_{-}, \min \left(1, p_{+}\right)\right]$.

Assuming that those two lemmas are true, we obtain the result as follows. We set

$$
\hat{\nu}_{n}^{(\varepsilon)}=\left(1-p^{(\varepsilon)}\right) \mu_{n}^{(\varepsilon)}+p^{(\varepsilon)} \delta_{M_{\nu}}
$$

By the triangle inequality,

$$
\begin{equation*}
\left|C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\nu^{(\varepsilon)}\right)\right| \leq\left|C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\hat{\nu}_{n}^{(\varepsilon)}\right)\right|+\left|C\left(\hat{\nu}_{n}^{(\varepsilon)}\right)-C\left(\nu^{(\varepsilon)}\right)\right| . \tag{21}
\end{equation*}
$$

By Lemma3.5. the second term in (21) converges to 0 as $n$ tends to $+\infty$, since $\left(\mu_{n}^{(\varepsilon)}\right)_{n}$ weakly converges to $\mu^{(\varepsilon)}$ when $p^{(\varepsilon)}<1$. When $p^{(\varepsilon)}=1$, the second term vanishes. For the first term, we apply Lemma 3.6 with $p=p^{(\varepsilon)}$ : since $\left(p_{n}^{(\varepsilon)}\right)_{n}$ converges to $p^{(\varepsilon)}$, there exists $N \in \mathbb{N}$ such that for all $n \geq N, p_{n}^{(\varepsilon)} \in\left[p_{-}, \min \left(1, p_{+}\right)\right]$. Then, there exists $L \in \mathbb{R}_{+}$such that for all $n \geq N,\left|C\left(\nu_{n}^{(\varepsilon)}\right)-C\left(\hat{\nu}_{n}^{(\varepsilon)}\right)\right| \leq L\left|p_{n}^{(\varepsilon)}-p^{(\varepsilon)}\right|$ by Lemma 3.6 Therefore, the first term in (21) converges to 0 , which concludes the proof of Theorem 1.3 .

Let us now prove Lemmas 3.5 and 3.6 .
Proof of Lemma 3.5. We consider fixed $p \in(0,1]$ and $M>0$. For $\mu$ a probability distribution on $[-\infty, M)$, we denote by $\mathbb{E}_{p, \mu}$ the expectation corresponding to a probability space where the weights $\left(X_{i, j}\right)_{i<j}$ are i.i.d. with distribution $(1-p) \mu+p \delta_{M}$. By 13),

$$
C\left((1-p) \mu+p \delta_{M}\right)=\sum_{\beta \in \mathcal{T}_{m}} p^{|\beta|}(1-p)^{H(\beta)} \mathbb{E}_{p, \mu}\left[\widetilde{\lambda}_{1}^{(1)} \mid \alpha\left(\left(X^{\left(2-T_{\text {past }}\right)}, \ldots, X^{(1)}\right)\right)=\beta\right]
$$

Notice that, conditionally to the event $\left(\alpha\left(\left(X^{\left(2-T_{\text {past }}\right)}, \ldots, X^{(1)}\right)\right)=\beta\right),\left(X_{j}^{(i)}\right)_{i \in \llbracket 1, \mid \beta \rrbracket \rrbracket, j \in \llbracket 1, \beta_{i}-1 \rrbracket}$ are i.i.d. with distribution $\mu$. By definition of $s_{M}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right)$,

$$
\mathbb{E}_{p, \mu}\left[\widetilde{\lambda}_{1}^{(1)} \mid \alpha\left(\left(X^{\left(2-T_{\text {past }}\right)}, \ldots, X^{(1)}\right)\right)=\beta\right]=\int s_{M}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right) \prod_{\substack{1 \leq i \leq|\beta| \\ 1 \leq j \leq \beta_{i}-1}} d \mu\left(x_{j}^{(i)}\right)
$$

Notice that for all $\beta \in \mathcal{T}_{m}$ and $M>0, s_{M}^{\text {end }}(\beta, \bullet)$ is continuous and bounded by $M$. As a consequence, $\mathbb{E}_{p, \mu}\left[\widetilde{\lambda}_{1}^{(1)} \mid \alpha\left(\left(X^{\left(2-T_{\text {past }}\right)}, \ldots, X^{(1)}\right)\right)=\beta\right]$ is a continuous function of $\mu$ for the Lévy-Prokhorov metric. Since this conditional expectation is bounded by $M$, we obtain the continuity of $\mu \mapsto C\left((1-p) \mu+p \delta_{M}\right)$ by the dominated convergence theorem.

Proof of Lemma 3.6. Let us consider $M>0, p \in(0,1]$ and $\mu \in \mathcal{M}_{1}([-\infty, M))$. Assume that $0<p_{-}<$ $p<p_{+}$where $p_{-}$and $p_{+}$will be adjusted later. By Theorem 1.6, the map $p \mapsto C\left((1-p) \mu+p \delta_{M}\right)$ is analytic on $(0,1]$. Then, by the mean value theorem,

$$
\begin{equation*}
\left|C\left(\left(1-p_{1}\right) \mu+p_{1} \delta_{M}\right)-C\left(\left(1-p_{2}\right) \mu+p_{2} \delta_{M}\right)\right| \leq L_{\mu, p_{1}, p_{2}}\left|p_{2}-p_{1}\right|, \tag{22}
\end{equation*}
$$

for all $p_{-} \leq p_{1}<p_{2} \leq \min \left(1, p_{+}\right)$, where $L_{\mu, p_{1}, p_{2}}:=\sup \left\{\left.\left|\left(\left.\frac{\partial}{\partial p} C\left((1-p) \mu+p \delta_{M}\right)\right|_{p=p^{\prime}}\right)\right| \right\rvert\, p^{\prime} \in\left(p_{1}, p_{2}\right)\right\}$. We need to dominate $L_{\mu, p_{1}, p_{2}}$ by some quantity which does not depends on $\mu$. For all $\beta \in \mathcal{T}_{m}, p \in(0,1]$ and $x_{j}^{(i)} \in[-\infty, M)$, we set $g\left(\beta, p,\left(x_{j}^{(i)}\right)_{i, j}\right)=p^{|\beta|}(1-p)^{H(\beta)} s_{M}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right)$. Then, by Proposition 2.13

$$
C\left((1-p) \mu+p \delta_{M}\right)=\sum_{\beta \in \mathcal{T}_{m}} \int g\left(\beta, p,\left(x_{j}^{(i)}\right)_{i, j}\right) \prod_{\substack{1 \leq i \leq|\beta| \\ 1 \leq j \leq \beta_{i}-1}} d \mu\left(x_{j}^{(i)}\right) .
$$

The function $p \mapsto g\left(\beta, p,\left(x_{j}^{(i)}\right)_{i, j}\right)$ is differentiable on $(0,1]$ since it is polynomial, and we have

$$
\frac{\partial}{\partial p} g\left(\beta, p,\left(x_{j}^{(i)}\right)_{i, j}\right)=\left(|\beta| p^{|\beta|-1}(1-p)^{H(\beta)}-H(\beta) p^{|\beta|}(1-p)^{H(\beta)-1}\right) \cdot s_{M}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right)
$$

for all $\beta \in \mathcal{T}_{m} \backslash\{1\}$, and $\frac{\partial}{\partial p} g\left(1, p,\left(x_{j}^{(i)}\right)_{i, j}\right)=M$. Since $s_{M}^{\text {end }}\left(\beta,\left(x_{j}^{(i)}\right)_{i, j}\right) \in[0, M]$, for all $\beta \in \mathcal{T}_{m}$, by the triangle inequality,

$$
\begin{aligned}
\left|\frac{\partial}{\partial p} g\left(\beta, p,\left(x_{j}^{(i)}\right)_{i, j}\right)\right| & \leq M\left(|\beta| p_{+}^{|\beta|-1}\left(1-p_{-}\right)^{H(\beta)}+H(\beta) p_{+}^{|\beta|}\left(1-p_{-}\right)^{H(\beta)-1}\right) \\
& \leq M\left(\frac{|\beta|}{p_{+}}+\frac{H(\beta)}{1-p_{-}}\right) p_{+}^{|\beta|}\left(1-p_{-}\right)^{H(\beta)} \\
& \leq M\left(\frac{|\beta|}{p_{+}}+\frac{H(\beta)}{1-p_{-}}\right) p_{-}^{|\beta|}\left(1-p_{-}\right)^{H(\beta)} \cdot\left(\frac{p_{+}}{p_{-}}\right)^{|\beta|}
\end{aligned}
$$

Since $\beta$ is triangular, $H(\beta) \leq \frac{|\beta|(|\beta|-1)}{2}$. Then, $H(\beta) \leq|\beta|^{2}$ and we have

$$
\begin{equation*}
\left|\frac{\partial}{\partial p} g\left(\beta, p,\left(x_{j}^{(i)}\right)_{i, j}\right)\right| \leq M\left(\frac{1}{p_{+}}+\frac{1}{1-p_{-}}\right) p_{-}^{|\beta|}\left(1-p_{-}\right)^{H(\beta)} \cdot|\beta|^{2}\left(\frac{p_{+}}{p_{-}}\right)^{|\beta|} \tag{23}
\end{equation*}
$$

for all $\beta \in \mathcal{T}_{m}$. Since the term on the right in (23) does not depend on $p$, it suffices to show that it is integrable in order to exchange the derivative and the sum by the Leibniz integral rule. With $\mathbb{E}_{p, \mu}$ the expectation corresponding to the probability space where the weights have distribution $(1-p) \mu+p \delta_{M}$, we obtain

$$
\begin{equation*}
\sum_{\beta \in \mathcal{T}_{m}} p_{-}^{|\beta|}\left(1-p_{-}\right)^{H(\beta)} \cdot|\beta|^{2}\left(\frac{p_{+}}{p_{-}}\right)^{|\beta|}=\mathbb{E}_{p_{-}, \mu}\left[T_{\text {past }}^{2}\left(\frac{p_{+}}{p_{-}}\right)^{T_{\text {past }}}\right] \tag{24}
\end{equation*}
$$

by the law of total probability. Now, let us consider a $p_{0} \in(0, p)$. By Theorem 3.1, if $p_{0} r_{p_{0}}>p$, the quantity in 24$)$ is finite with $p_{-}=p_{0}$ and any $p_{+} \in\left(p, p_{0} r_{p_{0}}\right)$. If $p_{0} r_{p_{0}} \leq p$, let us consider $p_{-}$such that $p-p_{0}\left(r_{p_{0}}-1\right)<p_{-}<p$. Since $r_{p}=\sup \left\{r \geq 1 \mid \mathbb{E}_{p, \mu}\left[r^{T_{\text {past }}}\right]<+\infty\right\}, p \mapsto r_{p}$ is non-decreasing on $(0,1]$ since $T_{\text {past }}$ is non-increasing in $p$ by trivial coupling. Then, $0<p-p_{-}<p_{0}\left(r_{p_{0}}-1\right) \leq p_{-}\left(r_{p_{-}}-1\right)$, which implies that $p<p_{-} r_{p_{-}}$. Therefore, for any $p_{+} \in\left(p, p_{-} r_{p_{-}}\right)$, the quantity in (24) is finite. We set $L=\sum_{\beta \in \mathcal{T}_{m}}\left(\frac{1}{p_{+}}+\frac{1}{1-p_{-}}\right) p_{-}^{|\beta|}\left(1-p_{-}\right)^{H(\beta)} \cdot|\beta|^{2}\left(\frac{p_{+}}{p_{-}}\right)^{|\beta|}$, which is finite and depends only on $p_{-}$and $p_{+}$. Then, by (22) and the Leibniz integral rule, $p \mapsto C\left((1-p) \mu+p \delta_{M}\right)$ is $L$-Lipschitz on $\left[p_{-}, \min \left(1, p_{+}\right)\right]$.

### 3.4 Strict monotonicity of $C(\nu)$

In this subsection, we consider $\nu_{j} \in \mathcal{M}_{1}$ of the form $\left(1-p_{j}\right) \mu_{j}+p_{j} \delta_{M}$ for $j=1,2$, where $M>0$, $p_{1}, p_{2} \in(0,1]$ and $\mu_{1}, \mu_{2} \in \mathcal{M}_{1}([-\infty, M))$. Assuming that $\nu_{1}$ is dominated by $\nu_{2}$ for the stochastic order, there exists $\left(X_{i}^{(n)}\left(\nu_{j}\right)\right)_{i, n \geq 1}$ i.i.d. random variables with distribution $\nu_{j}$ such that $X_{i}^{(n)}\left(\nu_{1}\right) \leq X_{i}^{(n)}\left(\nu_{2}\right)$ almost surely for all $i, n \geq 1$ by trivial coupling. We set $\lambda$ and $\theta$ to be the MGS with respective weights sequences $\left(X_{i}^{(n)}\left(\nu_{1}\right)\right)_{i, n \geq 1}$ and $\left(X_{i}^{(n)}\left(\nu_{2}\right)\right)_{i, n \geq 1}$, and starting configuration $\delta_{0}$.
Proposition 3.7. With $\lambda$ and $\theta$ as previously defined, consider $\xi_{n}:=\inf \left\{i \in \mathbb{N}, X_{i}^{(n)}\left(\nu_{1}\right)=M\right\}$ for all $n \in \mathbb{N}$. Let $T_{1}<T_{2}<\ldots$ be the enumeration of the elements of $\mathcal{R}=\left\{n \in \mathbb{N} \mid \forall i \in \mathbb{N}, \xi_{n+i-1} \leq i\right\}$. Then,

$$
\begin{align*}
C\left(\nu_{1}\right) & =\gamma_{1-p_{1}} \mathbb{E}\left[\lambda_{1}^{\left(T_{2}-1\right)}-\lambda_{1}^{\left(T_{1}-1\right)}\right],  \tag{25}\\
C\left(\nu_{2}\right) & =\gamma_{1-p_{1}} \mathbb{E}\left[\theta_{1}^{\left(T_{2}-1\right)}-\theta_{1}^{\left(T_{1}-1\right)}\right], \tag{26}
\end{align*}
$$

where $\gamma_{q}:=\prod_{k \geq 1}\left(1-q^{k}\right)$ for all $q \in[0,1)$.
Proof. For $j=1,2$, the sequences $\left(\left(X^{(l)}\left(\nu_{j}\right)\right)_{T_{k} \leq l<T_{k+1}}\right)_{k \in \mathbb{N}}$ are stationary by definition of $\left(T_{k}\right)_{k \in \mathbb{N}}$. By Lemma 2.6 and Remark 2.7. $\left(\lambda_{1}^{\left(T_{k+1}-1\right)}-\lambda_{1}^{\left(T_{k}-1\right)}\right)_{k \in \mathbb{N}}$ depends only on $\left(X^{(l)}\left(\nu_{1}\right)\right)_{T_{k} \leq l<T_{k+1}}$. Therefore,
$\left(\lambda_{1}^{\left(T_{k+1}-1\right)}-\lambda_{1}^{\left(T_{k}-1\right)}\right)_{k \in \mathbb{N}}$ is a stationary sequence. If we set $K_{n}=\max \left\{k \geq 0 \mid T_{k}-1 \leq n\right\}$, then $\lambda_{1}^{(n)}=\lambda_{1}^{\left(T_{1}-1\right)}+\sum_{k=1}^{K_{n}-1}\left(\lambda_{1}^{\left(T_{k+1}-1\right)}-\lambda_{1}^{\left(T_{k}-1\right)}\right)+\left(\lambda_{1}^{(n)}-\lambda_{1}^{\left(T_{K_{n}}-1\right)}\right)$. By ergodicity,

$$
\frac{K_{n}}{n} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} \mathbb{P}(1 \in \mathcal{R})=\gamma_{1-p}>0
$$

and

$$
C\left(\nu_{1}\right)=\lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{k=1}^{K_{n}-1} \mathbb{E}\left[\lambda_{1}^{\left(T_{k+1}-1\right)}-\lambda_{1}^{\left(T_{k}-1\right)}\right] .
$$

Therefore, we obtain (25). To obtain 26), we notice that $X_{i}^{(n)}\left(\nu_{1}\right)=M$ implies that $X_{i}^{(n)}\left(\nu_{2}\right)=M$. Therefore, $\left(\theta_{1}^{\left(T_{k+1}-1\right)}-\theta_{1}^{\left(T_{k}-1\right)}\right)_{k \in \mathbb{N}}$ is also stationary by Lemma 2.6 and Remark 2.7, and a similar reasoning leads to 26).

The following lemma allows us to compare the positions of the fronts in two MGS with comparable weights sequences:
Lemma 3.8. Consider $\left(x^{(n)}\right)_{n \in \mathbb{N}}$ and $\left(y^{(n)}\right)_{n \in \mathbb{N}}$ two deterministic sequences of elements of $\mathcal{W}_{\leq M}$. Set $\left(\lambda^{(n)}\right)_{n \in \mathbb{Z}_{+}}$and $\left(\theta^{(n)}\right)_{n \in \mathbb{Z}_{+}}$the deterministic MGS with starting configurations $\lambda^{(0)}=\theta^{(0)}=\delta_{0}$ and respective weights sequences $\left(x_{i}^{(n)}\right)_{i, n \in \mathbb{N}}$ and $\left(y_{i}^{(n)}\right)_{i, n \in \mathbb{N}}$. More explicitly, for all $n \in \mathbb{N}$, set $\lambda^{(n)}=$ $\lambda^{(n-1)}+\delta_{\mathfrak{m}\left(\lambda^{(n-1)}, x^{(n)}\right)}$ and $\theta^{(n)}=\theta^{(n-1)}+\delta_{\mathfrak{m}\left(\theta^{(n-1)}, y^{(n)}\right)}$. If $x_{i}^{(n)} \leq y_{i}^{(n)}$ for all $i, n \in \mathbb{N}$, then $\lambda_{i}^{(n)} \leq \theta_{i}^{(n)}$ for all $n \in \mathbb{N}$ and $1 \leq i \leq n+1$.

Proof. Let us show that $\lambda_{i}^{(n)} \leq \theta_{i}^{(n)}$ for all $1 \leq i \leq n+1$ by induction on $n$. For $n=0$, the result is clearly true. Assume that the result is true for $n-1 \in \mathbb{Z}_{+}: \lambda_{i}^{(n-1)} \leq \theta_{i}^{(n-1)}$ for all $1 \leq i \leq n$. Therefore, by definition of $\mathfrak{m}$,

$$
\mathfrak{m}\left(\lambda^{(n-1)}, x^{(n)}\right)=\max _{1 \leq i \leq n}\left(\lambda_{i}^{(n-1)}+x_{i}^{(n)}\right) \leq \max _{1 \leq i \leq n}\left(\theta_{i}^{(n-1)}+y_{i}^{(n)}\right)=\mathfrak{m}\left(\theta^{(n-1)}, y^{(n)}\right)
$$

Note that $\left(\lambda_{i}^{(n)}\right)_{1 \leq i \leq n+1}$ (resp. $\left.\left(\theta_{i}^{(n)}\right)_{1 \leq i \leq n+1}\right)$ corresponds to the elements of $\left\{\lambda_{i}^{(n-1)} \mid 1 \leq i \leq n\right\} \cup$ $\left\{\mathfrak{m}\left(\lambda^{(n-1)}, x^{(n)}\right)\right\}$ (resp. $\left.\left\{\theta_{i}^{(n-1)} \mid 1 \leq i \leq n\right\} \cup\left\{\mathfrak{m}\left(\theta^{(n-1)}, y^{(n)}\right)\right\}\right)$ counted with repetitions in nonincreasing order.

Consider $Z$ a uniform random variable on $\llbracket 1, n+1 \rrbracket$ and set $S_{x}=\lambda_{Z}^{(n-1)}$ and $S_{y}=\theta_{Z}^{(n-1)}$ when $1 \leq Z \leq n$, and set $S_{x}=\mathfrak{m}\left(\lambda^{(n-1)}, x^{(n)}\right)$ and $S_{y}=\mathfrak{m}\left(\theta^{(n-1)}, y^{(n)}\right)$ when $Z=n+1$. By construction, $S_{x} \leq S_{y}$ almost surely. Therefore, if $F_{x}$ and $F_{y}$ are the respective cumulative distribution functions of $S_{x}$ and $S_{y}$, then $F_{x} \geq F_{y}$. Notice that $S_{x}$ (resp. $S_{y}$ ) has the same distribution that $S_{x}^{\prime}:=\lambda_{Z}^{(n)}\left(\right.$ resp. $S_{y}^{\prime}:=\theta_{Z}^{(n)}$ ). By the inequality on the cumulative distribution functions of $S_{x}^{\prime}$ and $S_{y}^{\prime}$, it is straightforward that $\lambda_{i}^{(n)} \leq \theta_{i}^{(n)}$ for all $1 \leq i \leq n+1$.

Proof of Theorem 1.1. Assume that $\nu_{2}$ strictly dominates $\nu_{1}$ in the sense that for all $t \in \mathbb{R}, \mu_{1}([-\infty, t]) \geq$ $\mu_{2}([-\infty, t])$, and this inequality is strict for at least one $t \in \mathbb{R}$.

By Proposition 3.7, it suffices to prove that $\mathbb{E}\left[\lambda_{1}^{\left(T_{2}-1\right)}-\lambda_{1}^{\left(T_{1}-1\right)}\right]<\mathbb{E}\left[\theta_{1}^{\left(T_{2}-1\right)}-\theta_{1}^{\left(T_{1}-1\right)}\right]$. By the law of total probabilities,

$$
\mathbb{E}\left[\lambda_{1}^{\left(T_{2}-1\right)}-\lambda_{1}^{\left(T_{1}-1\right)}\right]=\sum_{\beta \in \mathcal{T}_{m}} p_{1}^{|\beta|}\left(1-p_{1}\right)^{H(\beta)} \mathbb{E}\left[\lambda_{1}^{\left(T_{2}-1\right)}-\lambda_{1}^{\left(T_{1}-1\right)} \mid \alpha\left(X^{\left(T_{1}\right)}\left(\nu_{1}\right), \ldots, X^{\left(T_{2}-1\right)}\left(\nu_{1}\right)\right)=\beta\right]
$$

and a similar formula holds for $\left(\theta^{(n)}\right)$ :

$$
\mathbb{E}\left[\theta_{1}^{\left(T_{2}-1\right)}-\theta_{1}^{\left(T_{1}-1\right)}\right]=\sum_{\beta \in \mathcal{T}_{m}} p_{1}^{|\beta|}\left(1-p_{1}\right)^{H(\beta)} \mathbb{E}\left[\theta_{1}^{\left(T_{2}-1\right)}-\theta_{1}^{\left(T_{1}-1\right)} \mid \alpha\left(X^{\left(T_{1}\right)}\left(\nu_{1}\right), \ldots, X^{\left(T_{2}-1\right)}\left(\nu_{1}\right)\right)=\beta\right] .
$$

Notice that $\alpha\left(\left(X^{\left(T_{1}\right)}\left(\nu_{j}\right), \ldots, X^{\left(T_{2}-1\right)}\left(\nu_{j}\right)\right)\right)$ is triangular minimal for $j=1$ by definition of $T_{1}$ and triangular for $j=2$ since $X_{i}^{(n)}\left(\nu_{1}\right) \leq X_{i}^{(n)}\left(\nu_{2}\right)$ for all $i, n \geq 1$. Therefore, by Lemma 2.6, $\lambda_{1}^{\left(T_{2}-1\right)}-\lambda_{1}^{\left(T_{1}-1\right)}$ $\left(\right.$ resp. $\left.\theta_{1}^{\left(T_{2}-1\right)}-\theta_{1}^{\left(T_{1}-1\right)}\right)$ depends only on $\lambda_{1}^{\left(T_{1}-1\right)}$ and $\left(X^{(n)}\left(\nu_{1}\right)\right)_{n \geq T_{1}}\left(\right.$ resp. $\theta_{1}^{\left(T_{1}-1\right)}$ and $\left.\left(X^{(n)}\left(\nu_{2}\right)\right)_{n \geq T_{1}}\right)$.


Figure 7: Illustration of the particles added between steps $T_{1}=1$ and $T_{2}-1=8$ for an MGS with weight distribution $\nu_{1}$ at the top and $\nu_{2}$ at the bottom conditionally on the event $A_{k, t}$, with $k=4$ and $-3 M<t \leq-2.5 M$. We also assume here that $\lambda_{1}^{(0)}=\theta_{1}^{(0)}=0$. The particles are labeled by their appearance times. For this realization, $X_{1}^{\left(T_{1}+k\right)}\left(\nu_{2}\right)=-2.5 M$ and $X_{1}^{\left(T_{1}+k\right)}\left(\nu_{1}\right) \leq-3 M$.

As a consequence, $\lambda_{1}^{\left(T_{2}-1\right)}-\lambda_{1}^{\left(T_{1}-1\right)} \leq \theta_{1}^{\left(T_{2}-1\right)}-\theta_{1}^{\left(T_{1}-1\right)}$ almost surely by Lemma 3.8. Therefore, it suffices to find $\beta \in \mathcal{T}_{m}$ such that
$\mathbb{E}\left[\lambda_{1}^{\left(T_{2}-1\right)}-\lambda_{1}^{\left(T_{1}-1\right)} \mid \alpha\left(X^{\left(T_{1}\right)}\left(\nu_{1}\right), \ldots, X^{\left(T_{2}-1\right)}\left(\nu_{1}\right)\right)=\beta\right]<\mathbb{E}\left[\theta_{1}^{\left(T_{2}-1\right)}-\theta_{1}^{\left(T_{1}-1\right)} \mid \alpha\left(X^{\left(T_{1}\right)}\left(\nu_{1}\right), \ldots, X^{\left(T_{2}-1\right)}\left(\nu_{1}\right)\right)=\beta\right]$.
For $k \in \mathbb{N}$, we consider the word $\beta^{(k)}=(1, \ldots, 1,(k+1), k, \ldots, 3,2) \in \mathcal{T}_{m}$ of size $2 k$. For $k \in \mathbb{N}$ and $t \in \mathbb{R}$ such that $M(1-k)<t \leq M(2-k)$, we also set $A_{k, t}$ to be the intersection of the events

$$
\begin{gathered}
\left\{X_{1}^{\left(T_{1}\right)}\left(\nu_{1}\right)=\cdots=X_{1}^{\left(T_{1}+k-1\right)}\left(\nu_{1}\right)=X_{k+1}^{\left(T_{1}+k\right)}\left(\nu_{1}\right)=X_{k}^{\left(T_{1}+k+1\right)}\left(\nu_{1}\right)=\cdots=X_{2}^{\left(T_{1}+2 k-1\right)}\left(\nu_{1}\right)=M\right\}, \\
\left\{X_{1}^{\left(T_{1}+k\right)}\left(\nu_{2}\right) \in[t, M(2-k)]\right\}, \\
\left\{X_{1}^{\left(T_{1}+k\right)}\left(\nu_{1}\right)<X_{1}^{\left(T_{1}+k\right)}\left(\nu_{2}\right)\right\}, \\
\bigcap_{\substack{1 \leq n \leq 2 k \\
1 \leq i<\beta_{n}^{(k)} \\
(i, n) \neq(1, k+1)}}\left\{X_{i}^{\left(T_{1}+n-1\right)}\left(\nu_{2}\right) \leq t\right\} .
\end{gathered}
$$

Let us explain the reason why we consider this event in the case where $T_{1}=1, \lambda_{1}^{\left(T_{1}-1\right)}=0$ and $\theta_{1}^{\left(T_{1}-1\right)}=0$ (which is easy to extend to the general case). Assume that the event $A_{k, t}$ is realized. Then for both processes $\lambda$ and $\theta$, the particle added at time $n$ for $1 \leq n \leq k$ is placed at position $n M$. The particle added at time $k+1$ for $\lambda$ (resp. for $\theta$ ) is placed at some position $P_{\lambda}$ such that $M \leq P_{\lambda} \leq 2 M$ (resp. $P_{\theta}$ such that $\left.M<P_{\theta} \leq 2 M\right)$. Note that $P_{\lambda}<P_{\theta}$. Finally, the particle added at time $k+1+n$ for $1 \leq n \leq k-1$ is placed at position $P_{\lambda}+n M$ for the process $\lambda$ and at position $P_{\theta}+n M$ for the process $\theta$. See Figure 7 for an illustration.
We have $\lambda_{1}^{\left(T_{2}-1\right)}-\lambda_{1}^{\left(T_{1}-1\right)}=P_{\lambda}+(k-1) M$ and $\theta_{1}^{\left(T_{2}-1\right)}-\theta_{1}^{\left(T_{1}-1\right)}=P_{\theta}+(k-1) M$, hence $\lambda_{1}^{\left(T_{2}-1\right)}-$ $\lambda_{1}^{\left(T_{1}-1\right)}<\theta_{1}^{\left(T_{2}-1\right)}-\theta_{1}^{\left(T_{1}-1\right)}$. To complete the proof, it suffices to find $t$ and $k$ such that $\mathbb{P}\left(A_{k, t}\right)>0$ and $M(1-k)<t \leq M(2-k)$.
For any $t \in \mathbb{R}$, we set $k_{t}=\left\lceil t M^{-1}\right\rceil$ so that $M\left(k_{t}-1\right)<t \leq M k_{t}$. Let $X$ and $\widetilde{X}$ be two random variables of respective laws $\nu_{1}$ and $\nu_{2}$ coupled by trivial coupling such that $X \leq \widetilde{X}$. For $t \in \mathbb{R}$, we define the events:

- $B_{t}=\{\tilde{X} \leq t\}$,
- $C_{t}=\{X<\tilde{X}\} \cap\left\{t \leq \tilde{X} \leq M k_{t}\right\}$.

We search for $t \in \mathbb{R}$ such that $\mathbb{P}\left(B_{t}\right)>0$ and $\mathbb{P}\left(C_{t}\right)>0$, this will imply that $\mathbb{P}\left(A_{k_{t}, t}\right)>0$. Since $\mathbb{P}(X<\widetilde{X})>0$, there exists $t \in \mathbb{R}$ such that $\mathbb{P}\left(C_{t}\right)>0$. Let us consider $k^{\prime}=\max \left\{k_{t} \in \mathbb{Z} \mid \exists t \in\right.$
$\left.\mathbb{R}, \mathbb{P}\left(C_{t}\right)>0\right\}$. Notice that $t \mapsto \mathbb{P}\left(B_{t}\right)$ and $t \mapsto \mathbb{P}\left(C_{t}\right)$ are respectively right continuous non-decreasing and left continuous non-increasing functions on $\left(M\left(k^{\prime}-1\right), M k^{\prime}\right]$. We define

$$
t_{B}=\inf \left\{t \in\left(M\left(k^{\prime}-1\right), M k^{\prime}\right] \mid \mathbb{P}\left(B_{t}\right)>0\right\}
$$

and

$$
t_{C}=\sup \left\{t \in\left(M\left(k^{\prime}-1\right), M k^{\prime}\right] \mid \mathbb{P}\left(C_{t}\right)>0\right\} .
$$

Let us prove that $M\left(k^{\prime}-1\right) \leq t_{B} \leq t_{C} \leq M k^{\prime}$. If $M\left(k^{\prime}-1\right)=t_{B}$, these inequalities are clearly true. Assume that $M\left(k^{\prime}-1\right)<t_{B}$. Notice that $\nu_{2}\left(\left[-\infty, t_{B}\right)\right)=0$ by definition of $t_{B}$. Therefore, $t \mapsto \mathbb{P}\left(C_{t}\right)$ is constant on $\left(M\left(k^{\prime}-1\right), t_{B}\right)$ by definition of $C_{t}$. Since $t \mapsto \mathbb{P}\left(C_{t}\right)$ is non-increasing and non-zero on $\left(M\left(k^{\prime}-1\right), M k^{\prime}\right]$, we have $\mathbb{P}\left(C_{t_{B}-\varepsilon}\right)>0$ for all small enough $\varepsilon>0$, which implies that $t_{B} \leq t_{C}$ by definition of $t_{C}$.

If $t_{B}<t_{C}$, then we take $t \in\left(t_{B}, t_{C}\right)$ and we have $\mathbb{P}\left(B_{t}\right)>0$ and $\mathbb{P}\left(C_{t}\right)>0$. If $t_{B}=t_{C}$ (which implies that $\left.M\left(k^{\prime}-1\right)<t_{B}\right)$, we notice that

$$
\mathbb{P}\left(\{X<\tilde{X}\} \cap\left\{t_{B}<\widetilde{X} \leq M k^{\prime}\right\}\right)=0
$$

by definition of $t_{C}$. In addition,

$$
\mathbb{P}\left(\{X<\tilde{X}\} \cap\left\{M\left(k^{\prime}-1\right)<\widetilde{X} \leq M k^{\prime}\right\}\right)>0
$$

by definition of $k^{\prime}$. Therefore,

$$
\mathbb{P}\left(\{X<\widetilde{X}\} \cap\left\{M\left(k^{\prime}-1\right)<\widetilde{X} \leq t_{B}\right\}\right)>0
$$

Since

$$
\mathbb{P}\left(\{X<\tilde{X}\} \cap\left\{M\left(k^{\prime}-1\right)<\widetilde{X} \leq t_{B}\right\}\right)=\mathbb{P}\left(\{X<\tilde{X}\} \cap\left\{\tilde{X}=t_{B}\right\}\right)
$$

by definition of $t_{B}$, we conclude that $\mathbb{P}\left(B_{t}\right)>0$ and $\mathbb{P}\left(C_{t}\right)>0$ for $t=t_{B}=t_{C}$.

## 4 The case of probability distributions supported by two nonnegative real numbers

In this section, we study the case where two non-negative real numbers support $\nu$.
In Subsection 4.1 and Subsection 4.2, we study the case where two elements $0<m<M$ support $\nu$. We prove Theorem 1.9 in two steps. The first step consists in proving the theorem for $m=\frac{M}{k}$ for some $k \in \mathbb{N}$. In this case, the MGS reduces to a Markov chain on a finite state space which makes explicit computations possible. The second step consists in extending this result to all $0<m<M$. To do so, we use results from 10 in Subsection 4.2 to show that for $\frac{M}{k+1}<m<\frac{M}{k}, C\left((1-p) \delta_{m}+p \delta_{M}\right)$ is obtained by linear interpolation of $C\left((1-p) \delta_{\frac{M}{k}}+p \delta_{1}\right)$ and $C\left((1-p) \delta_{\frac{M}{k+1}}+p \delta_{1}\right)$.

We give formulas for $C\left((1-p) \delta_{m}+p \delta_{M}\right)$ for values of $m \in\left[\frac{M}{5}, 5 M\right]$ at the ends of Subsections 4.1 and 4.2. In Subsection 4.3, we consider the case where $\nu$ is supported by 0 and $M>0$ and we give an alternative proof of Theorem 1.10 via the MGS.

### 4.1 Rationality in $p$ for measures of the form $(1-p) \delta_{\frac{M}{k}}+p \delta_{M}$

By the rescaling property (4), it suffices to prove Theorem 1.9 for $M=1$. The following proposition is equivalent to Theorem 1.9 in the particular case when $M=1$ and $m=\frac{1}{k}$ for some $k \in \mathbb{N}$.
Proposition 4.1. For all $k \in \mathbb{N}$, $p \mapsto C\left((1-p) \delta_{\frac{1}{k}}+p \delta_{1}\right)$ is a rational function on $[0,1]$.
If $k=1$, then $C\left((1-p) \delta_{\frac{1}{k}}+p \delta_{1}\right)=C\left(\delta_{1}\right)=1$ is clearly a rational function of $p$.
Now, we fix $k \geq 2$ and we set $\nu=(1-p) \delta_{\frac{1}{k}}+p \delta_{1}$. By (6), it suffices to study the front position of $\left(\lambda^{(n)}\right)_{n \geq 0}$ an MGS with weight distribution $\nu$ and starting configuration $\lambda^{(0)}=\delta_{0}$ in order to study $C(\nu)$. In our case, the study of the MGS is easier than in the general case by the following lemma:


Figure 8: Illustration of the reduction of the MGS to a Markov chain on a finite state space when $M=1$ and $k=4$. Since the dynamics of the MGS depends only on the particles at a distance less than 1 from the front, only particles at positions $\lambda_{1}^{(n)}, \lambda_{1}^{(n)}-0.25, \lambda_{1}^{(n)}-0.5$ and $\lambda_{1}^{(n)}-0.75$ matter for the evolution of the system at time $n$ by Lemma 4.2 .

Lemma 4.2. We consider a starting configuration $\lambda^{(0)}=\delta_{0}$ and $\left(X_{j}^{(n)}\right)_{n, j \in \mathbb{N}}$ i.i.d. random variables with distribution $\nu=(1-p) \delta_{\frac{1}{k}}+p \delta_{1}$. We consider $\left(\lambda^{(n)}\right)_{n \in \mathbb{N}}$ the MGS defined by $\lambda^{(n)}=\Phi_{X^{(n)}}\left(\lambda^{(n-1)}\right)$ for all $n \in \mathbb{N}$. Then, for all $n \in \mathbb{Z}_{+}$, if $k_{n}=\left|\left\{i \in \llbracket 1, \lambda^{(n)}(\mathbb{R}) \rrbracket \mid \lambda_{i}^{(n)}>\lambda_{1}^{(n)}-1\right\}\right|$ is the number of particles at distance less than 1 from the front at time $n$,

$$
\begin{equation*}
\mathfrak{m}\left(\lambda^{(n)}, X^{(n+1)}\right)=\max _{i \in \llbracket 1, k_{n} \rrbracket}\left(\lambda_{i}^{(n)}+X_{i}^{(n+1)}\right) . \tag{27}
\end{equation*}
$$

As a consequence, almost surely, for all $n \in \mathbb{N}$,
B. 1 The dynamics of the MGS at each step depends only on the particles at a distance less than 1 from the front.
B. 2 The position $\mathfrak{m}\left(\lambda^{(n-1)}, X^{(n)}\right)$ of the new particle at time $n$ verifies:

$$
\mathfrak{m}\left(\lambda^{(n-1)}, X^{(n)}\right)-\lambda_{1}^{(n-1)} \in\left\{\left.\frac{i}{k} \right\rvert\, i \in \llbracket 1, k \rrbracket\right\} .
$$

B. 3 The front moves at each step: $\lambda_{1}^{(n)}=\mathfrak{m}\left(\lambda^{(n-1)}, X^{(n)}\right)>\lambda_{1}^{(n-1)}$.
B. 4 All particles have positions in $\frac{1}{k} \mathbb{Z}: \lambda_{j}^{(n-1)} \in \frac{1}{k} \mathbb{Z}$ for all $n \in \mathbb{N}$ and $j \in \mathbb{N}$.
B. 5 There is at most one particle at a given position.

Proof. We notice that $X_{1}^{(n+1)} \geq \frac{1}{k}$ for all $n \in \mathbb{Z}_{+}$. Therefore, if $\lambda_{i}^{(n)} \leq \lambda_{1}^{(n)}-1$, then $\lambda_{i}^{(n)}+X_{i}^{(n+1)} \leq$ $\lambda_{1}^{(n)}+X_{1}^{(n+1)}$. Therefore, by definition of $\mathfrak{m}$, we obtain 27):

$$
\mathfrak{m}\left(\lambda^{(n)}, X^{(n+1)}\right)=\max _{i \in \llbracket 1, k_{n} \rrbracket}\left(\lambda_{i}^{(n)}+X_{i}^{(n+1)}\right)
$$

Points B.1 to B.5 are simple consequences of 27) and of the fact that $X_{i}^{(j)} \in\left\{\frac{1}{k}, 1\right\}$ almost surely.
For a configuration $\lambda \in \mathcal{N}$, we set $u(\lambda)$ the configuration obtained by removing from $\lambda$ all the particles at positions smaller or equal to $\lambda_{1}-1$ and by shifting all the particles so that the front position in $u(\lambda)$ is 0 . More explicitly, for all $\lambda \in \mathcal{N}$,

$$
u(\lambda)=\sum_{i \in \mathbb{N}} \delta_{\lambda_{i}-\lambda_{1}} \mathbb{1}_{\lambda_{1}-\lambda_{i}<1} .
$$

See Figure 8 for an illustration. By Lemma 4.2, we can now define our Markov chain $\left(y^{(n)}\right)_{n \in \mathbb{Z}_{+}}$:
Proposition 4.3. Let us consider $\left(\lambda^{(n)}\right)_{n \in \mathbb{Z}_{+}}$an MGS with starting configuration $\lambda^{(0)}=\delta_{0}$ and measure $\nu=(1-p) \delta_{\frac{1}{k}}+p \delta_{1}$. If $y^{(n)}:=u\left(\lambda^{(n)}\right)$ for all $n \in \mathbb{Z}_{+}$, then $\left(y^{(n)}\right)_{n \in \mathbb{Z}_{+}}$is a Markov chain on the finite state space $E_{k}=\left\{\left.\delta_{0}+\sum_{i=1}^{k-1} x_{i} \delta_{\frac{-i}{k}} \right\rvert\,\left(x_{1}, \ldots, x_{k-1}\right) \in\{0,1\}^{k-1}\right\}$. In addition, there is a unique recurrent class for this Markov chain, and for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\lambda_{1}^{(n)}=\sum_{i=1}^{n}-y_{2}^{(i)} . \tag{28}
\end{equation*}
$$

Proof. It is easy to check that $u\left(\Phi_{X^{(n)}}\left(\lambda^{(n-1)}\right)\right)=u\left(\Phi_{X^{(n)}}\left(u\left(\lambda^{(n-1)}\right)\right)\right)$ for all $n \in \mathbb{N}$ since the dynamics of the MGS depends only on the particles at a distance less than 1 from the particle(s) at the front by 27). Therefore, $u\left(\lambda^{(n)}\right)=u\left(\Phi_{X^{(n)}}\left(u\left(\lambda^{(n-1)}\right)\right)\right)$ for all $n \in \mathbb{N}$. Then,

$$
y^{(n)}=u \circ \Phi_{X^{(n)}}\left(y^{(n-1)}\right)
$$

for all $n \in \mathbb{N}$ by definition of $\left(y^{(n)}\right)_{n \in \mathbb{Z}_{+}}$. Since $\left(X^{(n)}\right)_{n \in \mathbb{N}}$ are i.i.d., $\left(y^{(n)}\right)_{n \in \mathbb{Z}_{+}}$is a Markov chain.
By B.2 B.4, B.5 from Lemma 4.2 and by construction of $\left(y^{(n)}\right)_{n \in \mathbb{Z}_{+}}, y^{(n)} \in E_{k}$ for all $n \in \mathbb{Z}_{+}$.
We prove the uniqueness of the recurrent class by proving that, starting from any configuration in $E_{k}$ for the Markov chain, there is a non-zero probability for the next configuration to be $\delta_{0}$. For all $\lambda_{0} \in E_{k}$, it is easy to compute that $\mathbb{P}\left(y^{(n)}=\delta_{0} \mid y^{(n-1)}=\lambda_{0}\right)=\mathbb{P}\left(X_{1}^{(n)}=1\right)=p>0$ for all $n \in \mathbb{N}$.
It remains to prove 28). By B.3. $\lambda_{1}^{(n)}-\lambda_{1}^{(n-1)}=\lambda_{1}^{(n)}-\lambda_{2}^{(n)}$ for all $n \in \mathbb{N}$. As a consequence, $\lambda_{1}^{(n)}=\sum_{i=1}^{n}\left(\lambda_{1}^{(i)}-\lambda_{2}^{(i)}\right)$. Therefore, by construction of $\left(y^{(n)}\right)_{n \in \mathbb{Z}_{+}}, \lambda_{1}^{(n)}=\sum_{i=1}^{n}\left(y_{1}^{(i)}-y_{2}^{(i)}\right)$. Since $y_{1}^{(i)}=0$ for all $i \in \mathbb{N}$, we obtain 28).

Proof of Proposition 4.1. We can now complete the proof of Proposition 4.1. By Lemma 4.2, there exists a unique stationary distribution for the Markov chain $\left(y^{(n)}\right)$. Let us denote by $\mu_{p, k}$ this stationary distribution. Then, by Proposition 4.3 and (6),

$$
\frac{1}{n} \sum_{i=1}^{n}-y_{2}^{(i)} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} C(\nu)
$$

By the ergodic theorem for Markov chains, $C(\nu)=\mathbb{E}\left[-\widetilde{y}_{2}\right]$ where $\widetilde{y}$ has distribution $\mu_{p, k}$. Since $\left(X_{i}^{(n)}\right)_{i, n \in \mathbb{N}}$ are i.i.d. with distribution $\nu=(1-p) \delta_{\frac{1}{k}}+p \delta_{1}$, the transition probabilities for this Markov chain are polynomials in $p$. As a consequence, since one can obtain $\mu_{p, k}$ as an eigenvector for the eigenvalue 1 of the transition matrix of $\left(y^{(n)}\right)_{n \geq 1}$, its coefficients are rational functions in $p$. Therefore, the theorem is proved.

Since $\left(y^{(n)}\right)_{n \geq 1}$ is a Markov chain on a finite state space, one can explicitly compute the stationary distribution for this model by computating the eigenspace of the transition matrix for the eigenvalue 1. As a consequence, we can give an explicit formula for $C\left((1-p) \frac{1}{k}+p \delta_{1}\right)$ for small values of $k$ :

$$
\begin{aligned}
& C\left(\delta_{1}\right)=1, \\
& C\left((1-q) \delta_{1}+q \delta_{\frac{1}{2}}\right)=\frac{1}{2}(2-q), \\
& C\left((1-q) \delta_{1}+q \delta_{\frac{1}{3}}\right)=\frac{3+q-4 q^{2}+q^{3}}{3\left(1+q-q^{2}\right)}, \\
& C\left((1-q) \delta_{1}+q \delta_{\frac{1}{4}}\right)=\frac{4-3 q+2 q^{2}-q^{4}+4 q^{5}-11 q^{6}+7 q^{7}-q^{8}}{4\left(1+q^{3}-q^{4}+2 q^{5}-3 q^{6}+q^{7}\right)}, \\
& C\left((1-q) \delta_{1}+q \delta_{\frac{1}{5}}\right)=\frac{1}{5}\left(5+q-6 q^{2}+11 q^{3}-8 q^{4}-7 q^{5}+q^{6}+14 q^{7}-23 q^{8}+16 q^{9}+23 q^{10}-68 q^{11}\right. \\
& \left.+81 q^{12}-68 q^{13}+33 q^{14}+28 q^{15}-85 q^{16}+90 q^{17}-48 q^{18}+12 q^{19}-q^{20}\right) \times\left(1+q-q^{2}+2 q^{3}-3 q^{5}+q^{6}\right. \\
& \left.+q^{7}-2 q^{8}-q^{9}+10 q^{10}-16 q^{11}+12 q^{12}-2 q^{13}-11 q^{14}+23 q^{15}-27 q^{16}+19 q^{17}-7 q^{18}+q^{19}\right)^{-1}
\end{aligned}
$$

### 4.2 Rationality in $p$ for measures of the form $(1-p) \delta_{m}+p \delta_{M}$ for $0<m<M$

In this subsection, we complete the proof of Theorem 1.9. To do so, we recall the notion of skeleton points from [10], which are the renovation events used by Foss and Konstantopoulos to prove the convexity of $m \mapsto C\left((1-p) \delta_{m}+p \delta_{1}\right)$ and to characterize its points of non-differentiability for all $p \in(0,1)$.
We consider $\left(X_{i, j}\right)_{i<j \in \mathbb{Z}}$ i.i.d. random variables with distribution $\nu=(1-p) \delta_{m}+p \delta_{1}$ with $m \leq 1$. An integer $n \in \mathbb{Z}$ is a skeleton point on the left if for every integer $k<n$, there exists a directed path from $k$ to $n$ made of edges with weight 1 . Similarly, $n \in \mathbb{Z}$ is a skeleton point on the right if for every integer $k>n$, there exists a directed path from $n$ to $k$ made of edges with weight 1 . A skeleton point is a skeleton point on the left and the right. In other words, $n \in \mathbb{Z}$ is a skeleton point if, for all $a<n<b$,


Figure 9: Illustration of skeleton points in a graph with 6 vertices. The red edges have weights $m$, the blue ones have weights 1 . In this graph, 2 is a skeleton point on the right, 4 is a skeleton point on the left, and 3 is a skeleton point.
there is a directed path of edges with weights 1 from $a$ to $n$ and a directed path of edges with weights 1 from $n$ to $b$. Analogously, one could define the notion of skeleton points in other weighted directed acyclic graphs. We give an example of skeleton points for a complete graph with 6 vertices in Figure 9

Remark 4.4. Notice that the renovation events that we use in Subsection 2.2, which consist in triangular words, precisely correspond to the skeleton points on the right when $\nu=(1-p) \delta_{m}+p \delta_{1}$ by Remark 2.9 .

For $n_{1}<n_{2} \in \mathbb{Z}$, let $W_{n_{1}, n_{2}}$ be the weight of a heaviest path between the vertices $n_{1}$ and $n_{2}$ as defined in (2). We also denote by $\left(\Gamma_{i}\right)_{i \in \mathbb{Z}}$ the sequence of all the skeleton points in $\mathbb{Z}$ with the convention that $\cdots<\Gamma_{-1}<\Gamma_{0} \leq 0<\Gamma_{1}<\ldots$. To prove Theorem 1.9 for all $m \in(0,1]$, we use the following result from [10]:
Proposition 4.5 ([10, Proposition 4]). For all $0<m \leq 1$ and $p \in] 0,1]$,

$$
C\left((1-p) \delta_{m}+p \delta_{1}\right)=\gamma_{1-p}^{2} \mathbb{E}\left[W_{\Gamma_{1}, \Gamma_{2}}\right]
$$

where $\gamma_{q}=\prod_{n=1}^{\infty}\left(1-q^{n}\right)$ for all $q \in[0,1[$.
By Proposition 4.5, we only need to study the expectation of the heaviest path between two consecutive skeleton points. For $n \in \mathbb{N}$, let $\mathcal{S} \mathcal{P}_{n}$ be the set of weights $\left(x_{i, j}\right)_{1 \leq i<j \leq n} \in\{m, 1\}{ }^{\binom{n}{2}}$ such that 1 and $n$ are the only two skeleton points for those edge weights in a complete graph with $n$ vertices. Let us consider $\mathcal{S P}:=\cup_{n \geq 2} \mathcal{S} \mathcal{P}_{n}$. For $x=\left(x_{i, j}\right)_{1 \leq i<j \leq n} \in \mathcal{S P}$ and $\pi=\left(i_{1}, \ldots, i_{k}\right)$ a directed path from $i_{1}=1$ to $i_{k}=n$, denote by $N_{x}(\pi)=\left|\left\{j \in \llbracket 1, k-1 \rrbracket \mid x_{i_{j}, i_{j+1}}=1\right\}\right|$ and $\bar{N}_{x}(\pi)=\left|\left\{j \in \llbracket 1, k-1 \rrbracket \mid x_{i_{j}, i_{j+1}}=m\right\}\right|$ the respective numbers of edges with weights 1 and $m$ in the path $\pi$, and denote by $w_{x}(\pi)=\sum_{c=1}^{k-1} x_{i_{c}, i_{c+1}}$ the weight of the path $\pi$. For $\pi_{\max }$ a directed path from 1 to $n$ maximising $w_{x}$, we set $N_{x}=\bar{N}_{x}\left(\pi_{\max }\right)$ and $N_{x}=\bar{N}_{x}\left(\pi_{\max }\right)$. With those notations, $W_{\Gamma_{1}, \Gamma_{2}}=N_{X^{\prime}}+m \bar{N}_{X^{\prime}}$, where $X^{\prime}=\left(X_{i, j}\right)_{\Gamma_{1} \leq i<j \leq \Gamma_{2}}$.
In general, $N_{X^{\prime}}$ and $\bar{N}_{X^{\prime}}$ are not uniquely defined since there could be several ways to obtain the maximal weight in terms of the number of edges with weight 1 and $m$ in a maximal path for fixed weights. Yet, it is possible to show that those two quantities are uniquely defined for all $0<m \leq 1$ such that $m$ is not the reciprocal of an integer greater or equal to 2 . If $\mathbb{P}_{p, m}(N$ and $\bar{N}$ are not uniquely defined $)>0$ for some $p \in(0,1)$, then $m$ is called a critical point. It has been proved in 10 that the positive critical points are all integers greater than 1 and their reciprocals:

Proposition 4.6 ([10, Theorem 5]). For $0<m \leq 1, m$ is critical if and only if $m=\frac{1}{k}$ for some integer $k \geq 2$.

Since the probability that $X^{\prime}=x$ is positive for all $x \in \mathcal{S P}$ and $p \in(0,1)$, there is a deterministic definition of the critical points: $m$ is a critical point if and only if there exists $x \in \mathcal{S P}$ and $\pi_{1}=\left(i_{1}, \ldots, i_{d}\right)$ and $\pi_{2}=\left(j_{1}, \ldots, j_{r}\right)$ two directed paths with $i_{1}=j_{1}=1$ and $i_{d}=j_{r}=n$ such that $w_{x}\left(\pi_{1}\right)=w_{x}\left(\pi_{2}\right)=$ $\max _{\pi} w_{x}(\pi)$ and $N_{x}\left(\pi_{1}\right) \neq N_{x}\left(\pi_{2}\right)$. With our notations, notice that $\max _{\pi} w_{x}(\pi)=N_{x}+m \bar{N}_{x}$.
In Subsection 4.1, we proved that $p \mapsto C\left((1-p) \delta_{m}+p \delta_{1}\right)$ is a rational function for any critical point $0<m<1$. The following lemma enables us to extend this result to all $m \in(0,1)$.

Lemma 4.7. For any $k \in \mathbb{N}$ and $x \in \mathcal{S P}, N_{x}$ and $\bar{N}_{x}$ are constant functions of $m$ on $\left(\frac{1}{k+1}, \frac{1}{k}\right)$.
Proof. Consider an integer $k \geq 1$ and $x=x(m) \in \mathcal{S P}{ }_{n}$ for some $n \in \mathbb{N}$. By Proposition 4.6), every element $m \in\left(\frac{1}{k+1}, \frac{1}{k}\right)$ is non-critical. Therefore, $N_{x(m)}$ and $\bar{N}_{x(m)}$ are well-defined for all $m \in\left(\frac{1}{k+1}, \frac{1}{k}\right)$. Let us fix $c$ an element of $\left(\frac{1}{k+1}, \frac{1}{k}\right)$ (for instance, $\left.c:=\left(\frac{1}{k+1}+\frac{1}{k}\right) / 2\right)$ and set

$$
U_{x, c}=\left\{\left.m \in\left(\frac{1}{k+1}, \frac{1}{k}\right) \right\rvert\, N_{x(m)}=N_{x(c)} \text { and } \bar{N}_{x(m)}=\bar{N}_{x(c)}\right\}
$$

To prove Lemma 4.7. let us show that $U_{x, c}=\left(\frac{1}{k+1}, \frac{1}{k}\right)$. We show that $U_{x, c}$ is non-empty, closed and open relatively to $\left(\frac{1}{k+1}, \frac{1}{k}\right)$. The first point is clear since $c \in U_{x, c}$.
Firstly, let us show that $U_{x, c}$ is closed relatively to $\left(\frac{1}{k+1}, \frac{1}{k}\right)$. If $\left(m_{l}\right)_{l \geq 1} \in\left(U_{x, c}\right)^{\mathbb{N}}$ converges to some $m \in\left(\frac{1}{k+1}, \frac{1}{k}\right)$ as $l$ tends to infinity, then $\max _{\pi} w_{x\left(m_{l}\right)}(\pi)$ converges to $\max _{\pi} w_{x(m)}(\pi)$ by continuity of $m \mapsto \max _{\pi} w_{x(m)}(\pi)$, where we take the max over all directed paths starting at 1 and ending at $n$. Since $m_{l} \in U_{x, c}$ for all $l \geq 1, \max _{\pi} w_{x\left(m_{l}\right)}(\pi)=N_{x(c)}+m_{l} \bar{N}_{x(c)}$, which converges to $N_{x(c)}+m \bar{N}_{x(c)}$ as $l$ tends to infinity. Therefore, $\max _{\pi} w_{x(m)}(\pi)=N_{x(c)}+m \bar{N}_{x(c)}$. By the non-criticality of $m$ and the definition of $N$ and $\bar{N}$, we have proved that $m \in U_{x, c}$, since there is a path with $N_{x(c)}$ edges with weight 1 and $\bar{N}_{x(c)}$ edges with weight $m$ in the sequence $x$. Then, $U_{x, c}$ is closed relatively to $\left(\frac{1}{k+1}, \frac{1}{k}\right)$.
Now, we prove that $U_{x, c}$ is open relatively to $\left(\frac{1}{k+1}, \frac{1}{k}\right)$. By contradiction, let us assume there exists $m \in U_{x, c}$ and $\left(m_{l}\right)_{n \geq 1} \in\left(\frac{1}{k+1}, \frac{1}{k}\right)^{\mathbb{N}}$ such that $m_{l}$ converges to $m$ as $n$ tends to infinity and such that $m_{l} \notin U_{x, c}$ for all $n \geq 1$. Since $N_{x\left(m_{l}\right)}$ and $\bar{N}_{x\left(m_{l}\right)}$ are bounded by the number of vertices in the graph with weights $x$, there is an extraction $\left(m_{\varphi(l)}\right)_{l}$ of $\left(m_{l}\right)_{l}$ such that $\left(N_{x\left(m_{\varphi(l)}\right)}\right)$ and $\left(\bar{N}_{x\left(m_{\varphi(l)}\right)}\right)$ both converge. Let us denote their respective limits by $n_{0}$ and $\bar{n}_{0}$. Since those sequences are integer-valued, they are equal to respectively $n_{0}$ and $\bar{n}_{0}$ for $n$ large enough. Then, $\max _{\pi} w_{x(m)}(\pi)=n_{0}+m \bar{n}_{0}$ by continuity of $m \mapsto \max _{\pi} w_{x(m)}(\pi)$. By definition of $N$ and $\bar{N}$, and since $m$ is non-critical, we have $N_{x(m)}=n_{0}$ and $\bar{N}_{x(m)}=\bar{n}_{0}$, which contradicts the fact that $m_{l} \notin U_{x, c}$. As a consequence, $U_{x, c}$ is open relatively to $\left(\frac{1}{k+1}, \frac{1}{k}\right)$.
Since $U_{x, c}$ is open and closed relatively to $\left(\frac{1}{k+1}, \frac{1}{k}\right)$ which is connected, $U_{x, c}=\left(\frac{1}{k+1}, \frac{1}{k}\right)$. Equivalently, $m \mapsto N_{x, m}$ and $m \mapsto \bar{N}_{x, m}$ are constant functions on $\left(\frac{1}{k+1}, \frac{1}{k}\right)$.

Proof of Theorem 1.9. We consider an integer $k \geq 1$ and $p \in(0,1)$. By Lemma 4.7, if $\Gamma_{1}<\Gamma_{2}$ are the first two positive skeleton points, then $\mathbb{E}_{p, m}[N]$ and $\mathbb{E}_{p, m}[\bar{N}]$ are constant functions of $m$ on $\left(\frac{1}{k+1}, \frac{1}{k}\right)$ for fixed $p$. Therefore, by Proposition 4.5, if we set $f_{\frac{1}{k}}(p)=\gamma_{1-p}^{2} \mathbb{E}_{p, c}[N]$ and $g_{\frac{1}{k}}(p)=\gamma_{1-p}^{2} \mathbb{E}_{p, c}[\bar{N}]$ where $c=\frac{1}{2}\left(\frac{1}{k}+\frac{1}{k+1}\right)$, then

$$
\begin{equation*}
C\left((1-p) \delta_{m}+p \delta_{1}\right)=f_{\frac{1}{k}}(p)+m \cdot g_{\frac{1}{k}}(p) \tag{29}
\end{equation*}
$$

for all $m \in\left(\frac{1}{k+1}, \frac{1}{k}\right)$ and $p \in(0,1)$. Since $m \mapsto C\left((1-p) \delta_{m}+p \delta_{1}\right)$ is continuous on $\mathbb{R}$ according to Theorem (29) is also true for $m \in\left[\frac{1}{k+1}, \frac{1}{k}\right]$ and $p \in[0,1]$. Therefore, considering (29) with $m=\frac{1}{k}$ and then with $m=\frac{1}{k+1}$, we get

$$
\begin{cases}C\left((1-p) \frac{1}{k}+p \delta_{1}\right) & =f_{\frac{1}{k}}(p)+\frac{1}{k} \cdot g_{\frac{1}{k}}(p) \\ C\left((1-p) \frac{1}{k+1}+p \delta_{1}\right) & =f_{\frac{1}{k}}(p)+\frac{1}{k+1} \cdot g_{\frac{1}{k}}(p)\end{cases}
$$

which is equivalent to

$$
\left\{\begin{array}{l}
f_{\frac{1}{k}}(p)=(k+1) \cdot C\left((1-p) \frac{1}{k+1}+p \delta_{1}\right)-k \cdot C\left((1-p) \frac{1}{k}+p \delta_{1}\right)  \tag{30}\\
g_{\frac{1}{k}}(p)=k(k+1)\left(C\left((1-p) \frac{1}{k}+p \delta_{1}\right)-C\left((1-p) \frac{1}{k+1}+p \delta_{1}\right)\right) .
\end{array}\right.
$$

By Proposition 4.1, $p \mapsto C\left((1-p) \delta_{m}+p \delta_{1}\right)$ is a rational function for all $m=\frac{1}{k}$ with $k \geq 1$. Then, $f_{\frac{1}{k}}$ and $g_{\frac{1}{k}}$ are also rational functions on $(0,1)$ by 30 , which implies that $p \mapsto C\left((1-p) \delta_{m}+p \delta_{1}\right)$ is rational on $(0,1)$. By Theorem 1.6, this function is continuous at $p=1$. By the rescaling property and Theorem 1.6, it is also continuous at $p=0$. Therefore, $p \mapsto C\left((1-p) \delta_{m}+p \delta_{1}\right)$ is rational on $[0,1]$.


Figure 10: Illustration of the case $\nu=(1-p) \delta_{0}+p \delta_{1}$. Here, $Y_{4}=3, Y_{5}=1$ and $Y_{6}=2$ with notations from the proof of Theorem 1.10. Knowing $\lambda^{(4)}$, the probability to obtain $\lambda^{(5)}$ as above is $1-q^{3}$ since there are 3 front particles in $\lambda^{(4)}$.

Since $C\left((1-p) \delta_{\frac{1}{k}}+p \delta_{1}\right)$ has been computed for $k \in \llbracket 1,5 \rrbracket$ (c.f. Subsection 4.1), we obtain the following formulas for $f_{\frac{1}{k}}$ and $g_{\frac{1}{k}}$ by 30 :
$f_{1}(1-q)=1-q$,
$f_{\frac{1}{2}}(1-q)=\frac{(1-q)(1+q)}{1+q-q^{2}}$,
$g_{1}(1-q)=q$,
$f_{\frac{1}{3}}(1-q)=\frac{(1-q)\left(1+q+q^{3}+2 q^{5}-2 q^{6}-q^{7}+q^{8}\right)}{\left(1+q-q^{2}\right)\left(1+q^{3}-q^{4}+2 q^{5}-3 q^{6}+q^{7}\right)}$, $g_{\frac{1}{2}}(1-q)=\frac{q\left(1-q+q^{2}\right)}{1+q-q^{2}}$,
$g_{\frac{1}{3}}(1-q)=\frac{q\left(1-q+q^{2}\right)\left(1+q^{3}-4 q^{4}+5 q^{5}-3 q^{6}+q^{7}\right)}{\left(1+q-q^{2}\right)\left(1+q^{3}-q^{4}+2 q^{5}-3 q^{6}+q^{7}\right)}$.
One could also compute $f_{\frac{1}{4}}(p)$ and $g_{\frac{1}{4}}(p)$ using 30) and the formulas we give for $C\left((1-p) \delta_{\frac{1}{4}}+p \delta_{1}\right)$ and $C\left((1-p) \delta_{\frac{1}{5}}+p \delta_{1}\right)$. As a consequence, we get an explicit formula for $p \mapsto C\left((1-p) \delta_{m}+p \delta_{1}\right)$, for $m \in\left[\frac{1}{k+1}, \frac{1}{k}\right]$ by 29 .
Remark 4.8. By the rescaling property (4) and 29), $C\left((1-p) \delta_{m}+p \delta_{1}\right)=g_{\frac{1}{k}}(p)+m \cdot f_{\frac{1}{k}}(p)$ for all $k \geq 2$ and $m \in[k, k+1]$.

### 4.3 A formula for the time constant for measures of the form $\nu=(1-p) \delta_{0}+p \delta_{M}$

One can give an explicit formula for $p \mapsto C\left((1-p) \delta_{0}+p \delta_{1}\right)$. Dutta first found such a formula in [7]. We give here an alternative proof of Theorem 1.10 via the coupling with the MGS with weights 0 and 1.

Proof of Theorem 1.10. By the rescaling property (4), it suffices to prove the result for $M=1$.
We consider an MGS $\left(\lambda^{(n)}\right)_{n \geq 0}$ with weight sequences $\left(X^{(n)}\right)_{n \geq 0}$ with distribution $\nu=(1-p) \delta_{0}+p \delta_{1}$ and starting configuration $\lambda^{(0)}=\delta_{0}$. Since $X_{i}^{(n)} \in\{0,1\}$ almost surely for all $n, i \in \mathbb{N}$, it is easy to show that $\lambda_{i}^{(n)} \in \mathbb{Z}_{\geq 0}$ almost surely and that (27) still holds in this case. Therefore,

$$
\mathfrak{m}\left(\lambda^{(n-1)}, X^{(n)}\right)=\lambda_{1}^{(n-1)}+\max _{i \in \llbracket 1, Y_{n-1} \rrbracket} X_{i}^{(n)}
$$

where $Y_{k}=\left|\left\{i \in \llbracket 1, \lambda^{(k)}(\mathbb{R}) \rrbracket \mid \lambda_{i}^{(k)}=\lambda_{1}^{(k)}\right\}\right|$ for all $k \in \mathbb{Z}_{+}$(see Figure 10 for an illustration). Since $X_{i}^{(n)} \in\{0,1\}$ almost surely, $\max _{i \in \llbracket 1, Y_{n-1} \rrbracket} X_{i}^{(n)} \in\{0,1\}$ and $\mathfrak{m}\left(\lambda^{(n-1)}, X^{(n)}\right)=\lambda_{1}^{(n)}$ almost surely for all $n \in \mathbb{N}$. Notice that $Y_{n}=1$ if and only if the front position moved from time $n-1$ to time $n$. Then, for all $n \in \mathbb{N}$, we obtain

$$
\begin{equation*}
\lambda_{1}^{(n)}-\lambda_{1}^{(n-1)}=\mathbb{1}_{Y_{n}=1} \tag{31}
\end{equation*}
$$

We consider $\mathcal{F}_{n}$ the $\sigma$-algebra generated by $\left(X^{(k)}\right)_{k \leq n}$ for all $n \in \mathbb{N}$. Since $Y_{n-1}$ is $\mathcal{F}_{n-1}$-measurable, $Y_{n-1}$ and $X^{(n)}$ are independent by construction. As a consequence, it is easy to show that $\left(Y_{n}\right)_{n>1}$ is a discrete-time Markov chain on $\mathbb{N}$ with transitions $\left(p_{i, j}\right)_{i, j \in \mathbb{N}}$ where $p_{i, i+1}=(1-p)^{i}$ and $p_{i, 1}=1-(1-p)^{i}$. The result of Theorem 1.10 is trivial for $p=1$. For $p \in] 0,1[$, this Markov chain is clearly irreducible. Furthermore, a distribution $\pi$ on $\mathbb{N}$ is stationary if and only if

$$
\left\{\begin{array}{l}
\forall j \geq 2, \pi_{j}=\pi_{j-1}(1-p)^{j-1} \\
\pi_{1}=\sum_{j \geq 1} \pi_{j}\left(1-(1-p)^{j}\right)
\end{array}\right.
$$

As a consequence, there is a unique stationary probability distribution $\pi$ defined by

$$
\pi_{j}=\frac{(1-p)^{\binom{j}{2}}}{\sum_{n=1}^{\infty}(1-p)^{\binom{n}{2}}}
$$

for all $j \in \mathbb{N}$. By (31), $\lambda^{(n)}=\sum_{i=1}^{n} \mathbb{1}_{Y_{i}=1}$. Then, by the ergodic theorem for Markov chains and (6), $C\left((1-p) \delta_{0}+p \delta_{1}\right)=\pi_{1}$, which completes the proof.
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