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UNIQUENESS FOR THE CAMASSA-HOLM EQUATION WITH
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Abstract. We establish the uniqueness of solutions of the Camassa-Holm equation on a finite
interval with non-homogeneous boundary conditions in the case of bounded momentum. A
similar result for the higher-order Camassa-Holm system is also given. Our proofs rely on
energy-type methods, with some multipliers given as solutions of some auxiliary elliptic systems.

Keywords: Camassa-Holm, non-homogeneous boundary conditions, transport-elliptic coupling

1. Introduction

1.1. Presentation of the models. The Camassa-Holm equation was first introduced by Fokas
and Fuchsmeister in [20] for its similarity with the KdV equation. It was later re-derived by
Camassa and Holm in [8] as a model for water waves in the shallow-water asymptotic under
the influence of gravity and no surface tension. It reads as follows

(1) ∂tv − ∂3
txxv + 2κ ∂xv + 3v ∂xv = 2∂xv ∂

2
xxv + v ∂3

xxxv.

We refer to [2, 15, 22] for a discussion on the physical relevance of this equation in the context
of water waves. On the other hand, Camassa-Holm equations as well as its higher-order gen-
eralizations (CHn) are useful to describe geodesic flow for the Sobolev Hn metric, see [13, 14].
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2 FLORENT NOISETTE

The higher-order Camassa-Holm system is introduce for n ≥ 1 integer as

(2) ∂tv = Bn(v, v),

where v is the unknown and Bn is defined through

(3) Bn(u, v) := −A−1
n (2∂xvAn(u) + vAn(∂xu)),

where the operator An is

(4) An :=
n∑

k=0

(−∂2
x)

k.

with suitable boundary conditions. The case n = 1 corresponds to the Camassa-Holm equation.
Moreover, the Camassa-Holm equation was studied a lot because of some interesting features

it displays: it is bi-hamiltonian completely integrable, in the sense that it admits a Lax pair,
which allows to construct infinitely many conservations laws, see [12, 20]; in the case κ = 0, it
admits solitons solutions, which do not evolve in C1 -as they are peaked at the crest- and are
referred to as peakons, see [9,23]; it also admits wave-breaking solution, that is solutions whose
x derivative gets unbounded in finite time, see [10,11].

The Cauchy problem for (1) was extensively studied both on the torus and on the full line,
see for example [6, 9, 17]. The initial and boundary value problem on a half-line as well as the
one on a segment was also studied. Escher and Yin extended the well posedness result in Hs

for s > 3
2

and homogeneous boundary condition, see [18, 19]. Zhang, Liu, and Qiao tackle the
case of inhomogeneous boundary conditions on the whole line, see [24]. Then, Perrolaz proved
weak-strong uniqueness in the case of inhomogeneous boundary condition and regularity W 1,∞,
see [27]. We also mention that his result was later generalized for other similar equations,
see [5]. We refer to [7] for a study of the Cauchy problem for the higher-order Camassa-Holm
system on a circle.

The aim of this article is to improve the weak-strong uniqueness for inhomogeneous boundary
data stated in [27] into a stability estimate with regards to initial and boundary data, what
entails in particular a global in-time uniqueness result. Our proof differs quite a lot from
the previous ones as we do not use any characteristics to obtain our estimates, but rather
an inequality on the relative energy between two solutions. This method to derive estimates
was initially used for the 2D incompressible Euler equation with non-homogeneous boundary
conditions and bounded vorticity, first in [26], then in [25] by the author.

We also deal with the higher-order Camassa-Holm equation, which has the same interesting
feature as the Camassa-Holm equation to be recast as a transport-elliptic system. Yet the
order of the elliptic part of this system is precisely 2n, where n ≥ 1 is the integer introduced
in (2)-(4), and the energy methods have to be carried out differently.

1.2. Definitions and statement of the main result for the Camassa-Holm equation.
As our proof aims to get local in-time estimates only, let us fix once and for all a positive time
T > 0. In all that follows, T can be arbitrarily large, but we do not want to bother with L∞

functions not being integrable in time. We denote by ΩT the space-time domain :

(5) ΩT := [0, T ]× (0, 1).

Let us first remark that the equation (1) is equivalent to the system

∂ty + v · ∂xy = −2y∂xv on ΩT ,(6a)

(1− ∂2
x)v = y − κ on ΩT .(6b)
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The function y is called the momentum associated with v. The first equation (6a) is a transport
equation with additional stretching term, while the second (6b) is elliptic. Once written under
this form, the system is analogous to the incompressible Euler equation into vorticity form

∂tu+ (u · ∇)ω = (ω · ∇)u,(7a)
div u = 0,(7b)
curl u = ω.(7c)

For the 2D Euler equation, it is common to prescribe the flux u · n at the boundary (n is the
normal vector to the boundary) as well as the entering vorticity ω see for example [28]. Using
this analogy, we prescribe the flux v on the boundary as well as the entering momentum.

Let vl, vr ∈ C0(0, T ). We make the assumption that vr and vl are non-zero except on a finite
set. Let us define Γl and Γr similarly to [27] by

(8) Γl := {t ∈ [0, T ]; vl > 0} and Γr := {t ∈ [0, T ]; vr < 0}.
Those sets correspond to the sets of times t where the flux is entering the domain at x = 0 or
at x = 1. Due to our assumption, the sets Γl and Γr can both be written as a finite union of
open intervals.

Let (ycl , y
c
r) ∈ L∞(Γl) × L∞(Γr) and y0 ∈ L∞(0, 1). Following [27], we work with the initial

condition

(9) y|t=0 = y0

as well as the boundary conditions

v|x=0 = vl on (0, T ), and v|x=1 = vr on (0, T ),(10a)
y|x=0 = ycl on Γl, and y|x=1 = ycr on Γr.(10b)

The letter c refers to boundary condition.
The elliptic system (6b)-(10a) can be solved to express v as a function of y, κ and (vl, vr),

for (t, x) ∈ ΩT ,

v(t, x) := cosh(x)vl +

∫ x

0

cosh(x− s)Y (t, s)ds

+ sinh(x)
sinh(1)

(
vr − cosh(1)vl −

∫ 1

0

cosh(1− s)Y (t, s)ds

)
,(11)

where

(12) Y (t, x) :=

∫ x

0

y(t, s)ds− κx

Remark that this expression make sense and define a function v ∈ C0([0, T ]× [0, 1]) as soon as
y ∈ C0([0, T ], L1(0, 1)) and vr, vl ∈ C0(0, T ).

We give our definition of a solution to the system (6)-(9)-(10).

Definition 1.1. We say that a triple (y, yr, yl) ∈ L∞(ΩT )∩C0([0, T ], L2(0, 1))×L∞([0, T ])2 is
a weak solution of the Camassa-Holm equation with initial and boundary conditions

(y0, vl, vr, y
c
r, y

c
l ) ∈ L∞(0, 1)× C0([0, T ])2 × L∞(Γl)× L∞(Γr),

when we have the compatibility conditions corresponding to (9) and (10b)

(13) y|t=0 = y0, (yr)|Γr = ycr and (yl)|Γl
= ycl ,
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and when for all 0 ≤ t0 ≤ t1 < T and for all test function ϕ ∈ H1([t0, t1]× [0, 1]), we have:∫ t1

t0

∫ 1

0

(
y ∂tϕ+ yv ∂xϕ− y∂xv ϕ

)
=

∫ t1

t0

(
yrvrϕ(·, 1)− ylvlϕ(·, 0)

)
+

∫ 1

0

ϕ(t1, ·)y(t1, ·)−
∫ 1

0

ϕ(t0, ·)y(t0, ·),(14)

where the function v is given by the formula (11).

Remark 1.1. If (y, yr, yl) is a weak solution with y smooth, then y|x=0 = yl and y|x=1 = yr.

Remark 1.2. Any solution y ∈ L∞(ΩT ) in the sense of distribution of equation (6a) for a
transporting vector field v ∈ L1([0, T ], H2(0, 1)) is in C0([0, T ], L2(0, 1)). To look at a complete
discussion on the subject, refer to [3].

Remark 1.3. Due to its low regularity, we cannot define the trace of y in 0 and 1 via the
standard trace theorems. However, any distribution solution of a transport equation admits a
trace in a weaker sense as long as the transporting field does not vanish on the boundary. To
look at a complete discussion on the subject, refer to [3].

We can state our main theorem.

Theorem 1.4. Let (y1, y1r , y
1
l ) and (y2, y2r , y

2
l ) be two weak solutions of the Camassa-Holm

equation with the same boundary conditions (vl, vr, y
c
r, y

c
l ) and initial conditions y10 and y20. Let

us assume that vl, vr ∈ H1(0, T ). Then there exists C > 0 such that for any 0 ≤ T0 < T1 ≤ T
if neither vl nor vr change sign on the interval [T0, T1], then one has the estimate

∥(v1 − v2)(T1, ·)∥2H1 ≤
(
∥(v1 − v2)(T0, ·)∥2H1 + |∂xṽ(T0, 0)|2 + |∂xṽ(T0, 1)|2

)
exp(C(T1 − T0)).

In particular, if y10 = y20, then
(y1, y1r , y

1
l ) = (y2, y2r , y

2
l )

on the interval [0, T ].

Remark 1.5. The existence of a weak solution to the Camassa-Holm equation in the sense of
Definition 1.1, as well as a weak-strong uniqueness property, were tackled in [27].

1.3. Definitions and main results for the higher order Camassa-Holm equation. Let
n ≥ 1 be an integer. We define the operator An by

(15) An :=
n∑

k=0

(−∂2
x)

k.

For example, the operator A1 is equal to

(16) A1 = Id− ∂2
x,

which is the elliptic operator used to describe the standard Camassa-Holm equation, see (6).
We say that a couple (v, y) is a solution of the higher order Camassa-Holm equation when

∂ty + v∂xy = −2y∂xv on (0, 1),(17a)
Anv = y on (0, 1).(17b)
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Remark 1.6. As mentioned in the presentation of the models, the higher order Camassa-Holm
equation were introduced by Constantin and Kolev in [13]. In their initial formulation, they
are written on the torus as

(18) ∂tv = Bn(v, v),

where v is the unknown and Bn is defined through

Bn(u, v) := −A−1
n (2∂xvAn(u) + vAn(∂xu)),(19a)

An :=
n∑

k=0

(−∂2
x)

k.(19b)

By introducing the momentum y := An(v), we obtain the formulation (17), which suits us more
in the context of a boundary value problem.

We prescribe the velocity v on the boundary {0, 1}. We also prescribe the momentum y on
the part of the boundary where vl > 0 or vr < 0. Moreover, the elliptic problem (17b) is of
order n. Therefore, we prescribe more derivatives of v at the boundary.

Anv = y,(20a)
(Si(v)(0))i∈[[0,n−1]] = vl,(20b)
(Si(v)(1))i∈[[0,n−1]] = vr,(20c)

where the operators Si are defined through

(21) ∀x ∈ {0, 1}, Si(g)(x) = ∂i
xg(x)

With that in mind let us head to the definition of weak solutions.

Definition 1.2 (Variational solution to the Elliptic problem). Let vl,vr ∈ Rn and y ∈
H−n([0, 1]) := Hn

0 (0, 1)
′. Let χ ∈ C∞([0, 1]) be a smooth function equal to 0 in a neighborhood

of 1 and equal to 0 in a neighborhood of 1. We define b = b(vl,vr, χ) through

(22) b(vl,vr, χ)(x) =
n−1∑
k=0

(
xkχ(x)

k!
vlk +

(1− x)kχ(1− x)

k!
vrk

)
.

We say that v ∈ Hn(0, 1) is a solution of the system (20), when v − b(vl,vr, χ) belongs to
Hn

0 (0, 1) (closure of C∞
c (0, 1) for the Hn norm) and when for all g ∈ Hn

0 (0, 1), one has

(23)
∫ 1

0

(y − Anb)g =

∫ 1

0

A
1
2
n (v − b) ·A

1
2
ng.

Where we define the operator A
1
2
n through

(24) A
1
2
n := (Id, ∂x, ..., ∂

n
x ),

and · is the standard scalar product in Rn.

Remark 1.7. This definition does not depend on the choice of χ. Moreover, thanks to Lemma
A.1, any smooth solution of the system (20) is also a variational solution for this system.
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Lemma 1.8. Let y ∈ H−n([0, 1]) be a function, and vl,vr ∈ Rn. There exists a unique solution
v to the problem (20) in the sense of Definition 1.2. This solution verifies the estimate:

(25) ∥v∥Hn ≲ ∥y∥H−n + |vl|+ |vr|.
Moreover for y ∈ L∞(0, 1), one has

(26) ∥v∥W 2n,∞ ≲ ∥y∥L∞ + |vl|+ |vr|.

Proof. The existence and uniqueness comes from Lax-Milgram’s theorem. The H−n − Hn

estimates is straightforward. The L∞ −W 2n,∞ estimates comes from Lemma 1.10 below. □

Remark 1.9. Note that this last estimate would no longer hold in higher dimensions. However,
Schauder’s estimates would give us Lp −W 2n,p estimates for all p.

Lemma 1.10. Let k ∈ N be an integer, a0, ..., ak−1 ∈ R real numbers, g ∈ L∞(0, 1) a function.
Let f be a solution of the ODE

(27) f (k) +
k∑

i=0

aif
(i) = g on (0, 1).

Then f belongs to W k,∞(0, 1).

Proof. By subtracting a combination of solutions of the homogeneous equation, which is C∞,
we can assume that

(28) f(0) = f (1)(0) = · · · = f (k−1)(0) = 0.

We denote by P the primitivation operator

(29) Pf(x) :=

∫ x

0

f(x′) dx′.

We apply the operator P on equation (27) k times

(30) f = −
k∑

i=0

aiPk−if + Pkg.

This allows ending the proof by means of a bootstrap argument. □

Definition 1.3 (Weak solution to the higher-order CH system). Let vl, vr ∈ C0(0, T ). We
make the assumption that vr and vl are non-zero except on a finite set. We define the set Γl

and Γr by (8).
We say that boundary conditions

(vl,vr) ∈ C0([0, T ])n × C0([0, T ])n

are admissible, with respect to (vl, vr), when their first respective components (vl)1 and (vr)1
are equals respectively to vr and vl

(31) (vl)1 = vl and (vr)1 = vr.

We say that a triple

(y, yr, yl) ∈ L∞(ΩT ) ∩ C0([0, T ], L2(0, 1))× L∞([0, T ])2

is a weak solution of the higher-order Camassa-Holm equation with initial and boundary con-
ditions

(y0,vl,vr, y
c
r, y

c
l ) ∈ L∞(0, 1)× C0([0, T ])n × C0([0, T ])n × L∞(Γl)× L∞(Γr),
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when we have the compatibility condition

(32) (yr)|Γr = ycr and (yl)|Γl
= ycl ,

and when for all 0 ≤ t0 ≤ t1 < T and for all test function ϕ ∈ H1
0 ([t0, t1]× [0, 1]), we have:∫ t1

t0

∫ 1

0

(
y ∂tϕ+ yv ∂xϕ− y∂xvϕ

)
=

∫ t1

t0

(
yrvrϕ(·, 1)− ylvlϕ(·, 0)

)
+

∫ 1

0

ϕ(t1, ·)y(t1, ·)−
∫ 1

0

ϕ(t0, ·)y(t0, ·),(33)

where the function v is given as the unique solution of the elliptic problem (20).

With that in mind, we can formulate a local in-time existence theorem as follows.

Theorem 1.11. Let vl, vr ∈ C0(0, T ). We make the assumption that vr and vl are non-
zero except on a finite set. We define the set Γl and Γr through (8). Let (y0,vl,vr, y

c
r, y

c
l ) ∈

L∞(0, 1) × C0([0, T ])n × C0([0, T ])n × L∞(Γl) × L∞(Γr) be admissible initial and boundary
conditions associated with vr and vl (meaning that (vl,vr) is admissible with respect to (vr, vl)).

Then there exists T̃ > 0 and a weak solution (y, yr, yl) ∈ L∞([0, T̃ ]×[0, 1])∩C0([0, T̃ ], L2((0, 1)))×
L∞([0, T̃ ])2 to the higher-order Camassa-Holm equation with (y0,vl,vr, y

c
r, y

c
l ) as initial and

boundary data.

The proof of Theorem 1.11 follows the lines of the one of Theorem 1 in [27]. We give the
sketch of the proof in Appendix B and refer to the article [27] for the detail. As for the 3D
Euler equation, the proof of existence only constructs solutions on small time intervals (see [1]).

Assuming however the existence of a solution on a given interval [0, T ], this solution is unique.

Theorem 1.12. Let (y1, y1r , y1l ) and (y2, y2r , y
2
l ) be two solutions in the sense of Definition 1.3

with the same initial and boundary conditions (y0,vl,vr, y
c
r, y

c
l ). Then

(y1, y1r , y
1
l ) = (y2, y2r , y

2
l )

on the interval [0, T ].

Remark 1.13. If we compare Theorem 1.4 and Theorem 1.12 in the case n = 1, the later does
not have the hypothesis that vl and vr have to be H1 in time, but it does not give quantitative
estimates on the derivative of the flux terms at the boundary.

1.4. Sketch of the proofs. To prove theorem 1.4, we take two solution (y1, y1r , y
1
l ) and

(y2, y2r , y
2
l ) with possibly different initial and boundary values, and we analyze the dynam-

ics time evolution on the H1
x norm of v1 − v2, where v1 and v2 refer to the solutions of the

elliptic problems (20) with respectively y1 and y2 instead of y.
The sketch of the proof is the following. In Paragraph 2.1, we provide an analogous energy

estimate for the relative energy between two solutions. In Paragraph 2.2, we seek to control
the entering energy fluxes which where the bad boundary terms (meaning that they cannot be
discarded due to their sign and are not trivially bounded by the relative energy) in the relative
energy inequality of Paragraph 2.1. To that extent, we introduce an auxiliary test function
constructed as a well-chosen elliptic multiplier of the equation. In Paragraph 2.3, we conclude
the proof with the help of a Gronwall argument.

The proof of Theorem 1.12 is similar in its structure : in Paragraph 3.1, we derive a relative
energy inequality, then in Paragraph 3.2, we control the entering fluxes of the relative energy
inequality.
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Remark 1.14. The proof of Theorem 1.12 is similar to the proof of Theorem 1.4. However, it
has its own difficulties. Heuristically, in the proof of Theorem 1.4, there is an Energy Inequality,
looking like

d
dt
(Energy) + EnergyFluxes ≤ CsteEnergy,

and an Auxiliary Inequality
d
dt
(EnergyFluxes) ≤ Cste (Energy + EnergyFluxes).

Combining the two of them we get
d
dt
(Energy + EnergyFluxes) ≤ Cste (Energy + EnergyFluxes),

which allows us to conclude through the help of Gronwall’s Lemma. In the proof of Theorem
1.12, the Energy Inequality still looks like

d
dt
(Energy) + ExitingFluxes− EnteringFluxes ≤ CsteEnergy,

but the Auxiliary Inequality is more of the form
d
dt
(Auxiliary) + EnteringFluxes ≤ Cste (Energy + Auxiliary).

Combining the two of them we get
d
dt
(Energy + Auxiliary) + |EnergyFluxes| ≤ Cste (Energy + Auxiliary),

which still allows us to conclude through the help of Gronwall’s Lemma.
The proof is quite different because of the construction of the auxiliary test function. We

solve the same dual elliptic problem to construct it, but in the case of Camassa-Holm, the
boundary data for this elliptic problem are bounded by the energy fluxes. This is not true in
the higher-order case. That is the main reason why the proof for Camassa-Holm is easier and
stronger, i.e. it gives bounds on the derivative of the entering flux.

Remark 1.15. In the case of periodic boundary condition, the Camassa-Holm equation was
proved to be locally well-posed in Hs(0, 1) for 1 ≤ s < 2, for any initial data v0 ∈ W 1,∞

(see [17]). To define weak solutions for which the momentum y is not L∞ or even L1, one
writes the equation as

∂tv + v∂xv = ∂xP,(34a)

P = (1− ∂2
x)

−1
(
v2 + (∂xv)2

2

)
.(34b)

This is easier to define in the case of periodic boundary conditions as one does not need
additional boundary condition for P . To go into lower regularity than what we do in this
article (meaning solution with bounded momentum), one could explore this formulation of the
equation and in particular, ask ourselves which boundary conditions are needed for it to make
sense.

Remark 1.16. One can also remark that a formulation similar to (34) exists for the higher order
Camassa-Holm system (17). One can recast this system as :

∂tv + v∂xv = ∂xP,(35a)
An(P ) = Fn[v](35b)

where Fn[v] is a differential polynomial in v depending on n that we will not describe here.
It is using this formulation as well as elliptic regularization of the equation also that Coclite,

Holden, and Karlsen tackled the existence of a solution for the higher order Camassa-Holm
system on the circle (see [7]). They also obtained a weak-strong uniqueness result.
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Remark 1.17. The problem of stability estimates on the whole interval when the flux vr or vl
changes sign is still open.

2. Proof of Theorem 1.4

2.1. Energy estimate for the difference of two solutions. Let us take two weak solutions
(y1, y1r , y

1
l ) and (y2, y2r , y

2
l ) of the Camassa-Holm equation with initial and boundary conditions

(y10, vl, vr, y
1,c
r , y1,cl ) and (y20, vl, vr, y

2,c
r , y2,cl ). We define the following functions

ỹ := y1 − y2, ṽ := v1 − v2,(36)

ŷ :=
y1 + y2

2
, v̂ :=

v1 + v2

2
,(37)

ỹl := y1l − y2l , ỹr := y1r − y2r ,(38)

where the functions v1 and v2 are given through (11).

We take the difference of Equation (14) for the solutions y1 and y2. The function ỹ verifies
the following equality for all 0 ≤ t0 ≤ t1 < T and for all test function ϕ ∈ H1([t0, t1]× [0, 1]):∫ t1

t0

∫ 1

0

(
ỹ ∂tϕ+ (ỹv̂ + ŷṽ) ∂xϕ− (ỹ∂xv̂ + ŷ∂xṽ)ϕ

)
=

∫ t1

t0

ỹrvrϕ(·, 1)−
∫ t1

t0

ỹlvlϕ(·, 0) +
∫ 1

0

ϕ(t1, ·)ỹ(t1, ·)−
∫ 1

0

ϕ(t0, ·)ỹ(t0, ·).(39)

Furthermore the functions ṽ and v̂ are solutions of the following elliptic problems:

(1− ∂2
x)ṽ = ỹ on (0, 1), (1− ∂2

x)v̂ = ŷ − κ on (0, 1),(40a)
ṽ|x=0 = 0, v̂|x=0 = vl,(40b)
ṽ|x=1 = 0, v̂|x=1 = vr.(40c)

With that in mind, we prove the following lemma.

Lemma 2.1. The functions v̂ and ṽ lie in L∞([0, T ],W 2,∞([0, 1])). Moreover, the function ṽ
lies in W 1,∞([0, T ], H1([0, 1])).

Proof. To obtain the space regularity of v̂ and ṽ, remark that the primitives Y 1 and Y 2, defined
as in 12 with y1 and y2 instead of y, are L∞([0, T ],W 1,∞(0, 1)). Then use the formula (11).

Let us now prove the time regularity of ṽ. Let us fix two times t0 < t1, and denote

at1t0(x) := ṽ(t1, x)− ṽ(t0, x).

Recalling that ṽ verifies (40a) with homogeneous boundary conditions, we obtain that∫ 1

0

|∂xat1t0|
2 = −

∫ 1

0

(
at1t0 − (ỹ(t1, ·)− ỹ(t0, ·))

)
at1t0 ,

which can be rewritten as∫ 1

0

|∂xat1t0|
2 +

∫ 1

0

|at1t0|
2 =

∫ 1

0

(ỹ(t1, ·)− ỹ(t0, ·))at1t0 .

Hence, we get the inequality

(41) ∥at1t0∥
2
H1(0,1) ≤

∣∣∣∣∫ 1

0

(ỹ(t1, ·)− ỹ(t0, ·))at1t0

∣∣∣∣ .
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Using (39) with at1t0 instead of ϕ (considered as a function constant in time), we obtain that:

(42)
∫ 1

0

(ỹ(t1, ·)− ỹ(t0, ·))at1t0 =
∫ t1

t0

∫ 1

0

(
(ỹv̂ + ŷṽ)∂xa

t1
t0 − (ỹ∂xv̂ + ŷ∂xṽ)a

t1
t0

)
.

Combining (41) and (42), we get that:

∥at1t0∥H1(0,1) ≤ |t1 − t0|
(
∥ỹ∥L∞([0,T ]×[0,1])∥v̂∥L∞([0,T ],H1(0,1)) + ∥ŷ∥L∞([0,T ]×[0,1])∥ṽ∥L∞([0,T ],H1(0,1))

)
Recalling that at1t0(x) = ṽ(t1, x)− ṽ(t0, x), we conclude that ṽ ∈ W 1,∞([0, T ], H1([0, 1])). □

Now that we have Lemma 2.1, we prove the following relative energy equality :

Proposition 2.2. For all 0 ≤ t0 < t1 ≤ T , we have the following equality:

∥ṽ(t1, ·)∥2H1(0,1) − ∥ṽ(t0, ·)∥2H1(0,1) +

∫ t1

t0

|∂xṽ(t, 1)|2vr −
∫ t1

t0

|∂xṽ(t, 0)|2vl

+

∫ t1

t0

∫ 1

0

(
3|ṽ|2 + |∂xṽ|2

)
∂xv̂ +

∫ t1

t0

∫ 1

0

∂x
(
|ṽ|2

)
(v̂ − ŷ + κ) = 0.(43)

Proof. Thanks to Lemma 2.1, we can take ṽ as a test function in (39), which we do. For all
t0 < t1, we have that∫ t1

t0

∫ 1

0

(
ỹ ∂tṽ + ỹv̂∂xṽ − ỹṽ∂xv̂

)
=

∫ t1

t0

ỹrvrṽ(·, 1)−
∫ t1

t0

ỹlvlṽ(·, 0) +
∫ 1

0

ṽ(t1, ·)ỹ(t1, ·)−
∫ 1

0

ṽ(t0, ·)ỹ(t0, ·).(44)

We cancel the boundary terms, because ṽ|x=0 = ṽ|x=1 = 0, to get

(45)
∫ t1

t0

∫ 1

0

(
ỹ ∂tṽ + ỹv̂∂xṽ − ỹ∂xv̂ṽ

)
=

∫ 1

0

ṽ(t1, ·)ỹ(t1, ·)−
∫ 1

0

ṽ(t0, ·)ỹ(t0, ·).

Now, we reformulate each term of (45) by using some integration by parts as well as (40).
• First let us look at

∫ 1

0
ṽ(t, ·)ỹ(t, ·) (which will be used for t = t0 and t = t1)∫ 1

0

ṽ(t, ·)ỹ(t, ·) =
∫ 1

0

ṽ(1− ∂2
x)ṽ

=

∫ 1

0

|ṽ|2 +
∫ 1

0

|∂xṽ|2

= ∥ṽ(t, ·)∥2H1(0,1).(46)

• The term
∫ t1
t0

∫ 1

0
ỹ ∂tṽ is dealt with similarly

(47)
∫ t1

t0

∫ 1

0

ỹ ∂tṽ =
1

2

(
∥ṽ(t1, ·)∥2H1(0,1) − ∥ṽ(t0, ·)∥2H1(0,1)

)
.

• Now, we deal with the two bilinear terms. Let us recast the first one:∫ t1

t0

∫ 1

0

ỹv̂∂xṽ =

∫ t1

t0

∫ 1

0

(1− ∂2
x)ṽv̂∂xṽ

=
1

2

∫ t1

t0

∫ 1

0

∂x
(
|ṽ|2 − |∂xṽ|2

)
v̂
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= −1

2

∫ t1

t0

∫ 1

0

(
|ṽ|2 − |∂xṽ|2

)
∂xv̂ −

1

2

∫ t1

t0

(
|∂xṽ(t, 1)|2vr − |∂xṽ(t, 0)|2vl

)
.(48)

• Let us reformulate the second one:∫ t1

t0

∫ 1

0

ỹṽ∂xv̂ =

∫ t1

t0

∫ 1

0

(1− ∂2
x)ṽṽ∂xv̂

=

∫ t1

t0

∫ 1

0

(|ṽ|2∂xv̂ + |∂xṽ|2∂xv̂ + ṽ∂xṽ∂
2
xv̂),(49)

and we use (40a) to get rid of the second order derivative:

(50)
∫ t1

t0

∫ 1

0

ṽ∂xṽ∂
2
xv̂ = 1

2

∫ t1

t0

∫ 1

0

∂x
(
|ṽ|2

)
(v̂ − ŷ + κ).

By combining (45) with (46), (47), (48), (49) and (50), we obtain the wanted result. □

We deduce the following corollary.

Corollary 2.3. There exists a constant C > 0 such that for almost every 0 < t < T , we have
the following inequality:

(51)
d

dt

(
∥ṽ(t, .)∥2H1(0,1)

)
+ |∂xṽ(t, 1)|2vr(t)− |∂xṽ(t, 0)|2vl(t) ≤ C∥ṽ(t, .)∥2H1(0,1).

Proof. One starts from equality 43, with t0 = t− ε and t1 = t+ ε for t ∈ [0, T ] and ε > 0.
Since ṽ lies in W 1,∞

t H1
x, the fraction

∥ṽ(t+ ε, .)∥2H1(0,1) − ∥ṽ(t− ε, .)∥2H1(0,1)

ε

converges for almost every t towards
d

dt

(
∥ṽ(t, .)∥2H1(0,1)

)
.

The quantities ∂xṽ(·, 0)2vl and ∂xṽ(·, 1)2vr are both L∞. Therefore, by Rademacher’s Theo-
rem, for almost every t ∈ [0, T ], the integral

1

ε

∫ t+ε

t−ε

∂xṽ(·, 0)2vl

converges towards
∂xṽ(t, 0)

2vl(t).

Similarly 1
ε

∫ t+ε

t−ε
∂xṽ(·, 1)2vr converges towards ∂xṽ(t, 1)

2vr(t).
Moreover, using the Cauchy-Schwarz inequality, one gets that for all t ∈ [0, T ] and for all

ε > 0 ∫ t+ε

t−ε

∫ 1

0

(
3|ṽ|2 + |∂xṽ|2

)
∂xv̂ ≤ 4ε∥v̂∥L∞

t W 1,∞
x

∥ṽ∥2L∞([t−ε,t+ε],H1(0,1)),∫ t+ε

t−ε

∫ 1

0

∂x
(
|ṽ|2

)
(v̂ − ŷ + κ) ≤ ε

(
∥v̂∥L∞

t L∞
x
+ ∥ŷ∥L∞

t L∞
x
+ κ

)
∥ṽ∥2L∞([t−ε,t+ε],H1(0,1)).

□
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2.2. Auxiliary inequality. We define two functions ul and ur by setting for all x ∈ [0, 1]

(52) ul(x) := − sinh(x) + cosh(x) tanh(1) and ur(x) := − sinh(x)

cosh(1)
.

They are the solutions to the non-homogeneous Zaremba-type problems:

(1− ∂2
x)ul = (1− ∂2

x)ur = 0,(53a)
−∂xul(0) = ∂xur(1) = 1,(53b)

ul(1) = ur(0) = 0.(53c)

We want to bound ∂xṽ at the boundary with the help of a Gronwall argument. Let us begin
by showing that ∂xṽ(·, 0) and ∂xṽ(·, 1) are a lipschitz functions.

Lemma 2.4. The functions ∂xṽ(·, 0) and ∂xṽ(·, 1) are lipschitz functions with respect to time.

Proof. By differentiating (11) in x, we obtain:

(54) ∂xṽ(t, x) =

∫ x

0

sinh(x− s)Ỹ (t, s)ds + cosh(0)Ỹ (t, x)− cosh(x)
sinh(1)

∫ 1

0

cosh(1− s)Ỹ (t, s)ds.

To prove the regularity in time of ∂xṽ(·, 0), we prove the time regularity of the function Ỹ .
Let ϕ ∈ L2(0, 1) be a function. We denote by Φ the primitive of ϕ verifying Φ(1) = 0:

Φ(x) := −
∫ 1

x

ϕ(s)ds.

Using Φ, (considered as a constant function in time) as a test function in (39), we obtain that

(55)
∫ t1

t0

ỹlvlΦ(0) +

∫ 1

0

Φỹ(t1, ·)−
∫ 1

0

Φỹ(t0, ·) =
∫ t1

t0

∫ 1

0

(
(ỹv̂ + ŷṽ)ϕ− (ỹ∂xv̂ + ŷ∂xṽ) Φ

)
.

Moreover, by integration by parts, we have

(56)
∫ 1

0

Φỹ(t, ·) = −
∫ 1

0

ϕỸ (t, ·).

Hence, by combining (55) and (56), we obtain that

∥Ỹ (t1, ·)− Ỹ (t0, ·)∥L2(0,1) ≤ |t1 − t0|
(
∥ỹl∥L∞([0,T ])

+ ∥ỹv̂ + ŷṽ∥L∞([0,T ],L2(0,1)) + ∥ỹ∂xv̂ + ŷ∂xṽ∥L∞([0,T ],L2(0,1))

)
.

□

We prove the following auxiliary inequalities.

Proposition 2.5. There exists a constant C > 0 such that, we have the inequalities

∀a.e.t ∈ Γl,
d

dt

(
|∂xṽ(t, 0)|2

)
≤ C

(
∥ṽ(t, ·)∥2H1(0,1) + |∂xṽ(t, 0)|2

)
(57)

+
1

2
|∂xṽ(t, 1)|2|vr(t)|+ |ỹl|2v+l ,

∀a.e.t ∈ Γr,
d

dt

(
|∂xṽ(t, 1)|2

)
≤ C

(
∥ṽ(t, ·)∥2H1(0,1) + |∂xṽ(t, 1)|2

)
(58)

+
1

2
|∂xṽ(t, 0)|2|vl(t)|+ |ỹr|2v+r ,
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where we recall that Γl/Γr are the set of times of entering flux at the left/right defined in (8)
and v+l (resp. v+r ) is the positive part of vl (resp. vr).

Proof. The two inequalities (57) and (58) have the same proof, we prove inequality (57) here.
We define the auxiliary test function ṽaux,l through

(59) ∀t ∈ [0, T ],∀x ∈ [0, 1], ṽaux,l(t, x) := ∂xṽ(t, 0) v
+
l (t)ul(x),

Let 0 < t0 < t1 < T be two positive times (at the end of the proof, we will take t0 = t − ε
and t1 = t + ε and make ε goes to 0). Using Lemma 2.4, we know that we can take ṽaux,l as
test function in (39), which leads to∫ t1

t0

∫ 1

0

(
ỹ ∂tṽ

aux,l + (ỹv̂ + ŷṽ) ∂xṽ
aux,l − (ỹ∂xv̂ + ŷ∂xṽ).ṽ

aux,l
)

= −
∫ t1

t0

ỹlvlṽ
aux,l(·, 0) +

∫ 1

0

ṽaux,l(t1, ·)ỹ(t1, ·)−
∫ 1

0

ṽaux,l(t0, ·)ỹ(t0, ·),(60)

The boundary term
∫ t1
t0

ỹrvrṽ
aux,l(·, 1) is equal to 0 due to the assumption ul(1) = 0, and

therefore ṽaux,l(·, 1) = 0.
Let us remark that the boundary term

∫ t1
t0

ỹlvlṽ
aux,l(·, 0) is also equal to 0 in the case which

interests us. Indeed if y1,cl = y2,cl (meaning that the two solutions have the same boundary
condition) then ỹl = 0.

We simplify each term similarly to the proof of Proposition 2.2.
For a : [0, 1] → R continuous, we use the notation [a]10 for

[a]10 := a(1)− a(0)

• First, let us simplify
∫ t1
t0

∫ 1

0
ỹ ∂tṽ

aux,l. To do so, we replace ỹ by (1 − ∂2
x)ṽ using (40a).

Then, we integrate by parts∫ t1

t0

∫ 1

0

ỹ ∂tṽ
aux,l =

∫ t1

t0

∫ 1

0

(1− ∂2
x)ṽ ∂tṽ

aux,l

=

∫ t1

t0

∫ 1

0

ṽ ∂tṽ
aux,l −

∫ t1

t0

∫ 1

0

ṽ ∂t∂
2
xṽ

aux,l

+

∫ t1

t0

[
ṽ ∂t∂xṽ

aux,l
]1
0
−
∫ t1

t0

[
∂xṽ ∂tṽ

aux,l
]1
0
.

By definition of ṽaux,l, we have (1− ∂2
x)ṽ

aux,l = 0, which allows us to cancel the first two
terms. Moreover ṽ|x=0 = ṽ|x=1 = 0, which allows to forget the third term. For the last
term, we use the facts that ṽaux,l|x=1 = 0, ul(0) = tanh(1) and ∂xṽ

aux,l
|x=0 = −∂xṽ|x=0v

+
l . This

gives ∫ t1

t0

∫ 1

0

ỹ ∂tṽ
aux,l =−

∫ t1

t0

[
∂xṽ ∂tṽ

aux,l
]1
0

=tanh(1)

∫ t1

t0

∂xṽ(t, 0)
d

dt
(∂xṽ(t, 0)v

+
l (t))

= tanh(1)
(
|∂xṽ(t1, 0)|2v+l (t1)− |∂xṽ(t0, 0)|2v+l (t0)

)
(61)

− tanh(1)

2

∫ t1

t0

v+l (t)
d

dt

(
|∂xṽ(t, 0)|2

)
.
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• For all t ∈ [0, T ], and in particular for t = t0 and t = t1, we simplify
∫ 1

0
ỹ(t, ·).ṽaux,l(t, ·)

similarly:∫ 1

0

ỹ(t, ·)ṽaux,l(t, ·) =
∫ 1

0

(1− ∂2
x)ṽ(t, ·)ṽaux,l(t, ·)

=

∫ 1

0

ṽ ṽaux,l −
∫ 1

0

ṽ ∂2
xṽ

aux,l +
[
ṽ ∂xṽ

aux,l
]1
0
−
[
∂xṽ ṽ

aux,l
]1
0

=−
[
∂xṽ ṽ

aux,l
]1
0

=tanh(1)|∂xṽ(t, 0)|2v+l (t).(62)

• We bound
∫ t1
t0

∫ 1

0
ŷṽ ∂xṽ

aux,l and
∫ t1
t0

∫ 1

0
ŷ∂xṽ.ṽ

aux,l using the Cauchy-Schwarz inequality:∣∣∣∣∫ t1

t0

∫ 1

0

ŷṽ ∂xṽ
aux,l

∣∣∣∣ ≤ ∥ŷ∥L∞(ΩT )

∫ t1

t0

∥ṽ∥L2(0,1) ∥ṽaux,l∥H1(0,1),(63) ∣∣∣∣∫ t1

t0

∫ 1

0

ŷ∂xṽ.ṽ
aux,l

∣∣∣∣ ≤ ∥ŷ∥L∞(ΩT )

∫ t1

t0

∥ṽ∥H1(0,1) ∥ṽaux,l∥L2(0,1).(64)

We simplify this expression using the fact that for a, b, c ≥ 0, one has a2c+ b2c ≥ 2abc

∥ṽ(t, ·)∥L2(0,1) ∥ṽaux,l(t, ·)∥H1(0,1) ≤ ∥ṽ(t, ·)∥2L2(0,1)v
+
l (t) + ∥ul∥2H1(0,1)|∂xṽ(t, 0)|2v+l (t),

∥ṽ(t, ·)∥H1(0,1) ∥ṽaux,l(t, ·)∥L2(0,1) ≤ ∥ṽ(t, ·)∥2H1(0,1)v
+
l (t) + ∥ul∥2L2(0,1)|∂xṽ(t, 0)|2v+l (t).

Therefore∣∣∣∣∫ t1

t0

∫ 1

0

ŷṽ ∂xṽ
aux,l

∣∣∣∣+ ∣∣∣∣∫ t1

t0

∫ 1

0

ŷ∂xṽ.ṽ
aux,l

∣∣∣∣
≤ C

∫ t1

t0

(
∥ṽ(t, ·)∥2H1(0,1) + |∂xṽ(t, 0)|2

)
v+l (t) dt.(65)

• We simplify the term
∫ t1
t0

∫ 1

0
ỹv̂ ∂xṽ

aux,l∫ t1

t0

∫ 1

0

ỹv̂ ∂xṽ
aux,l =

∫ t1

t0

∫ 1

0

(1− ∂2
x)ṽv̂ ∂xṽ

aux,l

=

∫ t1

t0

∫ 1

0

ṽv̂ ∂xṽ
aux,l −

∫ t1

t0

∫ 1

0

∂2
xṽv̂ ∂xṽ

aux,l.(66)

We bound the first term
∫ t1
t0

∫ 1

0
ṽv̂ ∂xṽ

aux,l of the right hand side of (66) by∣∣∣∣∫ t1

t0

∫ 1

0

ṽv̂ ∂xṽ
aux,l

∣∣∣∣ ≤ ∥v̂∥L∞(ΩT )

∫ t1

t0

∥ṽ∥L2(0,1) ∥ṽaux,l∥H1(0,1)

≤ C

∫ t1

t0

(
∥ṽ∥2H1(0,1) + |∂xṽ(·, 0)|2

)
v+l .(67)

For the second term
∫ t1
t0

∫ 1

0
∂2
xṽv̂ ∂xṽ

aux,l of the right hand side of (66), we have

(68)
∫ t1

t0

∫ 1

0

∂2
xṽv̂ ∂xṽ

aux,l =

∫ t1

t0

[∂xṽ∂xṽ
aux,lv̂]10 −

∫ t1

t0

∫ 1

0

∂xṽ∂x(v̂ ∂xṽ
aux,l)
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We bound the trilinear term using the fact that ∥ṽaux,l∥H2 = |∂xṽ(·, 0)|v+l ∥ul∥H2 .

(69)
∣∣∣∣∫ t1

t0

∫ 1

0

∂xṽ∂x(v̂ ∂xṽ
aux,l)

∣∣∣∣ ≤ C

∫ t1

t0

(
∥ṽ∥2H1(0,1) + |∂xṽ(·, 0)|2

)
v+l .

The boundary term
∫ t1
t0

(∂xṽ∂xṽ
aux,lv̂)|x=0 = −

∫ t1
t0

|∂xṽ(·, 0)|2(v+l )2 can be left as is (as
it is negative), whereas the term

∫ t1
t0

(∂xṽ∂xṽ
aux,lv̂)|x=1 can be bounded through∣∣∣∣∫ t1

t0

(∂xṽ∂xṽ
aux,lv̂)|x=1

∣∣∣∣ ≤ ∫ t1

t0

(
tanh(1)

4
|∂xṽ(·, 1)|2|vr|v+l + 4

tanh(1)
|∂xṽ(·, 0)|2|∂xul(1)|2|vr|v+l

)
≤

∫ t1

t0

(
tanh(1)

4
|∂xṽ(·, 1)|2|vr|v+l + C|∂xṽ(·, 0)|2v+l

)
(70)

Combining (66)-(70), we get

(71)
∣∣∣∣∫ t1

t0

∫ 1

0

ỹv̂ ∂xṽ
aux,l

∣∣∣∣ ≤ C

∫ t1

t0

(
∥ṽ∥2H1(0,1) + |∂xṽ(·, 0)|2

)
v+l + tanh(1)

4

∫ t1

t0

|∂xṽ(·, 1)|2|vr|v+l .

• We simplify the term
∫ t1
t0

∫ 1

0
ỹ∂xv̂.ṽ

aux,l of (60):∫ t1

t0

∫ 1

0

ỹṽaux,l ∂xv̂ =

∫ t1

t0

∫ 1

0

(1− ∂2
x)ṽṽ

aux,l∂xv̂

=

∫ t1

t0

∫ 1

0

ṽṽaux,l∂xv̂ −
∫ t1

t0

∫ 1

0

∂2
xṽṽ

aux,l∂xv̂.(72)

We bound the first term
∫ t1
t0

∫ 1

0
ṽṽaux,l∂xv̂ of the right hand side of (72) by∣∣∣∣∫ t1

t0

∫ 1

0

ṽṽaux,l∂xv̂

∣∣∣∣ ≤ ∥v̂∥L∞([0,T ],W 1,∞(0,1))

∫ t1

t0

(
∥ṽ∥L2(0,1) ∥ṽaux,l∥L2(0,1)

)
≤ C

∫ t1

t0

(
∥ṽ∥2H1(0,1) + |∂xṽ(t·, 0)|2

)
v+l .(73)

For the second term
∫ t1
t0

∫ 1

0
∂2
xṽṽ

aux,l∂xv̂ of the right hand side of (72), we have:

(74)
∫ t1

t0

∫ 1

0

∂2
xṽṽ

aux,l ∂xv̂ =

∫ t1

t0

[∂xṽṽ
aux,l∂xv̂]

1
0 −

∫ t1

t0

∫ 1

0

∂xṽ∂x(ṽ
aux,l∂xv̂).

Once again, we bound the trilinear term by using ∥ṽaux,l∥H2 = |∂xṽ(·, 0)|v+l ∥ul∥H2 .

(75)
∣∣∣∣∫ t1

t0

∫ 1

0

∂xṽ∂x(ṽ
aux,l∂xv̂)

∣∣∣∣ ≤ C

∫ t1

t0

(
∥ṽ∥2H1(0,1) + |∂xṽ(·, 0)|2

)
v+l .

The boundary term
∫ t1
t0

(∂xṽṽ
aux,l∂xv̂)|x=1 is equal to 0 as ṽaux,l|x=1 = 0 by definition. The

term
∫ t1
t0

(∂xṽṽ
aux,l∂xv̂)|x=0 can be bounded through

(76)
∣∣∣∣∫ t1

t0

(∂xṽṽ
aux,l∂xv̂)|x=1

∣∣∣∣ ≤ C

∫ t1

t0

|∂xṽ(·, 0)|2v+l ,

Combining (72)-(76), we get

(77)
∣∣∣∣∫ t1

t0

∫ 1

0

ỹv̂ ∂xṽ
aux,l

∣∣∣∣ ≤ C

∫ t1

t0

(
∥ṽ∥2H1(0,1) + |∂xṽ(·, 0)|2

)
v+l .
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• At last, we control the boundary term
∫ t1
t0

ỹlvlṽ
aux,l(·, 0) through

(78)
∣∣∣∣∫ t1

t0

ỹlvlṽ
aux,l(·, 0)

∣∣∣∣ ≤ tanh(1)

∫ t1

t0

|ỹl|2(v+l )
2 + tanh(1)

∫ t1

t0

|∂xṽ(·, 0)|2v+l

Combining all the estimates (61), (62), (65), (71), (77) for all the terms of (60), we get that
there exists a constant C > 0 independent of t0, t1 such that :∫ t1

t0

v+l
d

dt

(
|∂xṽ(·, 0)|2

)
≤C

∫ t1

t0

(
∥ṽ∥2H1(0,1) + |∂xṽ(·, 0)|2

)
v+l

+
1

2

∫ t1

t0

|∂xṽ(·, 1)|2|vr|v+l .+
∫ t1

t0

|ỹl|2(v+l )
2.(79)

Using Lemma 2.4, we get that |∂xṽ(·, 0)|2 ∈ W 1,∞(0, T ). Therefore the function

U : t 7→
∫ t

0

v+l (s)
d

dt

(
|∂xṽ(s, 0)|2

)
ds,

is also W 1,∞ and its derivative in the weak sense is equal to

t 7→ v+l (t)
d

dt

(
|∂xṽ(t, 0)|2

)
,

which is in L∞. By Rademacher theorem, U is differentiable in the classical sense for almost
every t ∈]0, T [. For such a fix t, and for ε > 0, we take t0 = t− ε and t1 = t+ ε in (79). When
ε goes to zero, every term converges, and we get

(80) v+l
d

dt

(
|∂xṽ(·, 0)|2

)
≤ C

(
∥ṽ∥2H1(0,1) + |∂xṽ(·, 0)|2

)
v+l +

1

2
|∂xṽ(·, 1)|2|vr|v+l + |ỹl|2(v+l )

2.

We can divide by v+l whenever we are in Γl, which gives the inequality (57), as wanted.
The proof of inequality (58) is similar at each step, except we use the test function

(81) ṽaux,r := ∂xṽ(t, 1) v
−
r (t)ur(x)

instead of ṽaux,l. □

Remark 2.6. If we are ready to increase the constant C in front of
(
∥ṽ(t, ·)∥2H1(0,1) + |∂xṽ(t, 1)|2

)
in (57), then we could change the constants in front of |∂xṽ(t, 1)|2|vr(t)| and |ỹl|2v+l in this
inequality.

2.3. Gronwall argument and end of the proof. We define the functions E, El and Er by:

(82) E(t) := ∥ṽ(t, ·)∥2H1(0,1), El(t) := |∂xṽ(t, 0)|2, Er(t) := |∂xṽ(t, 1)|2.
By Lemmata 2.1 and 2.4, we know that E is well-defined and Lipschitz. Moreover, in the case
where the boundary conditions for y1 and y2 are the same,

(83) y1,cl = y2,cl and y1,cr = y2,cr ,

we can combine (51), (57) and (58), to get

E ′ + E ′
l + E ′

r ≤ C(E + El + Er) on Γl ∩ Γr,(84a)

E ′ + E ′
l +

1
2
Er|vr| ≤ C(E + El) on Γl \ (Γl ∩ Γr),(84b)

E ′ + E ′
r +

1
2
El|vl| ≤ C(E + Er) on Γr \ (Γl ∩ Γr),(84c)

E ′ + 1
2
El|vl|+ 1

2
Er|vr| ≤ CE on [0, T ] \ (Γl ∪ Γr).(84d)
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Therefore, we can use the Gronwall inequality to get uniqueness on each time interval where
neither vl nor vr changes sign. On such an interval I = [T0, T1], one gets:

(E + El + Er)(T1) ≤ exp(C(T1 − T0)) (E + El + Er)(T0) if I ⊂ Γl ∩ Γr,(85a)
(E + El)(T1) ≤ exp(C(T1 − T0)) (E + El)(T0) if I ⊂ Γl \ (Γl ∩ Γr),(85b)
(E + Er)(T1) ≤ exp(C(T1 − T0)) (E + Er)(T0) if I ⊂ Γr \ (Γl ∩ Γr),(85c)

E(T1) ≤ exp(C(T1 − T0))E(T0) if I ⊂ [0, T ] \ (Γl ∪ Γr).(85d)
This implies that
(86) E(T1) ≤ exp(C(T1 − T0)) (E + El + Er)(T0).

This concludes the proof of the first part of Theorem 1.4.
Now let us assume that y10 = y20. Let us denote by T0 < T1 < ... < Tn < T the times where

vl or vr change sign. On [0, T0], and on each interval [Ti, Ti+1] one has the estimate (86). By
induction, we obtain that v is equal to zero for each Ti and on [0, T ].

Remark 2.7. Gronwall argument normally comes with stability estimates. However, in our case,
if initial data are non-zero, they could degenerate.

For example, take T = 1 and vr and vl given by vl(t) = −1 + t and vr(t) = 1. For the
sake of simplicity, we assume that C = 1 here. Then the functions E, El and Er defined by
E(t) := et+1

2
, El(t) :=

1
2(1−t)

and Er(t) := 0 verify the system (84) on [0, 1]. But El is going to
infinity so we cannot continue estimates on E after t = 1.

This phenomenon cannot happen in the case of an initial data equal to zero, because in this
case, El = Er = 0 for all t.

Remark 2.8. The aforementioned constant C do depends on ∥y1∥L∞ and ∥y2∥L∞ . Due to this,
our estimates cannot be used to prove the existence or uniqueness of a lower class of regularity
than the one we use.

Remark 2.9. If the boundary conditions (y1,cl , y1,cr ) and (y2,cl , y2,cr ) are not the same, one still get
an a priori estimate. However, due to remark 2.7, one can see that this estimates no longer
provides uniqueness in the cases where vl or vr changes sign.

A question that is still open, is to determine whether or not one could still get estimates if
the two solutions we are comparing do not have the same boundary fluxes vl and vr.

3. Proof of Theorem 1.12

3.1. Energy estimate. Let us take two weak solutions (y1, y1r , y
1
l ) and (y2, y2r , y

2
l ) of the

transport-elliptic system associated with An with initial and boundary conditions (y10,vl,vr, y
1,c
r , y1,cl )

and (y20,vl,vr, y
2,c
r , y2,cl ). We define the following functions

ỹ := y1 − y2, ṽ := v1 − v2,(87)

ŷ :=
y1 + y2

2
, v̂ :=

v1 + v2

2
,(88)

ỹl := y1l − y2l , ỹr := y1r − y2r ,(89)

where the functions v1 and v2 are given through (20). Let us remark here that we have
(v1 − v2)|x=0 = (v1 − v2)|x=1 = 0, ... , ∂n−1

x (v1 − v2)|x=0 = ∂n−1
x (v1 − v2)|x=1 = 0 and((

v1+v2

2

)
|x=0

, ..., ∂n−1
x

(
v1+v2

2

)
|x=0

)
= vl as well as

((
v1+v2

2

)
|x=1

, ..., ∂n−1
x

(
v1+v2

2

)
|x=1

)
= vr.
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We take the difference of Equation (33) for the solutions y1 and y2. The function ỹ verifies
the following equality for all 0 ≤ t0 ≤ t1 < T and for all test function ϕ ∈ H1([t0, t1]× [0, 1]):∫ t1

t0

∫ 1

0

(
ỹ ∂tϕ+ (ỹv̂ + ŷṽ) ∂xϕ− (ỹ∂xv̂ + ŷ∂xṽ)ṽ

)
=

∫ t1

t0

ỹrvrϕ(·, 1)−
∫ t1

t0

ỹlvlϕ(·, 0) +
∫ 1

0

ϕ(t1, ·)ỹ(t1, ·)−
∫ 1

0

ϕ(t0, ·)ỹ(t0, ·).(90)

The following Lemma is the generalization of Lemma 2.1, and its proof is similar.

Lemma 3.1. The functions v̂ and ṽ lie in L∞([0, T ],W 2n,∞(0, 1)). Moreover the function ṽ
lies in W 1,∞([0, T ], Hn([0, 1])).

Proof. For the regularity in space of ṽ and v̂, write

(91) (−1)n∂2n
x ṽ = −

n−1∑
k=0

(−∂2
x)

kṽ + ỹ.

We can conclude using Lemma 1.10.
Let us now prove the regularity in time of ṽ. Let us fix two times t0 < t1, and denote

at1t0(x) := ṽ(t1, x)− ṽ(t0, x).

Recalling that ṽ verifies (20) with homogeneous boundary conditions, we obtain that for every
function g ∈ Hn

0 (0, 1)

(92)
∫ 1

0

(ỹ(t1, ·)− ỹ(t0, ·))g =

∫ 1

0

A
1
2
na

t1
t0 ·A

1
2
ng

We apply it with at1t0 instead of g

(93)
∫ 1

0

(ỹ(t1, ·)− ỹ(t0, ·))at1t0 =
∫ 1

0

|A
1
2
na

t1
t0|

2

Hence, we get the inequality

(94) ∥at1t0∥
2
Hn(0,1) ≤

∣∣∣∣∫ 1

0

(ỹ(t1, ·)− ỹ(t0, ·))at1t0

∣∣∣∣ .
Using (33) with at1t0 instead of ϕ (considered as a function constant in time), we obtain that:

(95)
∫ 1

0

(ỹ(t1, ·)− ỹ(t0, ·))at1t0 =
∫ t1

t0

∫ 1

0

(
(ỹv̂ + ŷṽ)∂xa

t1
t0 − (ỹ∂xv̂ + ŷ∂xṽ)a

t1
t0

)
.

Combining (94) and (95), using that n ≥ 1, we get that:

∥at1t0∥Hn(0,1) ≤ |t1 − t0|
(
∥ỹ∥L∞([0,T ]×[0,1])∥v̂∥L∞([0,T ],H1(0,1)) + ∥ŷ∥L∞([0,T ]×[0,1])∥ṽ∥L∞([0,T ],H1(0,1))

)
Recalling that at1t0(x) = ṽ(t1, x)− ṽ(t0, x), we conclude that ṽ ∈ W 1,∞([0, T ], Hn([0, 1])). □

Remark 3.2. Lemma 3.1 expresses the fact that ∂tAnṽ = ∂x(ṽŷ + v̂ỹ), which is in L∞
t H−1

x . By
elliptic regularity, we could obtain a higher regularity for ∂tṽ, but it is not needed here.

Proposition 3.3. There exists a constant C > 0 such that the following inequality holds for
almost every t ∈ [0, T ]

(96)
d

dt

(
∥ṽ∥2Hk(0,1)

)
+ |∂n

x ṽ(·, 1)|2vr − |∂n
x ṽ(·, 0)|2vl ≤ C∥v̂∥W 2n,∞(0,1)∥ṽ∥2Hk(0,1)
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Proof. We take ṽ as a test function in (90), which gives∫ t1

t0

∫ 1

0

(
ỹ ∂tṽ + (ỹv̂ + ŷṽ) ∂xṽ − (ỹ∂xv̂ + ŷ∂xṽ)ṽ

)
=

∫ 1

0

ṽ(t1, ·)ỹ(t1, ·)−
∫ 1

0

ṽ(t0, ·)ỹ(t0, ·).(97)

Then, we simplify each term.
• The term

∫ t1
t0

∫ 1

0
ỹ∂tṽ can be treated as follows∫ t1

t0

∫ 1

0

ỹ∂tṽ =

∫ t1

t0

∫ 1

0

Anṽ∂tṽ

=

∫ t1

t0

∫ 1

0

A
1
2
n ṽ · ∂tA

1
2
n ṽ

= 1
2

[
∥A

1
2
n ṽ∥2L2

]t1
t0
.(98)

• Similarly, we get

(99)
∫ 1

0

ỹṽ = ∥A
1
2
n ṽ∥2L2 .

• The trilinear term
∫ 1

0
ŷṽ∂xṽ cancels with

∫ 1

0
ŷṽ∂xṽ.

• To simplify the trilinear term
∫ 1

0
ỹv̂∂xṽ, we first use Lemma A.1∫ 1

0

ỹv̂∂xṽ =

∫ 1

0

Anṽv̂∂xṽ

=

∫ 1

0

A
1
2
n ṽ ·A

1
2
n (v̂∂xṽ)−

[
v̂|∂n

x ṽ|2
]1
0
.(100)

Then we put all the derivatives on ṽ, which can be done in a nice way due to Lemma A.2

(101)
∫ 1

0

A
1
2
n ṽ ·A

1
2
n (v̂∂xṽ) =

∫ 1

0

A
1
2
n ṽ · v̂∂xA

1
2
n ṽ +

∫ 1

0

A
1
2
n ṽ ·

[
v̂,A

1
2
n

]
∂xṽ.

Finally, we integrate by part to once again put all derivatives on ṽ∫ 1

0

A
1
2
n ṽ · v̂∂xA

1
2
n ṽ = 1

2

∫ 1

0

v̂∂x

∣∣∣A 1
2
n ṽ

∣∣∣2
= −1

2

∫ 1

0

∣∣∣A 1
2
n ṽ

∣∣∣2 ∂xv̂ + 1
2

[
v̂|∂n

x ṽ|2
]1
0
.(102)

Combining (100), (101) and (102), we get

(103)
∫ 1

0

ỹv̂∂xṽ = −1
2

∫ 1

0

∣∣∣A 1
2
n ṽ

∣∣∣2 ∂xv̂ + ∫ 1

0

A
1
2
n ṽ ·

[
v̂,A

1
2
n

]
∂xṽ − 1

2

[
v̂|∂n

x ṽ|2
]1
0
.

• To simplify the trilinear term
∫ 1

0
ỹ∂xv̂ṽ, we use Lemma A.1∫ 1

0

ỹ∂xv̂ṽ =

∫ 1

0

Anṽ∂xv̂ṽ
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=

∫ 1

0

A
1
2
n ṽ ·A

1
2
n (∂xv̂ṽ).(104)

We substitute (98), (99), (103) and (104) into (97) to get[
∥A

1
2
n ṽ∥2L2

]t1
t0
+

∫ t1

t0

[
v̂|∂n

x ṽ|2
]1
0

+

∫ t1

t0

∫ 1

0

(
−2A

1
2
n ṽ ·A

1
2
n (∂xv̂ṽ) +

∣∣∣A 1
2
n ṽ

∣∣∣2 ∂xv̂ − 2A
1
2
n ṽ ·

[
ṽ,A

1
2
n

]
∂xṽ

)
= 0.(105)

Using Lemma A.2, we get that for all 0 < t0 < t1 < T , one has[
∥ṽ∥2Hk

]t1
t0
+

∫ t1

t0

|∂n
x ṽ(·, 1)|2vr −

∫ t1

t0

|∂n
x ṽ(·, 0)|2vl

≤ C

∫ t1

t0

∫ 1

0

∥v̂∥W 2n,∞(0,1)∥ṽ∥2Hk(0,1)(106)

□

3.2. Auxiliary estimate. In this paragraph, we chose I = [T0, T1] ⊂ [0, T ] an interval such
that vl and vr do not change sign on I. Without loss of generality, we assume that:

(107) ∀t ∈ I, vl(t) > 0 and vr(t) > 0.

We construct the auxiliary test function ṽaux,ln as the solution to the following elliptic problem

Anṽ
aux,l
n = 0,(108a)

∀i ∈ [[0, n− 1]], Si(ṽ
aux,l
n )(·, 1) = 0,(108b)

∀i ∈ [[0, n− 1]], Bi(ṽ
aux,l
n )(·, 0) = −Bi(ṽ)(·, 0),(108c)

where the operators Bi where defined in Appendix A through (154a).
Let us introduce the space Hn

0,r(0, 1) as the closure of C∞
c ([0, 1)) for the Hn norm

(109) Hn
0,r(0, 1) := {g ∈ Hn(0, 1);∀i ∈ [[0, n− 1]], ∂i

xg(1) = 0}.

It is the natural space to define ṽaux,ln as it is a solution to a Zaremba problem (Dirichlet on one
side and Neumann on the other).

Lemma 3.4. The function ṽaux,ln exists and is unique in L∞(I,Hn
0,r(0, 1)) as the solution of the

following variational problem:

(110) ∀g ∈ Hn
0,r(0, 1),

∫ 1

0

A
1
2
n ṽ

aux,l
n (t, ·) ·A

1
2
ng = −

n−1∑
i=0

Bi(ṽ)(t, 0)Si(g)(0).

Moreover, the function ṽaux,ln lies in L∞(I,W 2n,∞(0, 1)).

Proof. Since ṽ belongs to L∞(I,H2n(0, 1)), for each i, t 7→ Bi(ṽ)(t, 0) belongs to L∞(I). Hence
by Lax-Milgram, ṽaux,ln belongs to L∞(I,Hn

0,r(0, 1)) and is the unique solution of problem (110)
in this space.

Using Lemma 1.10, one gets that ṽaux,ln belongs to L∞(I,W 2n,∞(0, 1)). □
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Let g ∈ Hn(0, 1) be a function. Using Lemma A.1, with ṽaux,ln instead of f and g instead of
g one has

(111)
∫ 1

0

Anṽ
aux,l
n g =

∫ 1

0

A
1
2
n ṽ

aux,l
n ·A

1
2
ng +

n−1∑
i=0

[Bi(ṽ
aux,l
n )Si(g)]

1
0.

Now due to (108a), one has
∫ 1

0
Anṽ

aux,l
n g = 0 and due to (108c), one has

(112)
n−1∑
i=0

Bi(ṽ
aux,l
n )(·, 0)Si(g)(0) = −

n−1∑
i=0

Bi(ṽ
aux,l
n )(·, 0)Si(g)(0).

Hence

(113)
∫ 1

0

A
1
2
n ṽ

aux,l
n ·A

1
2
ng = −

n−1∑
i=0

Bi(ṽ)(·, 0)Si(g)(0)−
n−1∑
i=0

Bi(ṽ
aux,l
n )(·, 1)Si(g)(1).

In particular, for g ∈ Hn
0 (0, 1), one has

(114)
∫ 1

0

A
1
2
n ṽ

aux,l
n (t, ·) ·A

1
2
ng = 0.

As this will be useful later, let us remark that for every g ∈ Hn
0,r(0, 1), one has

(115)
∫ 1

0

A
1
2
n∂xṽ

aux,l
n (t, ·) ·A

1
2
ng =

n−1∑
i=0

Bi(∂xṽ)(t, 0)Si(g)(0).

Similarly to the case of the classical Camassa-Holm equation, the introduction of this auxil-
iary test function is in sight of an auxiliary inequality. The purpose of the auxiliary inequality
(116) is to control the entering energy fluxes.

Proposition 3.5. For almost every t ∈ I, we have the inequality

(116)
1

2

d

dt

(
∥ṽaux,ln ∥2Hn

)
+ |∂n

x ṽ(t, 0)|2vl(t) ≤ C
(
∥ṽaux,ln ∥2Hn + ∥ṽ∥2Hn

)
+ 1

4
|∂n

x ṽ(t, 1)|2|vr|+ |ỹl|2.

Remark 3.6. If vr < 0, one can similarly introduce the function ṽaux,rn as

Anṽ
aux,l
n = 0,(117a)

∀i ∈ [[0, n− 1]], Bi(ṽ
aux,l
n )(·, 1) = −Bi(ṽ)(·, 1),(117b)

∀i ∈ [[0, n− 1]], Si(ṽ
aux,l
n )(·, 0) = 0.(117c)

and get the inequality

(118)
1

2

d

dt

(
∥ṽaux,rn ∥2Hn

)
+ |∂n

x ṽ(t, 1)|2vr(t) ≤ C
(
∥ṽaux,rn ∥2Hn + ∥ṽ∥2Hn

)
+ 1

4
|∂n

x ṽ(t, 0)|2|vl|+ |ỹr|2.

In order to prove Proposition 3.5, let us prove Lemma 3.7 and Proposition 3.8. Lemma 3.7
states that the auxiliary function ṽaux,ln is regular enough to be used as a test function in (90).
Proposition 3.8 is an inequality similar to the classical Rellich estimate on the normal and
tangential derivatives of harmonic functions, see for example [21]. We will use Proposition 3.8
to control one of the boundary terms on the outgoing boundaries.

Lemma 3.7. The function ṽaux,ln lies in W 1,∞(I,Hn(0, 1)).
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Proof. Let us prove the regularity in time of the function ṽaux,ln . We call V the function

(119) V := ṽ + ṽaux,ln .

Since ṽ already belongs to W 1,∞(I,Hn([0, 1]), it is sufficient to prove that V belongs to that
space as well. Moreover, for all g ∈ Hn

0,r and for every t ∈ I, one has

(120)
∫ 1

0

A
1
2
nV (t, ·) ·A

1
2
ng =

∫ 1

0

ỹ(t, ·) g.

Moreover by taking g ∈ Hn
0,r(0, 1) as a test function in (90), one gets for every T0 ≤ t0 < t1 ≤ T1

(121)
∫ 1

0

(ỹ(t1, ·)− ỹ(t0, ·))g =

∫ t1

t0

∫ 1

0

(
(ỹv̂ + ŷṽ)∂xg − (ỹ∂xv̂ + ŷ∂xṽ)g

)
.

We apply (120) and (121) with V (t1, ·)− V (t0, ·) instead of g and since n ≥ 1 we get

(122) ∥V (t1, ·)− V (t0, ·)∥Hn ≤ |t1 − t0|(∥ŷ∥L∞∥ṽ∥H1 + ∥ỹ∥L∞∥v̂∥H1).

□

Proposition 3.8. There exists a constant C > 0 such that for every t ∈ I

(123) |∂n
x ṽ

aux,l
n (t, 1)| ≤ C∥ṽaux,ln (t, ·)∥Hn(0,1).

Proof. Let χ ∈ C∞(0, 1) be a function equal to zero in a neighborhood of 0 and equal to 1 in a
neighborhood of 1. We use Lemma A.3 with ṽaux,ln instead of f and of g, and χ instead of w.∫ 1

0

[
∂x(χ·),A

1
2
n

]
(ṽaux,ln ) ·A

1
2
n (ṽ

aux,l
n ) +

∫ 1

0

A
1
2
n (ṽ

aux,l
n ) ·

[
χ∂x,A

1
2
n

]
(ṽaux,ln )

=
[
χA

1
2
n (ṽ

aux,l
n ) ·A

1
2
n (ṽ

aux,l
n )

]1
0
+

n−1∑
i=0

[Bi(ṽ
aux,l
n )Si(∂x(χṽ

aux,l
n ))]10 +

n−1∑
i=0

[Bi(ṽ
aux,l
n )Si(χ∂xṽ

aux,l
n )]10.

Using the assumptions on χ, we get that

(124)
[
χA

1
2
n (ṽ

aux,l
n ) ·A

1
2
n (ṽ

aux,l
n )

]1
0
= |∂n

x ṽ
aux,l
n (t, 1)|2,

as well as
n−1∑
i=0

[Bi(ṽ
aux,l
n )Si(∂x(χṽ

aux,l
n ))]10 = −|∂n

x ṽ
aux,l
n (t, 1)|2,(125)

n−1∑
i=0

[Bi(ṽ
aux,l
n )Si(χ∂xṽ

aux,l
n )]10 = −|∂n

x ṽ
aux,l
n (t, 1)|2.(126)

Therefore

|∂n
x ṽ

aux,l
n (t, 1)|2 = −

∫ 1

0

[
∂x(χ·),A

1
2
n

]
(ṽaux,ln ) ·A

1
2
n (ṽ

aux,l
n )−

∫ 1

0

A
1
2
n (ṽ

aux,l
n ) ·

[
χ∂x,A

1
2
n

]
(ṽaux,ln ),

which allows us to conclude that there exists a constant C such that

(127) |∂n
x ṽ

aux,l
n (t, 1)|2 ≤ C∥χ∥Wn+1,∞(0,1)∥ṽaux,ln (t, ·)∥2Hn(0,1).

□
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Proof of Proposition 2.5. We take ṽaux,ln as an auxiliary test function in (90), which gives∫ t1

t0

∫ 1

0

(
ỹ ∂tṽ

aux,l
n + (ỹv̂ + ŷṽ) ∂xṽ

aux,l
n − (ỹ∂xv̂ + ŷ∂xṽ)ṽ

aux,l
n

)
=

−
∫ t1

t0

ṽaux,ln (·, 0)ỹ(·, 0) +
∫ 1

0

ṽaux,ln (t1, ·)ỹ(t1, ·)−
∫ 1

0

ṽaux,ln (t0, ·)ỹ(t0, ·).(128)

Then we simplify each term.
• First let us fix t ∈ I and compute

∫ 1

0
ṽaux,ln (t, ·)ỹ(t, ·)∫ 1

0

ỹ(t, ·)ṽaux,ln (t, ·) =
∫ 1

0

Anṽ(t, ·)ṽaux,ln (t, ·)

=

∫ 1

0

A
1
2
n ṽ(t, ·) ·A

1
2
n ṽ

aux,l
n (t, ·) +

n−1∑
i=0

[Bi(ṽ)(t, ·)Si(ṽ
aux,l
n )(t, ·)]10

=
n−1∑
i=0

Bi(ṽ)(t, 0)Si(ṽ
aux,l
n )(t, 0)

=−
∫ 1

0

∣∣∣A 1
2
n ṽ

aux,l
n (t, ·)

∣∣∣2
=− ∥ṽaux,ln (t, ·)∥2Hn .(129)

We used Lemma A.1 to get from the first line to the second. We used (114) with ṽ
instead of g and the fact that ṽaux,ln belong to Hk

0,r to get from the second to the third.
Then we used (110) with ṽaux,ln instead of g to get the last line.

• The same computation allows us to simplify
∫ t1
t0

∫ 1

0
ỹ∂tṽ

aux,l
n∫ t1

t0

∫ 1

0

ỹ∂tṽ
aux,l
n =

∫ t1

t0

∫ 1

0

Anṽ ∂tṽ
aux,l
n

=

∫ t1

t0

n−1∑
i=0

Bi(ṽ)(t, 0)Si(∂tṽ
aux,l
n )(t, 0)

=−
∫ t1

t0

∫ 1

0

A
1
2
n ṽ

aux,l
n · ∂tA

1
2
n ṽ

aux,l
n .(130)

We can simplify (130) by integration by parts in time∫ t1

t0

∫ 1

0

A
1
2
n ṽ

aux,l
n · ∂tA

1
2
n ṽ

aux,l
n = 1

2

(∫ 1

0

∣∣∣A 1
2
n ṽ

aux,l
n (t1, ·)

∣∣∣2 − ∫ 1

0

∣∣∣A 1
2
n ṽ

aux,l
n (t0, ·)

∣∣∣2)
= 1

2
∥ṽaux,ln (t1, ·)∥2Hn − 1

2
∥ṽaux,ln (t0, ·)∥2Hn .(131)

• The terms
∫ 1

0
ŷṽ∂xṽ

aux,l
n and

∫ 1

0
ŷ∂xṽṽ

aux,l
n can be bounded by the Cauchy-Schwarz in-

equality ∣∣∣∣∫ 1

0

ŷṽ∂xṽ
aux,l
n

∣∣∣∣ ≤ ∥ŷ∥L∞(∥ṽ∥2H1 + ∥ṽaux,ln ∥2H1),(132) ∣∣∣∣∫ 1

0

ŷṽ∂xṽ
aux,l
n

∣∣∣∣ ≤ ∥ŷ∥L∞(∥ṽ∥2H1 + ∥ṽaux,ln ∥2H1).(133)
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• The term
∫ 1

0
ỹ∂xv̂ṽ

aux,l
n can be simplified using Lemma A.1∫ 1

0

ỹ∂xv̂ṽ
aux,l
n =

∫ 1

0

Anṽ∂xv̂ṽ
aux,l
n

=

∫ 1

0

A
1
2
n ṽ ·A

1
2
n (∂xv̂ṽ

aux,l
n ) +

n−1∑
i=0

Bi(ṽ)(0)Si(∂xv̂ṽ
aux,l
n )

=

∫ 1

0

A
1
2
n (ṽ − ṽaux,ln ) ·A

1
2
n (∂xv̂ṽ

aux,l
n ).(134)

Then, using the Cauchy-Schwarz inequality once again as well as Lemma A.2

(135)
∣∣∣∣∫ 1

0

ỹ∂xv̂ṽ
aux,l
n

∣∣∣∣ ≤ ∥v̂∥Wn+1,∞(∥ṽ∥2Hn + ∥ṽaux,ln ∥2Hn).

• Let us simplify
∫ 1

0
ỹv̂∂xṽ

aux,l
n . We apply Lemma A.3 with ṽ instead of f , ṽaux,ln instead

of g and v̂ instead of w.∫ 1

0

v̂ỹ ∂xṽ
aux,l
n = −

∫ 1

0

[
∂x(v̂·),A

1
2
n

]
(ṽ) ·A

1
2
n (ṽ

aux,l
n )−

∫ 1

0

A
1
2
n (ṽ) ·

[
v̂∂x,A

1
2
n

]
(ṽaux,ln )

+
n−1∑
i=0

[Bi(ṽ
aux,l
n )Si(∂x(v̂ṽ))]

1
0 +

n−1∑
i=0

[Bi(ṽ)Si(v̂∂xṽ
aux,l
n )]10 +

[
v̂A

1
2
n (ṽ

aux,l
n ) ·A

1
2
n (ṽ)

]1
0
.(136)

Both integrals can be bounded by using Lemma A.2 as follows∣∣∣∣∫ 1

0

[
∂x(v̂·),A

1
2
n

]
(ṽ) ·A

1
2
n (ṽ

aux,l
n )

∣∣∣∣ ≤ C∥v̂∥Wn+1,∞(0,1)

(
∥ṽ∥2Hn(0,1) + ∥ṽaux,ln ∥2Hn(0,1)

)
(137) ∣∣∣∣∫ 1

0

A
1
2
n (ṽ) ·

[
v̂∂x,A

1
2
n

]
(ṽaux,ln )

∣∣∣∣ ≤ C∥v̂∥Wn,∞(0,1)

(
∥ṽ∥2Hn(0,1) + ∥ṽaux,ln ∥2Hn(0,1)

)
.(138)

For i ≤ n − 2, one has Si(∂x(v̂ṽ)) = 0, and Sn−1(∂x(v̂ṽ)) = v̂∂n
x ṽ. Moreover for any

function f , Bn−1(f) = −∂n
xf . Therefore,

(139)
n−1∑
i=0

[Bi(ṽ
aux,l
n )Si(∂x(v̂ṽ))]

1
0 = −∂n

x ṽ(·, 1)∂n
x ṽ

aux,l
n (·, 1)vr − |∂n

x ṽ(·, 0)|2vl.

We also have

(140)
[
v̂A

1
2
n (ṽ

aux,l
n ) ·A

1
2
n (ṽ)

]1
0
= ∂n

x ṽ(·, 1)∂n
x ṽ

aux,l
n (·, 1)vr + |∂n

x ṽ(·, 0)|2vl.

Moreover using the variational formulation (113) for ṽaux,ln , one gets
n−1∑
i=0

[Bi(ṽ)Si(v̂∂xṽ
aux,l
n )]10 =

n−1∑
i=0

Bi(ṽ)(·, 1)Si(v̂∂xṽ
aux,l
n )(·, 1)−

n−1∑
i=0

Bi(ṽ)(·, 0)Si(v̂∂xṽ
aux,l
n )(·, 0)

=Bn−1(ṽ)(·, 1)Sn−1(v̂∂xṽ
aux,l
n )(·, 1)

+

∫ 1

0

A
1
2
n ṽ

aux,l
n ·A

1
2
n (v̂∂xṽ

aux,l
n ) +

n−1∑
i=0

Bi(ṽ
aux,l
n )(·, 1)Si(v̂∂xṽ

aux,l
n )(1)

=− (∂n
x ṽ(·, 1) + ∂n

x ṽ
aux,l
n (·, 1))∂n

x ṽ
aux,l
n (·, 1)vr +

∫ 1

0

A
1
2
n ṽ

aux,l
n ·A

1
2
n (v̂∂xṽ

aux,l
n ).(141)
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We exchange v̂ and A
1
2
n up to a commutator in

∫ 1

0
A

1
2
n ṽaux,ln ·A

1
2
n (v̂∂xṽ

aux,l
n )

(142)
∫ 1

0

A
1
2
n ṽ

aux,l
n ·A

1
2
n (v̂∂xṽ

aux,l
n ) =

∫ 1

0

A
1
2
n ṽ

aux,l
n · v̂∂xA

1
2
n ṽ

aux,l
n +

∫ 1

0

A
1
2
n ṽ

aux,l
n ·

[
A

1
2
n , v̂∂x

]
ṽaux,ln ,

then we integrate by part∫ 1

0

A
1
2
n ṽ

aux,l
n · v̂∂xA

1
2
n ṽ

aux,l
n = 1

2

∫ 1

0

v̂∂x

(∣∣∣A 1
2
n ṽ

aux,l
n

∣∣∣2)
= −1

2

∫ 1

0

∂xv̂
∣∣∣A 1

2
n ṽ

aux,l
n

∣∣∣2 + [∣∣∂n
x ṽ

aux,l
n

∣∣2 v̂]1
0
.(143)

Combining (141), (142) and (143), we get that
n−1∑
i=0

[Bi(ṽ)Si(v̂∂xṽ
aux,l
n )]10 =− ∂n

x ṽ(·, 1)∂n
x ṽ

aux,l
n (·, 1)vr +

∫ 1

0

A
1
2
n ṽ

aux,l
n ·

[
A

1
2
n , v̂∂x

]
ṽaux,ln

− 1
2

∫ 1

0

∂xv̂|A
1
2
n ṽ

aux,l
n |2 − |∂n

x ṽ(·, 0)|2vl.(144)

Once again, we bound the trilinear term as follows∣∣∣∣∫ 1

0

A
1
2
n ṽ

aux,l
n ·

[
A

1
2
n , v̂∂x

]
ṽaux,ln

∣∣∣∣ ≤ C∥v̂∥Wn+1,∞∥ṽaux,ln ∥2Hn ,(145) ∣∣∣∣∫ 1

0

∂xv̂
∣∣∣A 1

2
n ṽ

aux,l
n

∣∣∣2∣∣∣∣ ≤ ∥v̂∥W 1,∞∥ṽaux,ln ∥2Hn .(146)

Using Proposition 3.8, we can bound ∂n
x ṽ(·, 1)∂n

x ṽ
aux,l
n (·, 1)vr as follows

∂n
x ṽ(·, 1)∂n

x ṽ
aux,l
n (·, 1)vr ≤ 1

2

(
|∂n

x ṽ(·, 1)|2vr + |∂n
x ṽ

aux,l
n (·, 1)|2vr

)
≤ 1

2
|∂n

x ṽ(·, 1)|2vr + C∥ṽaux,ln ∥2Hn .(147)

Using (136)-(140) and (144)-(147), we get∣∣∣ ∫ t1

t0

∫ 1

0

v̂ỹ ∂xṽ
aux,l
n +

∫ t1

t0

|∂n
x ṽ(·, 0)|2vl

∣∣∣
≤ C∥v̂∥L∞([0,T ],Wn+1,∞(0,1))

∫ t1

t0

(
∥ṽ∥2Hn + ∥ṽaux,ln ∥2Hn

)
+ 1

4

∫ t1

t0

|∂n
x ṽ(·, 1)|2vr.(148)

• Finally, we control the boundary term
∫ t1
t0

ṽaux,ln (·, 0)ỹ(·, 0) using classical trace theorem

(149)
∣∣∣∣∫ t1

t0

ṽaux,ln (·, 0)ỹ(·, 0)
∣∣∣∣ ≤ ∫ t1

t0

(
∥ṽaux,ln ∥2H1 + |ỹl|2

)
.

Now, let us assemble (129), (130), (131), (148) and (149) to get

1
2

[
∥ṽaux,ln ∥2Hn

]t1
t0
+

∫ t1

t0

|∂n
x ṽ(·, 0)|2vl

≤ C

∫ t1

t0

(
∥ṽ∥2Hn + ∥ṽaux,ln ∥2Hn

)
+ 1

4

∫ t1

t0

|∂n
x ṽ(·, 1)|2vr +

∫ t1

t0

|ỹl|2.(150)

□
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3.3. Gronwall argument and end of the proof. Let I1, ..., IK be the intervals on which
neither vl nor vl change sign.

We assume that the initial and boundary conditions are the same. We prove by induction
on k that ṽ is equal to zero on Ik. First for every k ∈ [[1, K]], we construct ṽaux,ln and/or ṽaux,rn

on Ik according to the signs of vl and vr on Ik.
• Initialization step: by hypothesis, ṽ is equal to 0 at time zero.
• Induction step: let us fix k ∈ [[1, K]] assume that ṽ is equal to 0 at the beginning of Ik.

Then, the auxiliary functions created on interval Ik are equals to 0 at the beginning of
interval Ik. We denote by Erel,k : Ik → R+ the quantity:

(151) Erel,k(t) :=


∥ṽ∥2Hn + ∥ṽaux,ln ∥2Hn + ∥ṽaux,rn ∥2Hn if Ik ⊂ Γl ∩ Γr,

∥ṽ∥2Hn + ∥ṽaux,ln ∥2Hn if Ik ⊂ Γl \ (Γl ∩ Γr),

∥ṽ∥2Hn + ∥ṽaux,rn ∥2Hn if Ik ⊂ Γr \ (Γl ∩ Γr),

∥ṽ∥2Hn if Ik ⊂ [0, T ] \ (Γl ∪ Γr).

We sum inequality (96) with two times inequality (116) if Ik ⊂ Γl and two times
inequality (118) if Ik ⊂ Γr. One gets that there exists a constant C > 0 such that

(152) E ′
rel,k(t) +

1
2

(
|∂n

x ṽ(t, 0)|2|vl|+ |∂n
x ṽ(t, 1)|2|vr|

)
≤ CErel,k(t).

Hence, by the Gronwall inequality, since Erel,k is equal to zero at the beginning of
Ik, it is equal to zero on Ik. In particular, ṽ is equal to 0 on Ik. Since ṽ belongs to
C0([0, T ], Hn(0, 1)), we get that ṽ is equal to 0 at the beginning of Ik+1, which concludes
the induction as well as the proof of Theorem 1.12.

Appendix A. Integration by parts and commutator for An

Lemma A.1. Let g ∈ H2n(0, 1) and g ∈ Hn(0, 1) be two functions. We have the equality

(153)
∫ 1

0

Anf g =

∫ 1

0

A
1
2
nf ·A

1
2
ng +

n−1∑
i=0

[Bi(f)Si(g)]
1
0,

where · is the standard scalar product on Rn+1 and the operator Bi and Si are defined through

∀x ∈ {0, 1}, Bi(f)(x) :=
n∑

k=i+1

(−1)k+i∂2k−1−i
x f(x),(154a)

∀x ∈ {0, 1}, Si(g)(x) := ∂i
xg(x).(154b)

Let us remark that the operators Bi and Si are boundary operators of respective order 2n−1− i
and i.

Proof. By induction on k ∈ N

∀f ∈ H2k(0, 1),∀g ∈ Hk(0, 1),

∫ 1

0

(∂2k
x f)g = (−1)k

∫ 1

0

(∂k
xf)(∂

k
xg)+

k−1∑
i=0

(−1)i[(∂2k−1−i
x f)(∂i

xg)]
1
0.

By summation on k ∈ {1, . . . , n}, we have

(155)
∫ 1

0

Anf g =

∫ 1

0

A
1
2
nf ·A

1
2
ng +

n∑
k=0

k−1∑
i=0

(−1)k+i
[
∂2k−1−i
x f∂i

xg
]1
0
,
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which can be rewritten into (153), since
n∑

k=0

k−1∑
i=0

(−1)k+i
[
∂2k−1−i
x f∂i

xg
]1
0
=

n−1∑
i=0

n∑
k=i+1

(−1)k+i
[
∂2k−1−i
x f∂i

xg
]1
0

=
n−1∑
i=0

[Bi(f)Si(g)]
1
0.

□

Let k ∈ N∗, f ∈ W k,∞(0, 1), and A a differential operator of order k. We denote by [A, f ]
the commutator operator
(156) ∀g ∈ Hk(0, 1), [f,A]g := fAg −A(fg).

As before, there will be trilinear term to simplify in our estimates. We bound them using the
two following Lemmata. Lemma A.2 is a simple consequence of Leibniz formula. Lemma A.3
is the consequence of a repeated use of Lemma A.1.

Lemma A.2. There exists a constant C > 0 depending only on k and A such that

(157) ∀g ∈ Hk(0, 1), ∥[f,A]g∥L2 ≤ C∥f∥Wk,∞∥g∥Hk−1 .

Lemma A.3. Let f, g, w ∈ H2n(0, 1) be functions. We have the following equality∫ 1

0

wAn(f) ∂xg +

∫ 1

0

∂x(wf)An(g) +

∫ 1

0

[
∂x(w·),A

1
2
n

]
(f) ·A

1
2
n (g)−

∫ 1

0

A
1
2
n (f) ·

[
A

1
2
n , w∂x

]
(g)

=
n−1∑
i=0

[Bi(g)Si(∂x(wf))]
1
0 +

n−1∑
i=0

[Bi(f)Si(w∂xg)]
1
0 +

[
wA

1
2
n (f) ·A

1
2
n (g)

]1
0
.(158)

Proof. Let us start by applying Lemma A.1 with f and w∂xg instead of f and g

(159)
∫ 1

0

An(f)w∂xg =

∫ 1

0

A
1
2
n (f) ·A

1
2
n (w∂xg) +

n−1∑
i=0

[Bi(f)Si(w∂xg)]
1
0.

We exchange A
1
2
n and w∂x up to a commutator:

(160)
∫ 1

0

A
1
2
n (f) ·A

1
2
n (w∂xg) =

∫ 1

0

A
1
2
n (f) · w∂xA

1
2
n (g) +

∫ 1

0

A
1
2
n (f) ·

[
A

1
2
n , w∂x

]
(g).

We perform and integration by parts

(161)
∫ 1

0

A
1
2
n (f) · w∂xA

1
2
n (g) = −

∫ 1

0

∂x(wA
1
2
n (f)) ·A

1
2
n (g) +

[
wA

1
2
n (f) ·A

1
2
n (g)

]1
0
.

We exchange ∂x(w·) and A
1
2
n up to another commutator

(162)
∫ 1

0

∂x(wA
1
2
n (f)) ·A

1
2
n (g) =

∫ 1

0

A
1
2
n (∂x(wf)) ·A

1
2
n (g) +

∫ 1

0

[
∂x(w·),A

1
2
n

]
(f) ·A

1
2
n (g).

Finally we apply Lemma A.1 once again, this time with g and ∂x(wf) instead of f and g

(163)
∫ 1

0

A
1
2
n (∂x(wf)) ·A

1
2
n (g) =

∫ 1

0

∂x(wf)An(g)−
n−1∑
i=0

Bi(g)Si(∂x(wf)).

Combining (159)-(163), we obtain (158). □
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Appendix B. Sketch of the proof of Theorem 1.11

Let v be a function on ΩT := [0, T ]× [0, 1], which verifies the boundary conditions (20b) and
(20c). We denote by ϕ the flow of v. It is defined as the unique solution of the following ODE

∂1ϕ(s, t, x) = v(s, ϕ(s, t, x)),(164a)
ϕ(t, t, x) = x.(164b)

The quantity ϕ(s, t, x) is the position at time s of the particle which was in x at time t. The
quantity ϕ(·, t, x) is defined on an interval of time [e(t, x), h(t, x)] where e(t, x) and h(t, x) are
the time of entrance and exit of the domain for the particle going through x at time t.

We define the sets ΩL, ΩR, ΩI and ΩS as:
ΩS :={(t, x) ∈ ΩT ; ∃s ∈ [e(t, x), h(t, x)], (ϕ(s, t, x) = 0 and vl(s) = 0)

or (ϕ(s, t, x) = 1 and vr(s) = 0)}
∪ {(s, ϕ(s, 0, 0)); s ∈ [0, h(0, 0)]} ∪ {(s, ϕ(s, 0, 1)); s ∈ [0, h(0, 1)]},

ΩI :={(t, x) ∈ ΩT \ ΩS; e(t, x) = 0},
ΩL :={(t, x) ∈ ΩT ; i(t, x) > 0 and ϕ(e(t, x), t, x) = 0},
ΩR :={(t, x) ∈ ΩT ; i(t, x) > 0 and ϕ(e(t, x), t, x) = 1}.

The sets ΩI , ΩL and ΩR are the sets of position of particles which enter the domain at time 0,
from the left and from the right respectively. The set ΩS is called the singular set, it contains
the sets of particles which where at times 0 at the boundary as well as the particles which where
on the boundary with velocity zero at some point in time.

We define the function y ∈ L∞(ΩT ) by

• for (x, t) ∈ ΩI , y(t, x) := y0(ϕ(0, t, x)) exp
(
−2

∫ t

0
∂xv(s, ϕ(s, t, x))ds

)
,

• for (x, t) ∈ ΩL, y(t, x) := ycl (e(t, x)) exp
(
−2

∫ t

e(t,x)
∂xv(s, ϕ(s, t, x))ds

)
,

• for (x, t) ∈ ΩR, y(t, x) := ycr(e(t, x)) exp
(
−2

∫ t

e(t,x)
∂xv(s, ϕ(s, t, x))ds

)
.

We refer to [27] for the study of the transport equation with streching (17a). The fact that
we will use are :

• the function y is well defined in L∞(ΩT ), together with the estimate
(165) ∥y∥L∞(ΩT ) ≤ max (∥y0∥L∞ , ∥ycl ∥L∞ , ∥ycr∥L∞) exp (2T∥∂xv∥L∞) ,

• the function y is the unique solution of (17a) with initial condition y0 and boundary
condition ycr and ycl ,

• the function y is in W 1,∞([0, T ], H−1(0, 1)) together with the estimate
(166) ∥∂ty∥W 1,∞([0,T ],H−1(0,1)) ≤ 3∥y∥L∞(ΩT )∥v∥L∞([0,T ],W 1,∞(0,1)),

To simplify the notation, we denote L∞
t W 2n,∞

x instead of L∞([0, T ],W 2n,∞(0, 1)) and similarly
for L∞

t W 1,∞
x , W 1,∞

t Hn
x as well as W 1,∞

t H−1
x .

We can then introduce the solution u to the system
Anu = y,(167a)
vl = (Si(u)(0))i∈[[0,n−1]],(167b)
vr = (Si(u)(1))i∈[[0,n−1]].(167c)

We call F the operator which to v ∈ L∞
t W 2n,∞

x ∩W 1,∞
t Hn

x associate u ∈ L∞
t W 2n,∞

x ∩W 1,∞
t Hn

x .
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For B0 and B1 positive numbers, we introduce the space CB0,B1,T as

(168) CB0,B1,T := {v ∈ L∞
t W 2n,∞

x ∩W 1,∞
t Hn

x ; ∥v∥L∞W 2n,∞ ≤ B0 and ∥v∥W 1,∞Hn ≤ B1}.

The end of the proof is threefold :
• find B0 and B1 such that F maps CB0,B1,T into itself,
• prove that CB0,B1,T is compact with respect to ∥ · ∥L∞

t W 1,∞
x

,
• prove that F is continuous with respect to ∥ · ∥L∞

t W 1,∞
x

.
Once all this is done one can conclude by applying Schauder’s fixed point theorem.

Lemma B.1. There exists a time T > 0 as well as B0 and B1 such that F maps CB0,B1,T into
itself.

Proof. Let us take v ∈ L∞
t W 2n,∞

x ∩W 1,∞
t Hn

x and denote u := F(v). We denote by ,c1 and c2

c1 := max
(
∥y0∥L∞

x
, ∥ycl ∥L∞

t
, ∥ycr∥L∞

t

)
,

c2 := ∥vl∥L∞
t
+ ∥vr∥L∞

t

the two constants depending on the initial and boundary data. Combining the estimates (165)
and (166) with the elliptic estimates from Lemma 1.8, we get that there exists a constant C
depening only on n such that

(169) ∥u∥L∞
t W 2n,∞

x
≤ C

(
c1 exp(2T∥v∥L∞

t W 2n,∞
x

) + c2

)
,

and

(170) ∥∂tu∥L∞
t Hn

x
≤ C

(
c1 exp(2T∥v∥L∞

t W 2n,∞
x

) + c2

)
∥v∥L∞

t W 1,∞
x

.

We chose B0 := 2C(c1 + c2). For T small enough one has

(171) C (c1 exp(2TB0) + c2) < 2C(c1 + c2) = B0,

we chose such a T . Then we chose B1 := B2
0 . □

Lemma B.2. For any B0, B1 and T , the space CB0,B1,T is compact with respect to the norm
∥ · ∥L∞

t W 1,∞
x

.

Proof. For n = 1 this was done in [27].
For n ≥ 2, it is easier. We have W 1,∞

t Hn−1
x ↪→ W 1,∞

t H1
x. Therefore for (t, x), (t′, x′) ∈ ΩT

and u ∈ CB0,B1,T , one has

|∂xu(t, x)− ∂xu(t
′, x′)| ≤ |t− t′|

√
|x− x′|∥u∥W 1,∞

t Hn
x
,

and we conclude thanks to Ascoli’s theorem. □

Lemma B.3. The operator F is continuous with respect to the norm ∥ · ∥L∞
t W 1,∞

x
.

The proof of this Lemma does not differ from Proposition 2.4 in [27].
Combining all the arguments above, we proved the existence of B0, B1 and of a function

u ∈ CB0,B1,T , which is a fixed point of F . That is
• the unique solution y of (17a) with initial condition y0 and boundary condition ycr and
ycl is equal to Anu,

• the function u verifies the boundary condition (167b)-(167c).
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As is, we created a weak solution in the sense of distribution of the Camassa-Holm equation.
It is a weak solution in the sense of Definition 1.3 due to the Theorem 3 in [3].
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