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Abstract
This paper compares backcasting performance of mod-
els based on variable selection to dynamic factor model 
for backcasting the world trade growth rate with two 
months ahead. The variable selection models are speci-
fied by applying penalised regressions and an auto-
matic general-to-specific procedure, using a large data 
set. A recursive forecast study is carried out to assess 
the backcasting performance by distinguishing crisis 
and non-crisis periods. The results show that, some 
selection-based models exhibit a good backcasting 
performance during both periods. The more accurate 
backcasts seem to be SCAD, adaptive Elastic-Net and 
adaptive SCAD during the global financial crisis (GFC) 
and COVID-19 crisis, whereas it seems rather Lasso, 
Elastic-Net, adaptive Lasso and DFM during the non-
crisis period. Amongst the predictors for backcasting 
world trade growth, it appears that the index of global 
economic conditions proposed by Baumeister et al. (The 
Review of Economics and Statistics, 2020), the PMI indi-
cator on new export orders in manufacturing sector and 
the MSCI world index are relevant.
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1  |   INTRODUCTION

Tracking world trade is an important and widely analysed indicator by policymakers and ana-
lysts, owing to the strong association between trade and economic growth. Therefore, the accu-
racy of world trade forecasts is important to provide a reliable and early analysis of the ongoing 
trade developments. However, monitoring world trade in real time is challenging because of 
significant publication delays. For example, the OECD and the WTO publish quarterly index of 
world trade with one quarter lag (Guichard & Rusticelli, 2011; Martnez-Martn & Rusticelli, 
2021).1 The Netherlands Bureau for Economic Policy Analysis (CPB) also publishes a monthly 
index of world trade, which is built based on the trade series of 85 countries, covering around 
97% of the world trade volume, but is available with a lag of 2 months.2

To the best of our knowledge, only few papers forecast world trade growth and have shown 
that factor models prove better accurate, where the factors summarise large data sets relevant in 
the determination of world trade growth by extracting few common factors (dimensionality re-
duction; Burgert & Dees, 2009; Guichard & Rusticelli, 2011; Jakaitiene & Dees, 2012; Martnez-
Martn & Rusticelli, 2021).3 However, factor models suffers from a weakness due to the fact that 
they are often seen as a black box, especially because the factors can be very difficult to 
interpret.

In this paper, to provide an economic interpretation, we propose a number of models de-
signed to backcast monthly world trade growth, based on a large monthly data set, with a lead 
of 2 months with respect to the CPB index publication and compare their backcasting perfor-
mance to dynamic factor models.4 We focus on the CPB index because it is considered as the 
benchmark indicator for global trade and is available in a monthly frequency and earlier than 
the OECD and WTO indexes. The variable selection models are specified by using penalised 
regressions and an automatic general-to-specific procedure.5 We focus on penalised regres-
sion methods, which is a generalisation of ordinary least squares estimation, with an addi-
tional term that penalises the size of regression coefficients. In doing so, it regularises the 

 1The OECD publishes a world trade index using data from national accounts whereas the WTO publishes an aggregate 
of several sub-indices based on export orders, international air freight, container shipping, automobile sales and 
production, electronic components and agricultural raw materials (WTO, 2016).

 2The WTO also provides a composite indicator on trends in the trade volume of global merchandise but with a lag of 
three months. It relies on Hodrick–Prescott filtering to aggregate sub-indices (WTO, 2016).

 3Burgert and Dees (2009) and Jakaitiene and Dees (2012) forecast CPB world trade using direct and bottom-up 
approaches—that is methods based on the aggregation of country-specific forecasts—and various short-term indicators 
relevant for the world economy (leading indicators, surveys, financial variables, manufacturing activity indicators, 
commodity prices and shipping indices). They show that factor models appear to perform the best. Guichard and 
Rusticelli (2011) compare the forecasting performance of bridge models and dynamic factor models to forecast OECD 
world trade growth using a large set of monthly indicators and show that the dynamic factor approach seems to 
perform better. Recently, Martínez-Martín and Rusticelli (2021) analyse the performance of their world trade index, 
including hard and survey data along with leading indicators, in forecasting WTO world trade growth.

 4Note that backcasting refers to predict past observations whereas nowcasting refers to current observations. We thank 
an anonymous referee for this remark.

 5Considerable attention has focused on the forecasting of macroeconomic variables in a data-rich environment via the 
implementation of a variety of machine learning, variable selection and shrinkage methods (Kim and Swanson, 2014, 
2018; Li and Chen, 2014; Smeekes and Wijler, 2018).
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      |  3171CHARLES and DARNÉ

model complexity and avoids over-fitting that can cause the out-of-sample forecasting perfor-
mance to deteriorate. Lasso (least absolute shrinkage and selection operator) regression 
method (Tibshirani, 1996) is likely the most well-known regularised regression method. 
However, Lasso regression has undesirable properties when N  is greater than T or when there 
is a group of variables amongst which all pairwise correlations are very high (Zou & Hastie, 
2005). Otherwise, Lasso can generate a selection bias between highly correlated variables, 
leading to arbitrary selection and under-representation of important variables. For that, we 
employ various penalised regressions to solve the variable selection problem of Lasso, namely 
adaptive Lasso (Zou, 2006), Elastic Net (EN, Zou & Hastie, 2005), SCAD (Fan & Li, 2001), 
adaptive EN (Zou & Zhang, 2009) and adaptive SCAD (Xiao & Xu, 2015). One of the advan-
tages of these penalised regressions is to display a good trade-off between predictive accuracy 
and model interpretability.6 For the econometric method, we use the automatic model selec-
tion procedure based on a general-to-specific (GETS) modelling strategy that allows the 
econometrician to exploit the availability of a large number of data (Doornik & Hendry, 2018). 
As shown by Castle (2005), GETS strategy is appropriate when there is a desire to conform to 
economic interpretation. Therefore, our paper appears to be the first to compare penalised 
regressions, GETS approach and dynamic factor model to backcast world trade growth rate. 
Further, we also extend the predictors employed in the previous studies by adding recent un-
certainty indicators which can have an effect on world trade as well as the new index of global 
economic conditions proposed by Baumeister et al. (2020).

The remainder of the paper is organised as follows. Section 2 describes the data. Section 
3 presents the methodology of the penalised regressions, automated GETS procedure and 
dynamic factor models, and the backcasting scheme is described in Section 4. Section 5 dis-
cusses the results of the variable selection and the out-of-sample backcasting exercise. Section 
6 concludes.

2  |   DATA

The data set includes monthly data for the monthly index of global trade published by the 
Netherlands Bureau for Economic Policy Analysis (CPB).7 This index, which is currently consid-
ered the benchmark indicator for global trade, is available with a lag of two months.8 The CPB 
index is built based on the trade series (prices and values) of 85 countries, covering around 97% 
of the world trade volume. Figure 1 shows that trade flows have known two large collapses dur-
ing the Global Financial Crisis (GFC) and the COVID-19 crisis, with a sharp fall of 6.3% and 
12.3% in November 2008 and April 2020 respectively (Figure 2).

 6Interpretability is an advantage of penalized regressions over machine learning methods and factor models while 
predictive accuracy is in general more an advantage of penalized regression over OLS methods but not (systematically) 
over machine learning techniques and factor models.

 7See van Welzenis and Suyker (2005) for a presentation of the CPB world trade series.

 8The OECD publishes a index of world trade using data from national accounts (Guichard & Rusticelli, 2011; Martínez-
Martín & Rusticelli, 2021) whereas the WTO publishes an aggregate of several sub-indices (WTO, 2016). However, 
these two indexes are at quarterly frequency and with a one quarter lag. Note that the CPB and WTO indexes refer to 
merchandise volumes, while the OECD index also includes services.
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3172  |      CHARLES and DARNÉ

We consider a large set of quantitative and qualitative indicators selected on the basis of 
their reliability and timeliness (i.e. 23 variables) covering the period of 2000M1–2021M6. These 
data are based on the predictors employed in Barhoumi et al. (2016), Guichard and Rusticelli 
(2011) and Martínez-Martín and Rusticelli (2021), namely surveys produced by the IHS Markit 

F I G U R E  1   World trade in volume (monthly CPB index)—2000M1–2021M6
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F I G U R E  2   Growth rate of the monthly CPB index—2000M1–2021M6
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      |  3173CHARLES and DARNÉ

and the IFO Institute (qualitative data), financial data on commodities, stock markets and ex-
change rates and maritime freight indexes. We also add uncertainty indicators which can have 
an effect on world trade with the Geopolitical risk (GPR) indicator of Caldara and Iacoviello 
(2018), the US trade policy uncertainty index which is one of the category-specific Economic 
Policy Uncertainty (EPU) indexes of Baker et al. (2016), and the trade policy uncertainty (TPU) 
index of Caldara et al. (2020). Finally, we add the new index of global economic conditions pro-
posed by Baumeister et al. (2020) that covers a diverse range of variables tied to future energy 
demand. All the data are available with a publication lead of 2 months with respect to the CPB 
index in order to obtain a backcasting of the trade growth with a lead of 2 months. Note that the 
monthly financial data (e.g. Brent, CRB, BDI and GSCI,) are obtained by averaging the daily 
data, and the other monthly data (e.g. PMIs, IFOs, GECond and EPU) are available few days 
after the end of the month of interest. The data sources are presented in Appendix A.9 We also 
consider twelve autoregressive terms and one lag for each predictor.

All variables are transformed to achieve stationarity and their transformation is given in Table 
A1. For penalised regressions variables are also standardised to have mean 0 and unit standard 
deviation to ensure that the shrinkage is fair and to prevent the scale of the variables affecting 
the estimation.

3  |   METHODOLOGY

3.1  |  Penalised regressions

We estimate several shrinkage estimators for linear models with the estimated coefficients given 
by

where P(�; �) is a penalty function that depends on the penalty parameter (or tuning parameter) �. 
We consider different choices for the penalty functions as described below.

3.1.1  |  Lasso regression

Lasso (least absolute shrinkage and selection operator) regression, which was introduced by 
Tibshirani (1996), is characterised by an L1 penalty function, allowing for sparsity:

 9A number of predictors used in Guichard and Rusticelli (2011) and Martínez-Martín and Rusticelli (2021) are not 
taken into account because they are available in the same time of the CPB index, such as the industrial production 
indexes. Further, other uncertainty indicators and indicators of global economic activity are also not taken into account 
due their short span or their publication lags with respect to the CPB index.

(1)�̂ = arg min
�0,…,�p

⎧⎪⎨⎪⎩
1

2

N�
i=1

�
yi−

p�
j=1

� jxi,j

�2

+ P(�; �)

⎫⎪⎬⎪⎭

(2)PLasso(�; �) = �
∑p

j=1
|� j|
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3174  |      CHARLES and DARNÉ

Lasso regressions tend to produce estimated regression coefficients that are exactly zeros, and 
thus can be used for variable selection, where only predictors with nonzero estimates are con-
sidered to be important (sparse solution). However, Lasso regression has undesirable proper-
ties when N is greater than T or when there is a group of variables amongst which all pairwise 
correlations are very high (Zou & Hastie, 2005). Otherwise, Lasso can generate a selection bias 
between highly correlated variables.

3.1.2  |  Elastic Net

Zou and Hastie (2005) develop the EN regularisation method, which is a generalisation in-
cluding Lasso and Ridge as special cases, to avoid collinearity. The EN method simultane-
ously carries out automatic variable selection (as in Lasso by setting some coefficients to zero) 
and continuous shrinkage (as in Ridge), via a (convex) combination of both L1 and L2 penalty 
functions:

where � ∈ [0; 1]. If � = 0 or � = 1 the EN regression is equivalent to Lasso or Ridge regression respec-
tively. An advantage of the EN lies in its property of grouped selection, that is, the ‘grouping effect’. 
In other words, a group of highly correlated variables tend to have coefficients of similar magnitude 
and be selected in the same time.

However, the Lasso and EN methods fail to achieve the oracle property because they estimate 
the larger nonzero coefficients with asymptotically non-ignorable bias (Zou & Hastie, 2005). The 
oracle property means that when the true parameters have some zero components, the regulari-
sation parameters are estimated as 0 with probability tending to 1, and the nonzero components 
are estimated as well as when the correct submodel is known.10

3.1.3  |  Adaptive Lasso regression

Zou (2006) proposes adaptive Lasso (aLasso) to solve the variable selection problem of Lasso, 
showing that the inclusion of some additional information regarding the importance of each 
variable could considerably improve the results. aLasso uses the same penalty as Lasso with the 
inclusion of a weighting parameter that comes from a first-step model that can be Lasso, Ridge 
or even OLS:

where �̂ = |�̂∗j |−�, with 𝛾 > 0 and �̂
∗

j  are the coefficients from the first-step model.

(3)PEN(�; �) = �
∑p

j=1

(
��2j + (1 − �)|� j|

)

 10Fan and Peng (2004) highlighted the importance of studying the validity of the oracle property.

(4)PaLasso(�; �) = �
∑p

j=1
�̂j|� j|
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      |  3175CHARLES and DARNÉ

3.1.4  |  Adaptive Elastic Net

Zou and Zhang (2009) extend aLasso to adaptive EN (aEN) that combines the strengths of the 
quadratic regularisation and the adaptively weighted Lasso shrinkage. Under weak regularity 
conditions, they establish the oracle property of the aEN.11

where �̂j = |�̂ j|−� are the adaptive weights, with 𝛾 > 0, and �̂ j = �̂
EN

j  are the EN estimators from the 
first-step model. If � = 0then the aEN reduces to the aLasso.

3.1.5  |  SCAD regression

Fan and Li (2001) propose a non-concave penalty function referred to as the smoothly clipped 
absolute deviation (SCAD) which penalises small coefficients more severely than Lasso and pe-
nalises large coefficients less severely, implying more parsimonious models and bias reduction 
respectively. Therefore, the SCAD estimator has the desirable properties, including unbiased-
ness, sparsity and continuity as well as the oracle property (Fan & Peng, 2004).

The SCAD estimator is given by

where pscad
�

(�) is the penalty function defined on [0,∞), with a > 2, by

Xiao and Xu (2015) propose the adaptive version the SCAD regression, called aSCAD.12

 11They show by simulations that the adaptive EN deals with the collinearity problem better than the other oracle-like 
methods (aLasso and SCAD), thus displaying much improved finite sample performance.

(5)PaEN(�; �) = �
∑p

j=1

(
��2j + (1 − �)�̂j|� j|

)

(6)�̂scad=argmin
�0,…,�p

⎧⎪⎨⎪⎩
1

2

N�
i=1

�
yi−

p�
j=1

� jxi,j

�2

+
�p

j=1
Pscad

�
�; �� j�

�⎫⎪⎬⎪⎭

(7)PSCAD(𝜆; 𝛽) =

⎧
⎪⎪⎨⎪⎪⎩

𝜆�𝛽�
(2a𝜆�𝛽�)−𝛽2−𝜆2)

2(a−1)
𝜆2(a2+1)

2

si�𝛽�≤𝜆

si𝜆< �𝛽�≤a𝜆
si�𝛽�>a𝜆

 12Xiao and Xu (2015) develop the multi-step aEN and aSCAD, a multi-step estimation algorithm built upon aEN 
regularization for reducing the false positives in high-dimensional variable selection while still maintaining the 
estimation accuracy. We applied this method and the variable selection is similar to that of aEN and aSCAD for our 
data set.
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3.2  |  Automated GETS procedure

The automatic model selection procedure is based on a general-to-specific (GETS) modelling 
strategy, proposed by David Hendry.13

Autometrics is the computer implementation used in PcGive (Doornik & Hendry, 2018) 
and based on the automated GETS strategy. This automatic model selection procedure has 
three basic stages in its approach to select a parsimonious undominated representation of an 
overly general initial model, denoted the general unrestricted model (GUM) containing all 
variables likely (or specified) to be relevant, including the maximum lag length of the inde-
pendent and dependent variables: (i) formulate the GUM that passes a set of chosen diagnos-
tic tests.14 Each non-significant regressor in the GUM constitutes the starting point of a 
backward elimination path, and a regressor is non-significant if the p-value of the two-sided 
t-test is lower than the chosen significance level � (5% by default) (pre-search process); (ii) 
undertake backward elimination along multiple path by removing, one-by-one, non-
significant regressors as determined by the chosen significance level �. Each removal is 
checked for validity against the chosen set of diagnostic tests, and for parsimonious encom-
passing against the GUM; and (iii) select, among the terminal models, the specification with 
the best fit according to the BIC.

3.3  |  Dynamic factor model

In the factor model framework, variables Xt, are represented as the sum of two mutually orthogo-
nal unobservable components: the common component � t and the idiosyncratic component �t. 
For a given t, t = 1, … , T, the static factor model is defined by:

where Xt = [x1t ,…, xnt]
� is a vector of nstationary time series and it is assumed that the series have 

zero mean and covariance matrix Γ(0), Λis the loading matrix such that Λ = [�1,…, �n]
�, the com-

mon components � t = ΛFtare driven by a small number rof factors Ftcommon to all the variables in 
the model such that Ft = [F1t ,…,Frt]

�, and �t = [�1t ,…, �nt]
� is a vector of nidiosyncratic mutually 

uncorrelated components, driven by variable-specific shocks.
Different approaches have been proposed to take dynamics into account in modelling the 

factors Ftfrom dynamic factor models (DFM).15 Here, we use the dynamic PCA in the frequency 
domain suggested by Forni et al. (2005), also called generalised dynamic factor (GDF) model.16 
They estimate the common factors based on generalised principal components in which 

 13An overview of the literature and the developments leading to GETS modelling in particular, is provided by Campos 
et al. (2005).

 14The statistic tests are the Jarque-Bera normality test, and the Ljung-Box serial correlation test on the residual and the 
squared residuals.

(8)Xt = ΛFt + �t,

 15See Barhoumi et al. (2013) and Stock and Watson (2015) for a survey on DFMs.

 16We also applied other approaches of DFMs with the static principal component analysis (PCA) with autoregressive 
model for the factors (Stock and Watson, 2002), the DFM based on a state-space representation (Doz et al., 2011) and 
the DFM estimated from quasi-maximum likelihood (Doz et al., 2012). The results have been lower than those obtained 
from the GDF model and are available from the authors upon request.
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      |  3177CHARLES and DARNÉ

observations are weighted according to their signal-to-noise ratio. They proceed in two steps. 
First, the density spectral matrix of the common and idiosyncratic components Σ̂� (�) and Σ̂�(�) 
are estimated. Inverse Fourier transformation provides the time-domain autocovariances of the 
common and idiosyncratic components Γ̂� (k) and Γ̂�(k) for klags. In a second step, they com-
pute the rlinear combinations of Xtthat maximise the contemporaneous covariance explained 
by the common factors Ẑ�

j
, Γ̂� (0)Ẑj, with j = 1, … , r. This optimisation problem can be reformu-

lated as the generalised eigenvalue problem Γ̂� (0)Ẑj = �̂jΓ̂�(0)Ẑj, where �̂j denotes the j-th gen-
eralised eigenvalue and Ẑj its (n × 1) corresponding eigenvectors. The factor estimates are 
obtained as FFHLRt = Ẑ�Xt, where Ẑ =

(
Ẑ1,…, Ẑr

)
 is the (n × r)matrix of the eigenvectors.

4  |   BACKCASTING SCHEME

Models have been constructed to estimate global trade growth rate, in anticipation of their of-
ficial release. We carry out a recursive out-of-sample backcast. As shown in Figure 2, the GFC 
and the COVID-19 crisis have a strong impact on the world trade, and thus it is possible that 
some models are more adequate during crisis periods and other models during (stable) non-
crisis periods.17 Therefore, we evaluate out-of-sample performances during both periods.

The models are initially estimated on three periods, namely from January 2000 to July 2007 
(T = 90 observations), from January 2000 to November 2009 (T = 118 observations) and from 
January 2000 to December 2019 (T = 239 observations), with an expanding window approach, 
where the window size gradually increases of one month at each estimation. The out-of-sample 
backcasts are thus generated for three periods, August 2007 to November 2009 (GFC period), 
December 2009 to December 2019 (non-crisis period) and January 2020 to March 2021 (COVID-19 
period), producing H = 28, 121 and 18 backcasts respectively. Parameters are estimated at each 
step. We compare the forecasting accuracy of the models with an AR(1) model and the DFM based 
on the approach of Forni et al. (2005) since the previous studies have shown its good forecasting 
performance (Burgert & Dees, 2009; Guichard & Rusticelli, 2011; Jakaitiene & Dees, 2012).18

For each month t, we provide backcasts of the world trade growth rate, Ŷt, few days after the 
end of the month of interest when all the data are available with a lead of 2 months. To assess 
the predictive accuracy, we use the classical mean squared error (MSE) criterion defined by the 
following equation

where H = 28, 121, 18 is the number of months considered in the recursive forecast exercise ac-
cording to the crisis and non-crisis periods, and Yt is the observed value as realised by the CPB.

 17We thank an anonymous referee to suggest this analysis on non-crisis and crisis periods.

 18We apply the automatic model selection procedure to select the number of factors r, by setting a maximum number 
for each specification (r = 5). We did not use information criteria for the number of factors because these tests have 
been developed assuming that n and T tend towards infinity, an assumption not satisfied given the small size of our 
data set.

(9)MSE =
1

H

∑H

t=1

(
Yt− Ŷt

)2
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3178  |      CHARLES and DARNÉ

To evaluate the forecasting performance, we also use the metric of out-of-sample (OOS) R2 
given by

where MSEmodel and MSEbenchmark are the MSE of the given and benchmark models (AR model 
or DFM), respectively. The given model is more accurate than the benchmark if its R2

OOS
 is 

positive.
Obviously, simply comparing MSE-values does not take into account the sample uncertainty 

underlying observed forecast differences. This is why we additionally applied the test based on 
superior predictive ability (SPA hereafter) proposed by Hansen (2005) which allows for multiple 
comparison. Let d0j,t = L0,t − Lj,t, t = 1, … , n and j = 1, …, m, with j ∈0, and 0 a collection of 
models, the relative performance of model j with respect to the benchmark model (indexed by 0), 
and Lj,t is a loss function. The null hypothesis is expressed with respect to the best alternative 
model, H0:E[d0j,t] ≤ 0 for all j ∈0. The corresponding test statistic is

where dj = n−1
∑n

t=1 d0j,t, and �̂2j = v̂ar(n1∕2dj) is a consistent estimator of the asymptotic variance. 
p-values for the test are obtained by bootstrap, that is the SPA consistent p-value, noted SPAc. A sig-
nificant p-value (SPAc) means the null hypothesis that ‘the benchmark model is not outperformed’ 
is rejected.

Finally, we employ the model confidence set (MCS) procedure proposed by Hansen et al. 
(2011) to determine the set, ∗, that consists of a subset of equivalent models in terms of pre-
dictive ability which are superior to the other competing models from a collection of models, 
0 . The MCS procedure yields a model confidence set, ̂

∗
, that is a set of models constructed 

to contain the best models with a given level of confidence. This MCS allows to get several mod-
els displaying equivalent forecasting performance and therefore gives robustness to the fore-
casting exercise rather than to base the forecasting analysis only on one model. The t-statistic 
is defined as

where v̂ar(di) denotes the estimate of var(di), di =m−1∑
j∈dij, and dij = n−1

∑n
t=1 dij,t, with 

dij,t = Li,t − Lj,t for all i, j ∈0, and Li,t is a loss function (here MSE).19 The t-statistic is associated 

with the null hypothesis H0,:E(di) = 0 for all i ∈, where  ⊂0. If H0, is accepted at level 
� then the MCS is the set ̂

∗

1−�.
20

(10)R2OOS = 1 −
MSEmodel

MSEbenchmark

(11)Tmax, =max
j∈

n1∕2dj

�̂j

(12)Tmax, =max
i∈

ti with ti =
di√
v̂ar(di)

 19dij measures the relative sample loss between the i-th and j-th models, while di is the sample loss of the i-th model 
relative to the average across the models in ℳ.

 20The MCS p-values are calculated using bootstrap implementation with 10,000 resamples (Hansen et al., 2011).
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      |  3179CHARLES and DARNÉ

5  |   EMPIRICAL RESULTS

5.1  |  Variable selection

In the penalised regressions the tuning parameters are selected via cross-validation, which is a 
data-driven method that is designed to maximise the expected out-of-sample predictive accuracy. 
For the EN approach, the parameter � is chosen sequentially with 0 < 𝛼 < 1.21 For the adaptive 
version of the Lasso, EN and SCAD methods the estimators �̂ j in the first-step model—used to 
compute the adaptive weights �̂j—are the estimates from the Ridge regression, and the parame-
ter � is set to 0.5. For Autometrics we compared two model strategies: Liberal and Conservative, 
i.e., ‘target size’, which means ‘the proportion of irrelevant variables that survives the simplifica-
tion process’ (Doornik, 2009) was set to 5% (Liberal) and 1% (Conservative).22 The variable selec-
tions were similar for both strategies.

The results of variable selection are given in Table 1 for the different methods. Overall, the 
approaches select various predictors but all of them choose the index of global economic con-
ditions (GECON), the PMI indicator on new export orders in manufacturing sector and the 
MSCI world index, suggesting that these variables can be important predictors for the world 
trade growth rate. The future energy demand appears thus to be an interesting predictor since 
the index of GECON covers a broad variety of predictor variables tied to future energy de-
mand.23 Another interesting finding is that uncertainty indicators (GPR, TPU and USTPU) 
are selected by most of the approaches. The results also show that some variables are selected 
to the time t  (contemporaneous value) and other with one lag or both, suggesting that some 
indicators are informative on the evolution of the world trade growth with 2 months in ad-
vance (e.g. GECON, PMI on new export orders, MSCI ou GPR) and others with one month 
(e.g. Brent, TPU, USTPU or BDI). Finally, the penalised methods tend to select a high number 
of predictors, including information on surveys, commodities, stock markets, maritime freight 
and uncertainty. Note that Autometrics displays the more parsimonious model with four 
indicators.

Table 2 gives the loadings of the three factors of the DFM. The results show that the Factor 
1 is associated with all the information contained in the surveys (PMI and IFO) and GECON, 
the Factor 2 with financial information (commodities, stocks and exchange rate) and the Factor 
3 with freight and uncertainty information. When comparing with the variables deemed more 
important by penalised regressions only few are contained in the Factors 1 and 2. Note that a no-
tably difference with the regularised regressions is that only the contemporaneous values enter 
in the DFM.

 21We test several values of α, from 0.1 to 0.9 with a step of 0.1 and choose the one that optimizes the cross-validation 
criterion.

 22Epprecht et al. (2021) compared Lasso and aLasso to Autometrics from a simulation experiment and genomic data 
with these two strategies.

 23This index of GECON is based on different categories: real economic activity, commodity prices, financial indicators, 
transportation, uncertainty, expectations, weather and energy-related measures. Baumeister et al. (2020) show that 
their indicator gives the most accuracy forecasts for forecasting the real price of Brent and global petroleum 
consumption.
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5.2  |  Backcasting results

For the backcasting evaluation we compare the various approaches to the AR model and the 
DFM. Results in terms of MSE are presented in Tables 3 and 4 as well as the R2

OOS
 computed with 

the benchmark models, the SPA p-values and the MCS p-values with their ranks for the non-
crisis and crisis periods respectively.

5.2.1  |  Non-crisis period

The results in terms of MSE show that Lasso, Elastic-Net and adaptive Lasso produce MSEs close 
to that of the DFM, ranging between 0.914 (Lasso) and 0.925 (aLasso and DFM), whereas the 
other models display higher MSE, with the highest MSE for SCAD (1.223), during the non-crisis 
period. This result is confirmed by the R2

OOS
(DFM) because these three penalised methods have 

T A B L E  1   Results of variable selection—2000M1–2021M6

Series Lasso EN SCAD aLasso aEN aSCAD Autometrics

GECON × × × × × × ×

PMI manuf. new export orders × × × × × × ×

PMI manuf. output × × × × ×

BDI × × × ×

ClarkSea ×

Brent ×

SP GSCI × × ×

MSCI × × × × × × ×

Spread × ×

GPR × × × × × ×

Brent (1) × × × × × ×

TPU (−1) × × ×

USTPU (−1) × × × × ×

PMI comp. new orders (−1) × ×

PMI manuf. input (−1) ×

PMI manuf. new e×port orders 
(−1)

× ×

PMI manuf. stocks (−1) × × × × × ×

Spread (−1) ×

BDI (−1) × × × × × ×

SP GSCI (−1) × ×

MSCI (−1) × × × ×

IFO climate (−1) × × × × ×

Note: See 6 for information on the variables.
Abbreviations: BDI, Baltic Dry Index; ClarkSea, ClarkSea Index; GECON, global economic conditions indicator; GPR, 
geopolitical risk; MSCI, World MSCI Index; RBUS, USD nominal effective exchange rate; Spread, US treasury yield spread; 
TPU, trade policy uncertainty; USTPU, US trade policy uncertainty.
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      |  3181CHARLES and DARNÉ

a positive value close to zero. These models also exhibit better MSEs than that of the AR model 
with positive value of the R2

OOS
(AR). Further, the SPA test indicates that these three regular-

ised models display an equal predictive ability to the DFM. Moreover, Lasso, Elastic-Net, adap-
tive Lasso and DFM exhibit MCS p-values up to 0.85, giving thus similar backcast performance, 
where Lasso has the rank 1 and the lowest MSE.

We further provide time-series plots of the cumulative squared prediction error (CSPE) for 
each model to assess their backcasting performance over time. Figure 3 shows that the CSPE of 
the different methods displays similar and rather stable behavior.

5.2.2  |  Crisis periods

SCAD, aEN and aSCAD display lowest MSEs during both crises, where the smallest MSEs are 
produced by aSCAD and SCAD during the GFC and the COVID-19 crisis respectively. This result 

T A B L E  2   Loadings of the DFM—2000M1–2021M6

Series Factor 1 Factor 2 Factor 3

Brent 0.138 0.406 0.037

TPU 0.014 0.026 −0.314

GPR 0.012 0.037 −0.126

USTPU 0.010 −0.060 −0.364

GECond 0.242 0.204 0.047

PMI comp. input 0.223 −0.171 0.026

PMI comp. orders 0.301 −0.046 0.000

PMI comp. output 0.301 −0.053 0.003

PMI manuf. input 0.239 −0.166 0.025

PMI manuf. export 0.307 −0.085 0.006

PMI manuf. orders 0.304 −0.018 −0.04

PMI manuf. output 0.306 −0.045 −0.033

PMI manuf. stocks 0.234 −0.241 0.092

PMI manuf. index 0.312 −0.092 0.000

Spread −0.026 0.108 −0.076

SPGSCI 0.179 0.386 −0.039

BDI 0.046 0.114 −0.577

MSCIworld 0.108 0.372 0.109

IFO climate 0.200 −0.191 0.122

IFO expectation 0.285 −0.084 0.041

ClarkSea 0.076 −0.071 −0.604

RBUS −0.104 −0.366 −0.048

CRB 0.126 0.395 0.028

Note: See 6 for information on the variables.
Abbreviations: BDI, Baltic Dry Index; ClarkSea, ClarkSea index; GECON, global economic conditions indicator; GPR, 
geopolitical risk; MSCI, World MSCI Index; RBUS, USD nominal effective exchange rate; Spread, US treasury yield spread; 
TPU, trade policy uncertainty; USTPU, US trade policy uncertainty.
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3182  |      CHARLES and DARNÉ

T A B L E  3   Backcast performance during non-crisis period—2009M12–2019M12

Models
MSE 
(%) R2

OOS
(AR) R2

OOS
(DFM) SPA MCS Rank

Autometrics 0.999 −0.030 −0.080 0.168 0.378 6

Lasso 0.914 0.058 0.012 0.710 1.000 1

EN 0.916 0.056 0.010 0.613 0.912 2

SCAD 1.223 −0.261 −0.322 0.004* 0.001 8

aLasso 0.925 0.047 0.001 0.447 0.899 3

aEN 1.096 −0.130 −0.184 0.003∗ 0.001 8

aSCAD 1.111 −0.146 −0.201 0.005* 0.002 7

DFM 0.925 0.046 – 0.395 0.899 3

AR(2) 0.970 – −0.048 0.141 0.632 5

Notes: R2
OOS

(AR)and R2
OOS

(DFM) are the R2
OOS

= 1 − (MSEmodel∕MSEbenchmark) where the benchmark model is the AR(2) model 
and the DFM model respectively. * and **Significant at the 5% and 10% level respectively, for the SPAc test, the null of the 
Hansen test for superior predictive ability. MCS denotes the p-value of the statistic Tmax of Hansen et al. (2011) based on the 
MSE loss function. Rank gives model ranking position based on the ̂

∗

90%
.

T A B L E  4   Backcast performance during crisis periods—2007M8–2009M11 and 2020M1–2021M6

Models MSE (%) R2
OOS

(AR) R2
OOS

(DFM) SPA MCS Rank

2007M8–2009M11

Autometrics 3.170 0.435 0.045 0.229 0.583 4

Lasso 4.212 0.249 −0.268 0.106 0.114 7

EN 3.797 0.323 −0.143 0.109 0.186 6

SCAD 3.107 0.446 0.064 0.130 0.738 3

aLasso 4.997 0.109 −0.505 0.101 0.097 8

aEN 2.183 0.611 0.343 0.591 0.978 2

aSCAD 2.158 0.615 0.350 0.605 1.000 1

DFM 3.321 0.408 – 0.166 0.214 5

AR(2) 5.608 – −0.689 0.086** 0.062 9

2020M1–2021M6

Autometrics 6.994 0.497 0.279 0.107 0.338 4

Lasso 8.706 0.374 0.103 0.198 0.247 5

EN 8.947 0.357 0.078 0.254 0.238 6

SCAD 4.713 0.661 0.514 0.913 1.000 1

aLasso 11.71 0.158 −0.207 0.156 0.067 8

aEN 5.604 0.597 0.422 0.137 0.605 2

aSCAD 6.196 0.555 0.361 0.181 0.514 3

DFM 9.703 0.303 – 0.193 0.136 7

AR(2) 13.91 – −0.434 0.118 0.004 9

Notes: R2
OOS

(AR)and R2
OOS

(DFM) are the R2
OOS

= 1 − (MSEmodel∕MSEbenchmark) where the benchmark model is the AR(2) model 
and the DFM model respectively. * and **Significant at the 5% and 10% level respectively, for the SPAc test, the null of the 
Hansen test for superior predictive ability. MCS denotes the p-value of the statistic Tmax of Hansen et al. (2011) based on the 
MSE loss function. Rank gives model ranking position based on the ̂

∗

90%
.

 14679701, 2022, 10, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/tw

ec.13274 by U
niversité D

e N
antes, W

iley O
nline L

ibrary on [14/03/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



      |  3183CHARLES and DARNÉ

is confirmed by their large positive values of R2
OOS

 against both benchmarks and their high MCS 
p-values up to 0.70 and 0.50 for the GFC and the COVID-19 crisis, respectively, with the rank 
1–3. These three models display a higher number of variables than the other models, suggesting 
that models having a better backcasting performance in crisis times are those accommodating for 
more variables (Table 5). Autometrics exhibits relevant backcasting with positive R2

OOS
 and MCS 

p-values up to 0.30 for both crisis periods. Note that the AR(2) is significantly outperformed dur-
ing the GFC crisis time.

Figures 4 and 5 show that the CSPE are very close between the various approaches until a strong 
break in December 2008 and in April 2020 during the GFC and the COVID-19 crisis, respectively. 
This break affects differently the models and can explain the difference in their backcasting perfor-
mance. Table 5 displays the variable selection in December 2008 and in April 2020 and shows that 
the good backcasting performance of SCAD, aEN and aSCAD can be due to a higher number of 
variables and to some variables only selected by these methods, such as Brent, SP GSCI, Spread, TPU 
with one lag and the PMI indicator on new export orders in manufacturing sector with one lag.24 
Note that after few months the models exhibit a similar CSPE behavior.

Overall, these finding are interesting because some models based on variable selection ex-
hibit both a good backcasting performance and an economic interpretation to the backcasts 
for the world trade growth, especially during crisis periods. Another interesting result is that 

 24Note that most of the methods select some identical predictors in December 2008 and in April 2020, such as GECON 
and PMI on new export orders in contemporaneous values and GECON, USTPU, PMI on stocks, BDI and SP GSCI with 
one lag, whereas some variables are only selected in December 2008, such as ClarkSea in contemporaneous and lag 
values, GPR and PMI on new export orders with one lag.

F I G U R E  3   Cumulative squared prediction errors for the 2009M12–2019M12 period [Colour figure can be 
viewed at wileyonlinelibrary.com]
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F I G U R E  4   Cumulative squared prediction errors for the 2007M8–2009M11 period [Colour figure can be 
viewed at wileyonlinelibrary.com]
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the DFM is never significantly outperformed and, inversely, it never outperforms the models 
based on Lasso, aLasso and EN during non-crisis time and those based on SCAD, aSCAD and 
aEN during crisis times. This result is in contradiction with the results of Burgert and Dees 
(2009), Guichard and Rusticelli (2011) and Jakaitiene and Dees (2012) who find that the 
DFMs give better forecasts.25

6  |   CONCLUSION

In this paper, we compared backcasting performance of models based on variable selection to 
dynamic factor model for backcasting the world trade growth rate with two months ahead. The 
variable selection models were specified by employing penalised regressions and an economet-
ric approach based on an automatic general-to-specific procedure, using a large data set. A re-
cursive forecast study was carried out to assess the backcasting performance by distinguishing 
crisis and non-crisis periods. The results showed that, some selection-based models exhibit a 
good backcasting performance during both periods and are thus relevant for backcasting world 
trade growth. The accuracy gains from variable selection methods are large during the GFC and 
COVID-19 crisis where the more accurate backcasts are provided by SCAD, adaptive EN and 
adaptive SCAD. Small accuracy gains with respects to the DFM (and also to the AR(2) model) 
are obtained by Lasso, Elastic-Net, adaptive Lasso during the non-crisis episode. Amongst the 
predictors for backcasting world trade growth it appears that the index of global economic condi-
tions proposed by Baumeister et al. (2020), the PMI indicator on new export orders in manufac-
turing sector and the MSCI world index are important due to the fact they are selected by all the 
approaches.

For practitioners, our findings suggest that when factor models and variable selection meth-
ods (penalised regressions and GETS approach) give similar performances the latter methods 
should be preferred since they also allow for interpretability and ability to identify the main 
drivers of the models.

This paper is focused on backcasting the world trade growth. Further research would be to 
design the models to forecast world trade to a longer horizon. Another extension could be to 
nowcast/forecast the world trade growth by restricting to the lags of the regressors instead of 
using the contemporaneous values. Since we use indictors with mixed frequencies an exten-
sion of this work would be to apply the MIDAS version of some penalised techniques such as, 
for example the Lasso-MIDAS of Babii et al. (2021). For the machine learning approaches, we 
used penalised regressions. We could also consider other approaches which allow nonlinear 
specification in future research, such as random forest, boosting methods or support vector 
machine.
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 25This difference could be explained by the fact that (i) Guichard and Rusticelli (2011) forecast OECD world trade 
growth and not CPB world trade; (ii) Burgert and Dees (2009) and Jakaitiene and Dees (2012) forecast CPB world trade 
but not in backcasting; and (iii) the sample period of analysis is not the same with these three studies.
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