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Abstract. Cells have traditionally been viewed either as independently moving
entities or as somewhat static parts of tissues. However, it is now clear that in
many cases, multiple cells coordinate their motions and move as collective entities.
Well-studied examples comprise development events, as well as physiological
and pathological situations. Different ex vivo model systems have also been
investigated. Several recent advances have taken place at the interface between
biology and physics, and have benefitted from progress in imaging and microscopy,
from the use of microfabrication techniques, as well as from the introduction
of quantitative tools and models. We review these interesting developments
in quantitative cell biology that also provide rich examples of collective out-of-
equilibrium motion.
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1. Introduction

Cells are the buildings blocks of biological organisms
[1] and their motion is playing a crucial role in many
processes. Starting from a single cell, cell division
and differentiation give rise to the numerous cells and
multiple cell types of the adult during the development
of multicellular organisms. The motion of cells with
respect to each other is key to shape the organization
of different cells in space, the formation of well-formed
organs and the body as a whole. It is also central in
physiological processes, such as wound healing, and in
pathological processes such as cancer development and
metastasis formation.

The motion of a single cell is already a complex
integrated process [2] which has been the focus of a
large number of biological studies. Cells have also
attracted the attention of physicists since the invention
of the microscope by Hooke and van Leuwenhoek. In
recent years, progress in microscopy and visualization
techniques, has provided new impulses to these studies.
On the experimental side, new physical techniques
have been developed to measure for instance the
motility forces exerted by cells. On the theoretical
side, the cell is a prime example of structured “active
matter” [3], one of the main subjects of modern out-
of-equilibrium statistical mechanics. Basic mechanisms
of cell locomotion and determinants of cell shape have
been modeled but a comprehensive picture of cell
locomotion is still to be worked out.

In many biological settings, cells do not move as
single entities but coordinate their motion. Collective
cell migration is essential for several in vivo biological
processes [4, 5, 6]. Collective cell migration is also
worth of special scrutiny by condensed matter and
statistical physicists since it both bears resemblance
to gas, liquid and glass dynamics, while the self-
propelled ’active’ character of cells and their complex
modes of interactions makes their collective motion
depart in rich ways from the behavior of inanimate
matter. Measures of “physical parameters”, like
the cell velocity field and maps of the forces they
exert, in space and time, bring information that
crucially complements the one gathered by more
usual biological techniques. As in more classical
physics investigations, modeling and simulations play
a crucial role to synthesize elementary mechanisms in
a coherent whole, and test their explanatory power.
Our aim in the present review is to introduce the

reader to this fascinating field and to emphasize its
interest from a physical and integrated perspective.
While we recall below some well-studied biological
examples, we refer the reader to numerous recent
reviews [7, 8, 9] for a more detailed description of
the underlying biology. We aim at highlighting here
links with flocking [10], jamming [11] and glassy
dynamics [12]. There are also several recent reviews
on the general topic of “active matter” [3, 13] that
consider these topics. Our focus on cells makes the
present review complementary to these, due to the
peculiar and complex character of cells and of their
modes of interactions, but also due to the questions
themselves that seem interesting to address in this
context. Our focus is, for instance, less on the order
of a phase transition in the thermodynamical limit or
on critical exponents, than on noise, forces, structures
and oscillations in medium-size cell assemblies.

The present review is organized as follows. After
describing some motivating and fascinating examples
of cell motion in vivo, we recall some basic facts about
cell motion as well as different theoretical frameworks
that are used to describe collective cell motion and
interpret experimental results. We then describe recent
experimental advances which give access to detailed
and previously unavailable information. We emphasize
the measure of physical quantities such as forces
exerted by cells or the full velocity field in space and
time for a collection of moving cells but also recall
allied biological progress in visualization due to the
development of optical sensors or in cell manipulation.
Then we describe recent investigations and particular
results that have been obtained using these techniques
as well as parallel theoretical investigations that have
been performed in several cases. These comprise,
flow and jamming-like behavior in confluent epithelia,
the healing of wounds, the behavior of cell assemblies
in confined geometries or the peculiar dynamics of
epithelium interfaces in different conditions. We finally
consider the different collective taxis modes of cell
assemblies that have been recently put to light. We
conclude by describing some avenues of research that
appear interesting to pursue in the forthcoming years.

2. Some examples of collective cell motion in
vivo.

The simultaneous migration of many cells is a common
physiological event (Figure 1). In some cases, different
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cells appear to migrate independently of each other.
A notable case is the migration of Cajal-Retzius cells
which are among the first-born neurons [14, 15]. These
cells migrate tangentially in a random fashion from the
borders of pre-patterned domains and transiently cover
the entire cortical surface. Cajal-Retzius cells play an
important role in cortical development by secreting
Reelin, an extra-cellular protein crucial for radial
migration of subsequently born neurons and for cortical
laminar organization. Depending on their origin,
they express different molecular markers and invade
different territories of the developing cerebral cortex.
It has been suggested that Cajal-Retzius cells influence
the destiny of cortical progenitor cells and cortical
areas specification by secreting different morphogens
[16] and acting as “mobile signaling units”. Interaction
between Cajal-Retzius cells appear to mostly consist
of repulsion when two cells touch [17] which speeds
up their spreading and reduces density fluctuation.
This phenomenon, generally described as Contact
Inhibition of Locomotion (CIL) has been found to
play an important role in coordinating the motion of
different cells [18, 19] in other settings. The term was
coined by Abercrombie and Heaysman [20] to describe
their observation that, similarly to Cajal-Retzius cells,
colliding fibroblasts redirected their motion away from
each other upon contact (see Figure 2A-B and section
5.1 below).

“Streaming” of neural crest cells [21] (Figure 1A)
provides an important and well-studied example of
the migration of loose clusters of cells coordinating
their motions by constant interactions between each
other via repeated CIL [18, 19]. The neural crest
cells are multipotent stem cells that migrate ventrally
from the neural plate border during neurulation and
differentiate into many different cell types (most of
the neurons and glial cells of the peripheral nervous
system, smooth muscle, cartilage and bone, pigment
cells of the skin, ...) [21, 22]. CIL has been
shown to allow the efficient directed migration of
neural crest cells (Figure 2C and section 8.1) in a
chemoattractant gradient of stromal-derived-factor 1
(Sdf1) which is very inefficient for the chemotaxis of
single cells [23]. Interestingly, CIL between neural
crest cells and placode cells also induces the directed
migration of placode cells, cells which do not show
migration directionality on their own [24]. In addition
to exerting CIL, neural crest cells have been found
to secrete chemoattractant, the complement fragment
C3a, to maintain the loose cohesion of the migrating
cell group [25].

In many other contexts, cells coordinate their
migration, what Abercrombie and Heaysman referred
to as the “social behavior” of cells [20]. This
coordination can result from signaling or during

contact interactions of loosely attached cells but it also
happens in dense clusters of cells. The behavior of
Dictyostelium discoideum (‘Dicty’) amoeba has long
been studied both experimentally and theoretically in
this context (see e.g. [26, 27] for reviews). When
starved, Dicty cells aggregate by collectively producing
cAMP waves and moving chemotactically in response
to them. Moreover, after aggregation they form
moving ‘slugs’ , before sporulating under appropriate
environmental conditions. Two other prototypical
examples are provided by the migration of border cells
in the egg chambers of the Drosophila melanogaster
ovaries [8] and lateral line migration during the
formation of the zebrafish peripheral nervous system.
The border cell cluster is a group of follicle cells in
which 4 to 8 motile cells collectively carry 2 non-
motile polar cells from the anterior border of the
fly egg chamber in a posterior direction to their
destination, the anterior border of the oocyte (Figure
1B). Migration appears directed by chemoattractants
secreted by germline cells and specially the oocyte.
These ligands bind two types of receptor tyrosine
kinases on border cells and their ectopic expression
redirect border cells [28].

The zebrafish lateral line organ primordium
provides a well-studied example of a larger cluster of
about 100 cells that migrate collectively (Figure 1C).
This cell cluster advances along the flank of the fish
embryo on a track of Sdf1 chemoattractant. Notably,
Sdf1 concentration is not deposited in a graded way,
the gradient is self-generated by the moving cluster
of cells upon chemoattractant internalization by the
trailing cells in the cluster [29]. The dynamics in this
group of cells is quite rich and interesting with the
periodic deposition of group of cells, “rosettes”, that
subsequently give rise to mechano-sensory organs, as
shown in Figure 1C.

Collective migration is also observed in cases
where cells adhere to each other and form a continuous
two-dimensional monolayer i.e. in epithelial tissues.
This comprises developmental events like dorsal closure
in drosophila (Figure 1D), as well as tissue repair after
a wound (section 6). In spite of many differences,
these processes present similarities and common basic
mechanisms [30]. In both, epithelial edges join to
close a hole in an epithelium, using a combination
of coordinated cell crawling and mechanical tension
stored in a multicellular actin cable at the interface
edge. Dorsal closure in the fly takes place at the
end of gastrulation when a large hole remains in
the ectodermal epithelial outer layer of the embryo,
covered by a membrane formed of extra-embryonic
cells, the amnioserosa. Both contraction and apoptosis
of amnioserosa cells, contraction of the actin cable
at the edge of ectodermal layer and crawling of
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ectodermal cells play a role in dorsal closure. Assessing
the respective contributions of these different processes
has been the aim of several works in recent years
[31, 32].

Wound closure in vivo is a complicated event
which involves re-epithelization with the proliferation
and collective migration of fibroblasts, but also a fast
immune response and migration of immune cells to the
wound site as well as differentiation of fibroblasts into
myofibroblasts and angiogenesis [33]. The desire to
analyze it in a simpler setting where only fibroblasts
are present has led to the use of in vitro migration
assays which we will return to below (section 6).

Cancer metastasis has been classically conceived
as initiated by the migration of separate malignant cells
away from a primary tumor. In the most frequent case
when the tumor originates from an epithelium, this
cell evasion has been thought to involve an epithelial-
mesenchymal transition (EMT), a complex cell change
from an epithelial phenotype to a mesenchymal one
[34]. Tumor dissemination is now believed to involve
a spectrum of cell states (see e.g. [35, 36] for reviews
and the recent works [37, 38]). EMT also occurs during
normal development, and allows for instance the neural
crest cells to escape from the ectoderm at the neural
plate border. Similarly to these developmental cases,
it has been realized that cancer cells often migrate
collectively [39, 4]. Cohort of invading malignant
cells are seen in histo-pathological sections [39], which
bear a striking resemblance to developmental cohorts,
such as the lateral line primordium [4]. Malignant
cohorts also display pioneer or leader cells, sometimes
of different types like cancer-associated fibroblasts [40]
(CAF), that remodel the extracellular matrix and
facilitate invasion of normal tissue. Finally, several
signaling pathways used in development are important
for cancer cells. The importance of collective motion
in pathology certainly provides a further incentive to
better understand its mechanical basis and its different
possible modes.

While much progress has been made in studying
collective cell migration in vivo, it is still very
challenging to obtain quantitative measures of the
cell dynamics, such as the cell velocity field at
different times or the forces exerted by cells on their
neighbors or on the extracellular matrix. This has
been a strong incentive to develop controlled ex-vivo
experiments with the help of modern micro-fabrication
techniques that we describe below (section 4). This
has also promoted the development of theoretical
models to analyze these data and help to identify the
mechanisms underlying the coordinated migration of a
cell assembly. We describe the two facets of this current
endeavor in this review.

3. Mechanisms and models

Before describing models of collective cell migration, it
is useful to recall a few facts about single cell motion.

3.1. Single cell motion

There appears to be different modes of locomotion
for cells on a rigid surface. Some cells like
keratinocytes or neutrophils advance with a stable
leading edge and an extended lamellipodium that
appears to propulse them like a rolling treadmill.
Others, like Dicty or macrophages, crawl, in an
“amoeboid” way, by extending pseudopodia. In spite
of these differences, there are common mechanisms
for pushing the membrane forward at the cell front
and retracting it at the cell back. Before looking at
some of the underlying mechanisms, we consider global
phenomenological descriptions of cell motion.

3.1.1. Phenomenological descriptions. Cell motion
has been described as persistent random motion since
the pioneering description of amoeba motion by Fürth
in 1920 [41]. This was shown to apply to fibroblast
crawling by Gail and Boone [42] in the 70s and studied
by many others since.

When the motion of a single cell is recorded, its
velocity appears to change randomly but slowly from
one moment to the next. The model for the velocity
dynamics proposed by Fürth [41], and independently
studied by Ornstein [43], reads

τ
dv

dt
= −v + σ ξ(t) (1)

with ξ(t) a (vectorial) white noise process,

< ξa(t)ξb(t
′) >= δa,bδ(t− t′) (2)

The constant σ quantifies the random force magnitude.
The indices {a, b = x, y} denote space coordinates.
For τ = 0, the model reduces to the usual Brownian
motion. It should be noted that although (1) formally
looks like a description of inertial motion with friction,
its interpretation is different. Inertia is entirely
negligible at the cell scale and the time τ describes
in a phenomenological way the finite duration it takes
for a cell to reorient its motion. This could be made
explicit by introducing, as frequently done, the pulling
force (−f) exerted by the cell on the substrate, with
the rewriting of (1) as

v = µ f (3)

τ
df

dt
= − f +

σ

µ
ξ(t). (4)

We have introduced a mobility coefficient µ relating
the velocity to the force from which it originates. This
second description is entirely equivalent to (1) and it
does not bring much at this stage. However, it makes
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clear that interactions (with other cells or external
obstacles) can modify (3) or (4) depending on their
nature. For instance, an external force exerted on the
cell will naturally be added to (3) while signaling may
change the motility force itself and may more naturally
affect (4). A second point that should be noted is
the separation in (3) between a motility force on the
right-hand-side (r.h.s.) and a friction force on the left-
hand-side (l.h.s.). As measured on the substrate both
are of equal magnitude and opposite. The cell being
an extended object, this is reflected by the dipolar
character of its force field. However, decomposing it
explicitly between motility and friction forces requires
further consideration, as does the role of the force field
higher moments.

The analysis of (1) is straightforward since it
is linear. It follows from it that the velocity v(t)
is a linear combination of Gaussian variables and is
itself a Gaussian variable. This Gaussian velocity
field is entirely specified by the velocity autocorrelation
〈v(t)v(t′)〉,

〈v(t) · v(t′)〉 =
σ2d

2τ
exp[−|t− t′|/τ ] (5)

where d = 2 or 3, denotes the space dimension. One
also sees from (5) that the velocity has a ’memory’ time
of order τ . The cell displacement x(T ) − x(0) can be
expressed as an integral of the velocity,

x(T )− x(0) =

∫ T

0

dt v(t) (6)

When combined with the velocity auto-correlation (5),
this provides after averaging, the expression of the cell
mean square displacement during a time T ,

< [x(T )− x(0)]2 >= σ2d {T − τ [1− exp(−T/τ)]} (7)

The model of Fürth has been used as a
phenomenological description of cell motion in a
number of studies. Selmeczi et al [44] directly
examined its accuracy. They recorded the motion of
human keratocytes in vitro and assessed the validity
of equation (1). Namely, they analyzed the observed
distribution of accelerations dv/dt conditionned on
the instantaneous cell velocity v. They found
that, for a given speed |v|, in agreement with (1),
the mean acceleration was opposite to the velocity
v with the acceleration component orthogonal to
v symmetrically distributed around zero and the
acceleration component parallel to v distributed
around a linearly decreasing mean (i.e. proportional
to −|v|) . However in contrast to the prediction of
(1), these distributions were found to be non-gaussian
and with a width increasing with the velocity modulus.
Additionally, the cell velocity autocorrelation was
found to be described by a sum of two exponentials
rather than by a single exponential as in (5).

Remarkably, the data was found to be well-accounted
for by the addition of a simple supplementary memory
kernel to (1), as well as a velocity dependent noise-
amplitude,

dv

dt
= −βv+α2

∫ t

−∞
dt′ exp[−γ(t−t′)]v(t′)+σ(|v|) ξ(t)(8)

with

σ(|v|) = σ0 + σ1v (9)

and ξ(t) a white noise as in (1). The velocity dynamics
(8) appears to accurately describe the motion of human
keratocytes. Other types of cells may require further
refinements. For instance, Selmeczi et al [44] have
shown that to precisely account for human fibroblasts
motion, one should replace the constant β in (8) by a
linear function of v, as well as choosing different noise
amplitude for the two components of the acceleration
(parallel and perpendicular to v). This refined model
was found adequate for the description of Dicty cells
in [45] although it needs even further refinements to
account for the observed oscillations of the cell velocity
on the time-scale of minutes [46]. It is nonetheless
remarkable that an extended dynamical system like
a cell can be accurately described by a few coupled
(stochastic) ordinary differential equations. In this
respect, ref. [47] provides an interesting attempt to
write the motion of a self-propelled deformable body
as coupled dynamics between its center of mass and
shape degrees of freedom.

3.1.2. Basic mechanisms. The phenomenological
equations (1) or (8) usefully describe the motion
of a cell with a few effective parameters. A deeper
mechanistic understanding requires an analysis of the
different cellular processes that underlie the motion
of a cell. Different cell types move in different
ways. Isolated keratocytes appear to glide over a two-
dimensional substrate, propulsed by a well developed
lamellipodium at their fronts, while neutrophils extend
pseudopods in various directions. Nonetheless, the
basic mechanisms underlying propulsion in these
different cases are similar. Key processes involve
determination of the cell front and back (i.e. cell
polarization), actin assembly and treadmilling at
the cell front together with the formation of new
adhesion sites, coordinated with actin contraction with
membrane retraction and de-adhesion at the cell back.
These different processes have been the subject of
intensive research which has uncovered their molecular
complexity and the large number of involved proteins.
A detailed description lies much beyond the scope of
the present article. For a summary of the current
knowledge, we refer the readers to the reviews [48, 49]
and content ourselves with noting several points of
prime physical interest.
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The basic cell propulsion mechanism relies on
actin treadmilling. Actin filaments are formed by
two parallel polar polymers of (globular) actin units
and are thus oriented. They can polymerize at their
“plus” end and depolymerize at the other “minus”
end under suitable non-equilibrium conditions. The
process requires energy consumption under the form
of ATP hydrolysis when bound to filamentous actin
subunits. This polymerization/depolymerization has
been particularly well studied in vitro with the measure
of the different kinetic constants of globular actin at
the two ends of actin filament (F-actin). As measured
in vitro, treadmilling is slow. In vivo various enzymes
modify and speed up the process, enabling in particular
the formation of branched actin filaments off the
sides of other filaments. The classic view (e.g. [1];
but see [50]) is that the growing filament plus ends
abut the front cell membrane and push it forward.
Whether the front membrane actually protrudes or
the branched actin network flows backward depends
on the coupling between adhesion on the substrate
and the branched actin network: the retrograde flow
of the whole actin meshwork can be observed [51] in
immobile cells and this backward motion relative to
the substrate is also observed to different extents in
forward moving cells. This possible adjustment of cell
speed by regulating the coupling of actin treadmilling
to adhesion has famously been compared to a clutch
mechanism [52] and some of its molecular bases have
since been identified [53]. How the traction force
itself depends on the speed of retrograde flow has also
been investigated experimentally by measuring both
quantities simultaneously [54]. The found increase of
traction stress at low speed and decrease at high speed
can be explained with the help of Bell’s classic model
[55] in which adhesive molecules bind and unbind
stochastically with a stress-dependent unbinding rate
(see [56, 57] for reviews).

De-adhesion of the cell membrane at the cell back
is thought to involve contraction of the cell acto-
myosin cortex. In striated muscle sarcomeres, the
ordered arrangement of actin and myosin filaments [1]
makes clear how contraction is achieved through the
motion of myosin II heads toward the plus end of actin
filaments. However, the actomyosin cortex of cells does
not seem to possess such an ordered microstructure
and understanding how contraction is achieved is
much less obvious. Different mechanisms have been
considered [58]. It has been proposed that the
main motor of contraction is actin depolymerization
at its minus end in the presence of actin cross-
linkers that would not detach from the depolymerizing
end [59]. Support for this mechanism has been
obtained in actomyosin ring contraction in budding
yeast cytokinesis [60] . Alternatively, it has been shown

that buckling of actin filaments under compression
introduces an intrinsic asymmetry between expansion
and contraction that can lead a disordered actomyosin
network to preferentially contract [61, 62, 63].

As seen from the above description, polarization
of cells between front and back is crucial as well as
specific spatial regulation. Some key molecules in this
respect are three Rho-family GTPases, Rho itself, Rac
and Cdc42. They are active in the GTP bound form
and become inactive upon GTP hydrolysis. The simple
classic picture is that Rho and Rac are antagonistic.
Rac and Cdc42 are active at the cell front where they
stimulate actin polymerization and the formation of
membrane protrusions. Rho is active at the cell back
where it promotes acto-myosin contraction. Recent
works and visualization have however shown that the
reality is more complex, specially in cohesive cell
groups, as further discussed below (section 6.3.3).

Finally, it is worth mentioning that contraction
oscillations in acto-myosin networks on the time
scale of minutes have been observed in different
contexts, for instance in the fly, during gastrulation
[64] or in amnioserosa cells during dorsal closure
[65]. A simple model of these pulsatile contractions
has been proposed in [65], based on the idea that
contraction kinematically increases Myosin density
which itself increases contraction. Supplementing this
positive feedback loop, by a negative one coming
from relaxation of Myosin to a preferred homeostatic
concentration, naturally leads to oscillation in a
suitable parameter regime [65].

Integration of the different basic steps in a full
description of single cell motion has been the aim
of numerous mathematical models (reviewed in [2]).
Further recent developments of interest include the
universal relation between cell speed and velocity
persistence (the time τ in (1)), recently studied and
modeled in [66], as well as the elucidation of some of the
molecular underpinning of steering and cell directional
persistence (reviewed in [67]).

3.2. Collective cell motion.

As recalled above, cells have been observed to
coordinate their motion in different situations. A
basic distinction between these different cases is
whether cells move autonomously on a substrate or
whether their motion within a tissue is dominated
by adhesion between cells and happens mostly by
cell rearrangements. The motions of neural crest
cell in vivo [18, 25] or of MDCK cells ex vivo
[68] provide examples of the first type of dynamics
where autonomous cell motion is the main motor
of the collective dynamics. On the contrary, tissue
dynamics is mainly powered in some cases, by cortical
cytoskeleton contraction and adhesion between cells
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with no significant contribution of autonomous cell
crawling. Tissue convergence and extension during
fly gastrulation provides a well-studied example of
this last situation [69]. Both types of dynamics have
given rise to modeling efforts. We will primarily
focus in the following on the first type of motion
when cell autonomous motion plays a central role
while acknowledging that there certainly are mixed
situations. For instance, dorsal closure in fly
development or healing of small wounds [70]) both
exhibit tissue healing via cell crawling and cellular
rearrangements driven by actin cable contraction and
cell apoptosis [71, 31]. Healing of model wounds in
vitro allow one to assess the respective contributions of
the different processes, as discussed in section 7.2.

3.2.1. Vicsek Model and velocity alignment Besides
cells, it is a widespread observation that different
elementary “entities” have correlated motion over
scales that are large compared to their own size,
from molecules in flowing liquids to large organisms
such as birds [72], sheep or fish [73, 74]. Vicsek
et al [75], building on earlier works [76], proposed
a minimal model to try and capture the essence of
this phenomenon. The elementary entities or particles
are simply points which move at constant speed v
and which can thus be characterized by their position
xi and in two dimensions, their angular direction of
motion θi. In the initial proposal, time is discretized
and the evolution from one time step to the next given
by

θi(t+ ∆t) = 〈θj(t)〉j∈Ni
+ σξ(t) (10)

xi(t+ ∆t) = xi(t) + vi(t+ ∆t)∆t (11)

where the velocity vi(t + ∆t) has constant modulus
v and points in the direction θi(t). The average in
(10) is performed over all the points contained in the
neighborhood Ni of particle i, taken to be simply
a disk of radius a. It embodies the ’elementary’
velocity alignment mechanism in the model, which acts
somehow like a discrete description of viscosity. (10)
contains also a noise term of magnitude σ with ξ(t)
a random number uniformly drawn in [−π, π]. The
model properties depend on 3 parameters, the noise
amplitude σ and 2 dimensionless ratio between the
3 lengths, a, v∆t, and the inverse square (in two
dimensions) root of the density 1/

√
ρ,

The main qualitative observation [75] is that
the model has two phases. There is a disordered
one for low density or strong noise in which the
velocities of sufficiently distant particles have negligible
correlations. More strikingly, at low noise amplitude
or high density, velocity alignment extends to large
distances, and distant particles move on average in
the same direction. This spontaneous appearance

of orientational order in two dimensions, besides
being reminiscent of flocking behavior, stirred a
large interest in the physics community, since it
contradicted the classical Hohenberg-Mermin-Wagner
theorem [77, 78] which holds for equilibrium systems.
The emergence of this order has been theoretically
rationalized using a continuum formulation (see section
3.2.4) and renormalization-group techniques [79, 80]
and examined in a multitude of variants of the
original Vicsek model. These include modifying (10)
by including noise in a different way [81] or by
taking a topological neighborhood for the velocity
averaging instead of the above-described metric one
(for a recent review of these variant models, see [82]).
One main point of focus has been the nature of the
flocking phase transition, namely whether orientational
order continuously grows about a threshold parameter
value like in a 2nd order phase transition as initially
described [75] , or whether it jumps to a finite
value in a 1st-order phase transition manner as
subsequently found [83]. Band-like traveling structures
of higher densities have been observed in the transition
region. Much progress has recently been made towards
an analytic understanding by formulating mean-field
equations that appear able to properly describe these
structures ([84] and references therein).

The ordered flock-like phase of the Vicsek model
has been found to be subject to giant density
fluctuations [85]. In a subregion with a mean number
of particles N , the fluctuations ∆N in the number of
particles obey,√
〈∆N2〉 = Na, α ' 0.8 (12)

The fact that the exponent a takes a larger value
than 1/2, its value for an equilibrium media with a
finite compressibility, appears to be a widely shared
characteristic of active media. This presence of large
density fluctuations first emphasized in the context of
active nematics [86], and found in diverse experiments
with synthetic walkers (e.g. [87] but note their absence
in the experiments of ref. [88] presumably due to long-
range hydrodynamic interactions).

The model described by (10,11) interestingly
demonstrates that a mean flow velocity and motion
can arise from local velocity alignment interactions
between neighboring particles in an active system that
is analog to an ideal gas. It appears interesting to
investigate the effect of other interactions between the
moving particles, so that the model is able to describe
analogs of other usual phases of matter and also finite-
size droplet-like multiparticle objects. The model
was therefore generalized [89] to include short range
repulsion as well as longer range attraction between
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neighbor particles, with (10) replaced by

θi(t+∆t) = arg

α ∑
j∈Ni

vj(t) + β
∑
j∈Ni

fij

+σ ξ(t)(13)

where arg[u] gives the angular direction of the vector
u. The interparticle force fij was taken to be of
Lennard-Jones type and restricted, as the alignment
force, to nearest neighbors which were defined by a
Voronoi construction at each time step, as well as by
the previous metric constraint (i.e. nearest neighbors
are defined as Voronoi neighbors at a maximal distance
a of each other) ‡. This augmented model displays
gas, liquid and solid phases as the strength β of the
interparticle force is increased. These phases come
themselves in ’immobile’ or ’mobile’ types depending
on the strength of the velocity alignment interaction α.
In the ”mobile’ parameter regime, the model supports
moving droplets or moving finite crystalline pieces.

3.2.2. Particle-based model of cell motion Vicsek
model and its variants show that correlated motion
over large scales can arise from local interactions. The
moving patches of particles and transient vortices seen
in simulations, are also reminiscent of patterns seen in
cell assemblies (see section 6.2). These observations,
added to the attractive simplicity of particle-based
models, have motivated the formulation of particle-
based descriptions of cell collective motion (see [90]
for another very recent review). These also constitute
natural developments of the classic descriptions of
single cell motion, recalled in section 3.1. Time
discretization is usually required for simulations, but
the models themselves are best described in continuous
time as cell motion itself.

Szabó et al [91] directly built on [75]. They
measured the velocity directional order for keratocytes
in vitro and concluded to the existence of a flocking
transition from its observed sharp increase with
density. In the model formulated to account for
their observations, they opted for a two variable
description of the single cell, and avoided introducing
an explicit velocity alignment term as in [75]. Each
cell is characterized by its velocity vi = dxi/dt and
by a motility force v0ni = v0(cos(ψi), sin(ψi)), with
a tendency for the motility force to align with the
velocity on the time scale τ ,

dxi

dt
= v0ni +

∑
j∈Ni

fij (14)

‡ In the simulations reported in [89], the noise term is actually
included in the argument of the arg function and is therefore
multiplied by the number of neighbors of the considered particle.
This modification does not change the existence of the model
different phases [89] but it could modify the location of the phase
boundaries. See [82] for a discussion of this point in the context
of the original Vicsek model.

dψi

dt
=

1

τ
(θi − ψi) + σ ξi (15)

where θi denotes the angular direction of the velocity
of the i-th particle. The time τ in (15) accounts
for the directional persistence of the mobility force as
in (4). Similarly to (13), the two-body force fij is
taken to be repulsive at short distance, attractive at
longer distances, and oriented along the vector that
join the position of particle i and j. It acts between
neighbors, defined in a purely metric way in [91].
For a single particle or for many particles without
the interparticle forces, the cell motion takes place
at constant speed v0 with rotational diffusion. This
model is a special instance of what is sometimes called
an “active brownian particle” (see [92] and references
therein), a particle that is ruled by Langevin-dynamics
with a nonlinear “friction” term γ(v) that vanishes at
a preferred speed v0 (with γ(v) < 0, v < v0 and γ(v) >
0, v > v0). This privileged intrinsic speed makes
it qualitatively different from Fürth’s description and
subsequent refinements [44]. Nonetheless, as for an
Ornstein-Uhlenbeck process, the velocity decorrelates
exponentially in time,

< v(t) · v(t′) >= v20 exp[−σ2|t− t′|/2] (16)

The many-particle model is found in [91] to have a
flocking transition as density is increased, similarly to
the simple Vicsek model. It is also found to produce
an increase of directional order with density similar
to the experimentally observed one, with a suitable
choice of the (adimensionned) noise amplitude. Visual
motion of cells in the experiments and model particles
also looked similar near boundaries (Figure 3A). More
quantitative comparisons between the dynamics of the
model described by (14,15) are however not pursued
in [91]. The idea that the cell motile force tends to
align with the cell velocity is pursued and modeled
in a different way in [93]. The motility force f
is taken to have a fixed direction during successive
intervals of random duration. Alignement of the
motility force with the cell velocity v is implemented
by taking different rates for the Poisson-distributed
interval depending whether the motility force is in the
direction of the cell velocity (f · v > 0) or opposite to
it (f · v < 0). As in [91], the alignment of motility
forces with cell velocity (i.e. tissue flow) is able to
produce, in a suitable parameter regime, velocity fields
with large correlation lengths similar to those seen in
experiments.

The behavior of the model described by (14,15)
was subsequently considered [94] for different numbers
of particles confined in a large disk (ie at different
particle densities). An alignment transition was
observed together with the appearance of large density
fluctuations at an intermediate density. At a larger
density, a jamming transition was observed with each
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particle remaining caged around a mean position
and performing a small circular oscillatory motion
around it. This latter regime may apply to the
dynamics of some active particles. For cells, CIL is
expected to be dominant at high cell densities and the
potential relation to jamming is discussed in section
5.2. Oscillatory motion of cell polarization has however
not been reported in this context.

The wish to have a simple particle model
that could be fitted in a simple and quantitative
way to experimental observations has motivated
the formulation of the interacting particle dynamics
proposed in ref. [95]. It reads

dvi

dt
= −αvi + β(〈vj〉j∈Ni − vi) +

∑
j∈Ni

fij + σ ηi (17)

The particle dynamics combine several pieces proposed
in previous works. The α term describes the cell
velocity persistence as in the Fürth description while
ηi is an independent noise term for each particle which
accounts for the active and intrinsically stochastic
motion of cells. In addition, each particle i interacts
with its nearest neighbors in the neighborhood Ni,
defined here in a topological way with an upper bound
on distance (each particle interacts with its nearest
neighbors as long as they are not farther than a
distance comparable to maximal cell extension). The
interaction with neighbors has two components. The
β term drives velocity alignment between neighbors
with the velocity of particle i tending to align with
the mean velocity of its nearest neighbors. This term
acts as a discrete viscosity and is directly inspired by
Vicsek et al’s proposal [75]. Another type of interaction
between nearest neighbor i, j, is mediated by the two-
body force fij which , as in previous descriptions (13,
14), is repulsive at short distances and attractive at
longer ones. In the context of the previous distinction
(3,4) between motility and friction forces, one can
note that in (17) interactions have implicitly been
taken to affect the motility force and thus considered
as originating more from signaling than from pure
mechanical interactions in contrast to (14).

The model was found to reproduce well the
motions of cells as quantified by their velocity
probability distribution function (p.d.f.), velocity
temporal autocorrelation and velocity-velocity cross-
correlation as further described in section 6.1. This
quantitative analysis obviously required a suitable
choice of parameters but also that the noise ηi was
not white but itself an Ornstein-Uhlenbeck process

τ
dηi
dt

= −ηi + ξi(t), 〈ηa,i(t) ηb,i(t′)〉 = δa,bδ(t− t′)(18)

where the indices {a, b = x, y} denote space
coordinates. Whereas for a white noise, (17) would
be associated with a stationary equilibrium measure of

a Boltzmann form with an effective temperature, the
colored noise (18) makes the model depart more fully
from an equilibrium description. With these choices,
the model was also found useful to interpret the motion
of MDCK cells in confined environments (section
7.2) as well collective migration on free surfaces
(section 6) and the allied interface dynamics (section
6.2 and 7.3). It should be remarked that (17,18)
are phenomenological. The velocity alignment term
produces, with a suitable choice of the parameter β, a
velocity correlation length which is large as compared
to the cell size. It remains however to explain how
such a term emerges from more elementary processes,
for instance via mechanical processes such as repeated
encounters between neighbors as observed for synthetic
walkers [87], via alignment of motility force and cell
velocity [91, 93], or as it is probable, whether it also
involves signaling processes through adhesion between
cells [96, 97, 98] or CIL as recently proposed [99]. For
a system in close vicinity of the jamming transition
(section 5.2), the collective dynamics can also exhibit
a large velocity correlation length without the need for
an explicit velocity alignment mechanism (Figure 3B).
It should be further noted that the model of (17,18)
is qualitatively different from the previously described
(14) or from more general active brownian particle
model. As the single cell Fürth’s model on which it
is based, or more recent refinements [44], it does not
assume a preferred nonlinearly selected cell velocity.
As such, it does not exhibit a true flocking transition.
This was found [95] to match the experimental results
of [100] but it cannot be excluded that the model
should be modified for different substrates, different
conditions or different cells. In this respect the recent
single cell model of [66] which presents different cell
dynamical regimes appears of interest.

3.2.3. More extended cell description Cells mechan-
ically interact with each other by contact. Cell-cell
adhesion, cell-substrate adhesion and cell contractility
are central in the control of their shape and motility. It
is therefore desirable to develop models that explicitly
incorporate these elements.

The need to include a description of cell shape
and of a cell interface with its neighbors is most
clearly apparent when cell dynamics are primarily
controlled by interactions between neighbors rather
than by locomotion on a substrate. Representative
processes include cell segregation and developmental
processes such as gastrulation in which exchanges of
neighbors appear to be the primary dynamical drive.
It has been observed that in a mixture of cells of
different types, cells rearrange and sort out. The
process is reminiscent of domain growth after a quench
in a two-phase equilibrium region and demixing of
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two immiscible liquids. These dynamics are driven
by minimization of interface energy. Similarly, it was
suggested long ago in the seminal work of [101], that
cell sorting is a consequence of differential adhesion.
Inspired by the physics analogy, Glazier and Graner
[102, 103] proposed to model this process by simulating
a q-state Potts model, where each cell is represented in
an extended way by a domain of sites in a given Potts
state.

The Cellular Potts model (CPM) is formulated
on a lattice of N sites. Each site i can be in one
of Q states, i.e. σ(i) can take one of the values
1, · · · , Q as in the Potts model. In a configuration
of lattice state, each cell corresponds to the (possibly
disconnected) ensemble of sites in a given lattice state,
so that a model with Q states represents Q − 1 cells
and the intercellular medium (m). One can also
represent cells of different types, by choosing states to
come in different “colors”. To investigate cell sorting,
“light” and “dark” colors can be chosen to distinguish
two different cell types, such that e.g. states/cells
1, · · · , q1 − 1 are light (l) and states/cells q1, · · · , Q− 1
are dark (d) [102, 103]. An energy is assigned to
each configuration of lattice sites as a sum of the
energies assigned to lattice bonds. The energy is the
lowest possible, taken to be 0, when two neighboring
sites are in the same state i.e. belong to the same
cell. When the two sites are in different states the
energy is higher and depends only on their respective
colors, i.e on the cell type, with the 5 possibilities
J(d, d), J(l, l), J(d, l), J(d,m) or J(l,m). The relative
values of these energies control the model favored
states. Finally, an energy term enforces the area of
each cell, i.e. the number of sites in a given state. The
energy E(C) of a given site configuration C thus reads,

E((C)) =
∑
N (i,j)

J (c[σ(i)], c[σ(j)]) {1− δ[σ(i), σ(j)]}

+ λ
∑

i=1,···,q
[Ai − n(i)]2 (19)

where the first sum is over the pairs of neighbors
in the lattice, chosen as nearest as well as next-
nearest neighbors on a square lattice to minimize the
unphysical anisotropy arising for discretization. In the
first sum, c[σ(i)] and c[σ(j)] denote the colors of the
two neighbors of the pair N (i, j) in configuration (C)
and the discrete δ-function ( δ[i, j] = 1 if i = j, and 0
otherwise) enforces that there no energy cost to have
neighboring states in the same state, i.e. belonging to
the same cell. The second sum constrains the area of
each cell to be close to a desired area with Ai is the
desired number of sites (area) of cell i, and n(i) the
number of sites in state i in configuration (C).

The model is simulated by Monte-Carlo (Metropo-
lis) dynamics at a temperature low enough so that en-
ergy minimization is the dominant factor driving the

dynamics. This is required to have a single connected
domain containing (almost) all sites in the same state
(i.e. cells in one piece). A modified Metropolis algo-
rithm has also been introduced to strictly preserve cell
connectedness at the expense of maintaining detailed
balance and a strict connection to equilibrium statisti-
cal mechanics (see Glazier et al in [104] for a review).
In this low temperature regime, the dynamics follows
a decreasing energy path. One can, for instance, easily
determine the conditions for cell sorting [103].

The popularity of the CPM is due in part to the
fact that it can describe adhesion without the need to
explicitly track cell interface. This makes the model
easy to program and to simulate. The CPM has been
extended to include cell growth, cell division, external
fields to model chemotaxis, and the original Metropolis
algorithm has been modified to avoid disconnected cells
(for a review of these model refinements and some
simulation packages [104]).

This has also motivated several groups to try and
generalize it to motile cells [105, 106, 107] (Figure 3B).
The general idea is to add forces that tend to move cell
q (i.e. the ensemble of spin values in the state q) in the
motile force direction nq. This can be done by adding
to the energy (19) the “motility” term

Emotility = −
∑

q=1,···,Q−1
µqnq ·Xq (20)

where Xq is the “center of mass” of cell q, namely
the average position of the sites in state q. Motility
is driven by the changes of the cell interface which
preferentially take place in the direction nq. The
dynamics of the vector nq is taken to align with the
cell center of mass velocity on a time scale τ , similarly
to the single particle (15).

The appealing features of the CPM come,
however, with less attractive ones that originate from
the biologically unrealistic microscopic dynamics of
the CPM. In the model, cell motion is driven by
membrane fluctuations. However, these fluctuations
are somewhat artificial since they are quite different
from the actual cell membrane dynamics. The
allied necessary fine discretization of the cell and
its interface makes model simulations time-consuming
without bringing realism at the scale that is simulated.
It also comes with undesirable features, like surface
tension anisotropy, detachment of cell pieces that have
to be corrected in a somewhat ad-hoc fashion. This has
motivated the search for alternative more-controlled
descriptions of cell adhesion and contractibility.

One such description [108] of epithelial tissues
that is enjoying renewed interest [109, 110, 69] is
provided by the so-called vertex models. In a two-
dimensional setting, the vertex model takes interfaces
between cells as straight segments and cells assume
a polygonal shape. As for the CPM, this type of



11

models has first been applied to tissue dynamics driven
by cell rearrangement. It is assumed to be well
described by motion of the polygon vertices driven
by energy minimization, with the energy of a cell
configuration depending on the cell areas Ai, the cell
perimeter Pi and the length Lij of the interfaces
between neighboring cell pairs < ij >. A popular
choice [110] reads,

Ev =
∑
<ij>

GijLij +
∑
i

Hi

2
P 2
i +

∑
i

Ki

2
(Ai −A0

i )2(21)

=
∑
i

[
Hi

2
(Pi − P 0

i )2 +
Ki

2
(Ai −A0

i )2
]

+ cst. (22)

In (21), the first term with Gij < 0 favors the growth
of Lij and represents adhesion between cell i and j.
The second term is meant to represent the elasticity of
the cell cortex with Pi the cell perimeter. As written
in (22), both terms combine to set a preferred cell
perimeter P 0

i for cell i (P 0
i = −

∑
j Gij/(4Hi)). The

last term in (21) prescribes a preferred area A0
i for

cell i. In the simplest case [110], these parameters
take the same values G,H,K and A0, for all cells and
cell interfaces. The minimum energy configurations
depend on the parameter choice. They include a stable
honeycomb lattice when the preferred perimeter P0

arising from the first two terms in (21) is smaller than
the perimeter of the hexagon of area A0 and “soft”
lattices in the opposite case. Germ-band extension in
Drosophila has interestingly been shown to be well-
described by a vertex model with an orientation-
dependent tension [69]. Algorithms have also been
devised to compute the relative energy constants
associated to different cells and interfaces from the
morphology of an actual epithelium [111, 112, 113].
Finally, the model has been extended to describe
non-planar configurations and tissue buckling with an
added bending energy term [114].

As the CPM, vertex models can also be
generalized to motile cells. The “center of mass” Xcm

i

of cell i can be defined as the average of the coordinate
of its vertices. In order to generate a cell motility force,
[115] introduces the average location Ri at which cell
i adheres and pulls itself on the substrate and add to
the energy (21) the elastic term Emot with

Emot =
κ

2

∑
i

||Ri −Xcm
i ||2 (23)

The dynamics of the pulling location is taken in [115]
to be relaxational with a random pulling component

σ
dRi

dt
= κ(Xcm

i −Ri) + γξi(t) (24)

where ξ(t) is a vectorial white noise as in (2). Motility
could alternatively be created by an energy term like
(20) and a persistent dynamics for the motility force
like (15).

Finally, there also exists attempts to include
adhesion and contractibility in particle models when
the cell descriptions are reduced to single points.
In this case, a Voronoi construction does not only
determine neighbors. It is also used to define cell
interfaces which are approximated by the edge of the
Voronoi lattice. The dynamics of the cell center can
then be driven both by motility and from the variation
of a vertex-model-like energy [116, 117].

Both in the CPM and in the vertex model
description or its variants, it is assumed that forces in
epithelial tissue can be fairly described as the gradient
of an energy. This certainly needs to be scrutinized in
future works. We have discussed in 3.1.2 the recently
described pulsatile character of actomyosin dynamics.
It has also been described recently how an acto-
myosin driven retrograde flow of cell adherens junctions
allows dynamic rearrangement of intercellular contact
and makes strong adherence between epithelial cell
compatible with their collective motion [118]. Clearly,
these features of contractility and adhesion lie beyond
the simple assumed description. It remains to see
what the implication of these results is for tissue
level dynamics and generally what a more accurate
description of contractility and adhesion dynamics
brings.

3.2.4. Continuous media approaches Cell-based ap-
proaches offer the advantage that the biology of cells
and their interactions can be described in a transparent
way and can be easily refined if useful. With present
computers, the corresponding models are also easy to
program and simulate. However, mathematical anal-
ysis and conceptual understanding are often simpler
to develop when continuous descriptions are used, as
experience with fluid mechanics and solid mechanics
clearly shows, as well as sophisticated analyses of sta-
tistical mechanics problems (e.g. the renormalization
group approach to phase transitions). In general, con-
tinuous descriptions require that the spatial variations
take place at scales that are large compared to the
size of the individual agents (although structural small-
scale variations, as in the case of deformations of non-
Bravais lattices, can be taken into account by introduc-
ing supplementary fields (see e.g. [114] for an example
in the context of tissues). In the simplest cases, the
specificities of the elementary interacting agents are
simply condensed at large scale in the symmetry in-
variance of the continuous equations (e.g. translation
invariance, isotropy or rotational invariance under a
restricted rotation group for crystals) and a few pa-
rameters (viscosity, elasticity moduli,...). Continuous
descriptions often also render easier the numerical de-
scription of large scale movements or large scale struc-
tures since the relevant scale for the needed resolution
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is more tied to the movement correlation length rather
to the scale of the elementary moving agent. These
different reasons have provided a strong incentive for
different groups to develop continuous approaches for
collective motion in general and for cells in particular.

Continuous descriptions are classically obtained
by focusing on “slow modes” with vanishing restoring
drive at long wavelength. Slow modes can arise in
different ways. A first common one is that spatially
homogeneous steady states form a continuous attractor
rather than discrete states. This can be due to the
existence of symmetries or to conservation laws (which
can be unrelated to symmetries, like particle number).
There clearly is no restoring drive when one spatially
homogeneous state is changed for another one. For a
spatially-varying solution on the continuous attractor,
one then can assume that the restoring drive vanishes
as the length-scale of the spatial variation grows. This
allows one to use a gradient expansion and write
“hydrodynamic” equations valid for slow spatial and
temporal variations.

A second usual way to obtain a continuous de-
scription consists in focusing on the neighborhood of a
supercritical bifurcation (e.g. a 2nd order phase tran-
sition in equilibrium statistical mechanics). Associ-
ated to the bifurcation, there is a zero-mode, that is
a perturbation of the homogeneous critical state with
a vanishing linear restoring drive. Again in the vicin-
ity of the critical point, long-wavelength perturbations
in the direction of the zero-mode produce weak restor-
ing drive and give rise to a slow mode. Gradient ex-
pansions can be used to obtain continuous descriptions
à la Landau-Ginzburg, eventually also taking into ac-
count hydrodynamic modes associated to symmetries
or conserved quantities [119]. In this second approach,
one also takes advantage that the bifurcation ampli-
tude (a.k.a the order parameter) is small, close to the
critical point. This allows one to only keep the first
few algebraic powers of the order parameter as non-
linear terms in the continuous equations (the so-called
bifurcation normal form).

For “active” particles, both approaches have
been employed. For cells moving on a substrate
(the so-called “dry-friction” case), cell number is
an (approximately) conserved quantity when cell
division and apoptosis do not play an important
role. Additional slow modes come from deformation
associated to translation invariance i.e. compression
modes. They can also arise from rotational invariance
in the presence of cell velocity and polarization
ordering with also an additional slow mode in the
vicinity of this flocking transition. One difficulty is
that the general approaches outlined above generally
produce a multiplicity of possible terms and unknown
parameters in the equations. It is then tempting

to derive the continuous media parameters from
microscopic ones [120] but this requires to consider
limiting cases (e.g. dilute media) that are generally
far from those of interest. Another less-principled
approach is to simply consider the terms that are
thought to reflect the dominant mechanisms of interest.
We discuss a few examples of these general strategies
below.

One of the early continuous description was
developed for the Vicsek model by Toner and Tu
[79, 80]. It illustrates the hydrodynamic approach
as well as some the encountered difficulties. In the
original approach [79, 80], it was proposed that the
large scale dynamics of the Vicsek model is equivalent
to that of a density field ρ(x, t) advected by a velocity
field v(x, t), as for a fluid. Since in the model, there is
no division nor death of particles, the density should
obey a conservation equation written under the usual
form for a compressible fluid,

∂tρ+∇(ρv) = 0 (25)

Note that even this usual equation requires further
justification: one could have written a more general
density current and for instance have added a diffusive
term for the density on the r.h.s. of (25).

Toner and Tu focus on the flocking phase for
which the local average velocity v(x, t) serves as an
order parameter. The robustness of the postulated
flocking phase to intrinsic fluctuations, is investigated
by using a a gradient expansion with all the relevant
terms compatible with rotational and translational
symmetries,

∂tv + λ1(v · ∇)v + λ2(∇ · v)v + λ3(∇|v|2) = vF (|v|)
−∇P +DB∇(∇ · v) +DT∇2v +D2(v.∇)v + ξ (26)

with the constants λs and Ds respectively controlling
the magnitude of advection-like terms and viscosity-
like terms. The pressure term P (ρ) is taken to be
an arbitrary function of the density and, although not
indicated explicitly, all coefficients are supposed to be
function of the velocity modulus. The function F is
as well an arbitrary function of the velocity with an
assumed zero at |v| = v0, so that the homogeneous
steady flocking states stand on a circle of radius
v0 in the velocity plane. The last ξ term in (26)
is a white noise field, kept to study the effect of
remaining averaged microscopic fluctuations. After
linearization of (26) around one of the homogeneous
bifurcated steady states, a straightforward calculation
shows that at lowest order, noise gives rise to divergent
fluctuations of the macroscopic average velocity v. For
the equilibrium XY model, the analogous divergence
points out the inconsistency of assuming long range
order [78, 77]. Toner and Tu however argued in
[79, 80] that the non-galilean invariance of (26)
introduces a drastic change. Using renormalization
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group calculation, they conclude that allowed relevant
nonlinear terms in the nonequilibrium (26) modify
the critical exponents and allow the existence of the
flocking phase. The calculation also explains the
occurrence of giant density fluctuations.

In spite of this success, several facts make the
problem worth of further theoretical scrutiny in two
dimensions. First, the calculations are done near 4
dimensions so the extrapolation to 2D is not obvious.
Initially, this was elegantly surmounted by obtaining
the values of the 2D exponents from scaling relations
between them. Unfortunately, more recent work
has shown that the neglect of a possible anisotropic
pressure term Q(ρ) (i.e. [v · ∇Q(ρ) ] v) invalidates this
analysis [121]. Second, the flocking transition itself
was not considered in [79, 80] and remained to be
described. Third, there has not been much theoretical
analysis of the other phases numerically identified
in the generalized Vicsek model of [89]. Particle
interchange is thought to be at the root the Vicsek
phase stabilization. One can thus wonder whether
the “moving crystal” of [89] truly exists and how it
is stabilized.

Several works have tackled some of these ques-
tions. Kinetic theory has been used to derive (25, 26)
from a Vicsek-like model, relating the different coef-
ficients in (25, 26) to the parameters of the particle
model in the dilute limit [120]. A simple heuristic mod-
ification of (26) has been recently elaborated [84] to
describe the 1st order flocking transition. It also seems
to account for the allied travelling bands of flocking
states that are seen in the vicinity of the transition.

Some authors have also proposed continuous
descriptions for a cell monolayer moving on a substrate
which include both cell velocity v and cell polarization
p [122, 123, 124]. It is generally supposed that cells
exert a pulling force −fp on the substrate opposite
to their polarization, as well as a friction force ζv in
agreement with the simple single cell description (3).
Force balance reads

∇.σ + fp− ζv = 0 (27)

where σ is the stress tensor in the monolayer. The
stress tensor itself is decomposed in an intercellular
stress tensor σc and an active intracellular stress tensor
σa. One can remark that this continuum description
features two sources of active forces, fp (cell motility)
and σa (cell contractility), whereas most particle cell
models include only an active cell motility.

It appears reasonable to assume [122] that
the intercellular stresses obey Maxwell visco-elastic
description,

τ
∂σc
∂t

+ σc =
η

2
[∇v + (∇v)T −∇ · v Id] + λ · v Id (28)

with Id denoting the identity matrix.

Cell division and apoptosis have been shown to
contribute to tissue fluidization [125] but even in
their absence, it is estimated that τ = 15 mn in
[122] based on cadherin turnover rate. Note also
that a total derivative including advection terms could
be appropriate on the l.h.s. of (28). The active
intracellular stress tensor is supposed to be along the
cell polarization σa ∝ pp in [122] whereas an isotropic
tensor is taken in [124]. Finally, one needs to describe
the dynamics of the cell polarization. This has been
modeled [122, 126, 124] similarly to a nematic director
[127, 128],

∂p

∂t
+ v · ∇v − 1

2
(∇× v)× v = κ∇2p (29)

where the elastic Franck moduli have been supposed
to be equal. The advection terms are borrowed from
the liquid crystal literature [127, 128] by identifying
cell polarization and nematic director, an assumption
that would deserve further scrutiny. These advective
terms are estimated to be small and are neglected
in other works [124]. It should be noted that
the innocuous-looking elastic coupling term for cell
polarization is important since it takes the role of
the Vicsek alignment term in this description. Its
biological origin remains however to be determined. As
we discuss below, this type of continuous model has
been used to describe epithelium dynamics in wound
assay experiments either in the free interface geometry
[126, 124] (section 6.2) or the closed contour one [122]
(section 7.2).

We have shortly surveyed here, different types
of modeling that have been developed to describe
collective cell motion. The present models account
for the underlying biology in a very simplified way,
certainly oversimplified in many respects. Basic
assumed features and interactions are somewhat
uncertain, in several instances. It appears that more
firmly grounded theoretical descriptions can only be
gained from well-controlled experimental investigations
and detailed tests. We proceed and describe where we
presently stand in this quest.

4. Experimental approaches-Experimental
models

Studying in vitro situations of collective cell migration
relies on specific techniques and analyses. Although
this review does not specifically deal with experimental
details, it seems useful to go rapidly over the major
techniques used in this context and to insist on
the most recent developments. The mechanical
characterization of assemblies of cells in motion
encompasses in particular dynamically mapping the
displacements of the cells, the forces they exert on
the substrate (traction forces), and the intercellular
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forces. A full characterization, however, is not limited
to these physical descriptors. To fully understand
the phenomena at play, it is also necessary to probe
in parallel the signalization pathways. Importantly,
to address the emergence of collective phenomena,
it is crucial to characterize the system both at the
population scale and at the scale of the individuals
within these populations. This is the equivalent of
macroscopic vs. microscopic scales in many classical
statistical physics problems.

4.1. Experimental in vitro systems

In vitro, a vast majority of the collective migration
experiments deals with epithelial cells plated on a
surface. Among the model experimental cell systems,
the Madin-Darby Canine Kidney (MDCK) cells are
probably the most popular. They represent a
prototype of epithelial cells in culture with well-marked
apico-basal polarity and strong cadherin-mediated cell-
cell adhesions. To study human cell lines, other cell
types have been investigated and in particular the
MCF-10A epithelial cell line derived from the breast
as well as various derived tumorigenic cell lines.

Most of the experiments deal with cells plated
on planar rigid surfaces (glass or plastic). These
substrates may be coated with extra-cellular matrix
proteins such as fibronectin, laminin or collagen. They
can also be used directly, in which case, the cells
produce their own matrix on which they migrate. Soft
polyacrylamide or silicone gels have also been used as
substrates because of their compatibility with Traction
Force Microscopy (TFM, see section 4.4) and in this
case, a coating is mandatory.

Some experiments have dealt with 3D situations
by growing cells in collagen or matrigel gels. Inter-
mediate situations where cells migrate in topologically
complex environments (pillars, wires, ..) or sandwiched
between two gel slabs, have also been investigated.

4.2. Observing cells in a monolayer

As already mentioned, collective migration requires
analyses at different scales. Optical microscopy is
particularly well suited to the study of cells, allowing
to go from monolayer imaging at low magnification to
subcellular details. Beyond cell observation, optical
microscopy is also the right tool to access the flows
and forces in the monolayer as described below. Of
note, the dynamics of these systems is slow and goes
with long acquisition times (days or weeks).

Phase contrast microscopy that allows detecting
thickness gradients such as cell contours is well-suited
to the observation of cells in a monolayer. Specific cell
components can be imaged by fluorescence microscopy

at high magnification after fixation and labeling (in
particular by immunofluorescence techniques).

Live cells can be observed by fluorescence
microscopy at the extra cost of a transfection of
the cells with a fluorescent construct. In this way,
specific components of the cells can be dynamically
monitored. In particular, targeting the nucleus allows
the measurement of cell density and the tracking of
cell trajectories. Nuclei can be labeled with a chemical
dye for a limited time because of toxicity or, via the
labeling of histones with a fluorescent construct.

4.2.1. Wound healing To offer free surface to a
bidimensionnal cell confluent layer, the wound healing
assay appears to be the technique of choice. It has
been used for decades and consists in making a physical
scratch in a confluent monolayer [129]. One then
observes how the monolayer responds to this stimulus
by migrating collectively on the cell-free surface to
restore its integrity. Very small (typically one cell size)
wounds can also be created in a cell monolayer by laser
ablation [130].

Although this technique is widely used and
provides an easy-to-implement tool to study cell
migration, several practical caveats should be noted.
First, the scratch creates a physical wound in the
monolayer and therefore, damages or permeabilizes the
cells of the newly created border. Second, the initial
free edge of the monolayer is not well defined, debris
are left in the scratched gap and the cellular content
of the mechanically destroyed cells goes in the culture
medium. Third, and perhaps more importantly, prior
to the wound, cells modify the surface they adhere
to, in particular by secreting extra cellular matrix;
therefore, the cells set to migrate by a scratch-wound
actually move over a conditioned, largely uncontrolled,
substrate. Finally, besides the trauma caused to the
cells by the ripping off of cell-cell adhesions needed to
create the free edge, it may take some time for cells to
switch from their phenotype in the bulk of the initial
monolayer to the one they may eventually acquire at
the edge.

To alleviate some of these drawbacks, alternative
techniques have been proposed. For example, microflu-
idic assays have used the laminar flow characteristic
of low Reynolds number microfluidic flows to remove
human vein endothelial cells (HUVECs) from a conflu-
ent monolayer with high precision along a well-defined
stripe [131]. However, the most commonly used alter-
native to the scratch wound assay remains the barrier
assay that consists in culturing a monolayer limited
by a physical barrier until it reaches confluence. The
barrier is then removed and cells are left to migrate
[132, 100, 133]. By not physically injuring the cells, this
approach solves some of the ambiguities of the scratch
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wound assays.
The recent and massive development of microtech-

nology in biology has allowed the design of barriers of
various shapes and sizes (squares, disks, ellipses etc...)
and the testing of relevant features such as wound
size or curvature. A related technique consists in mi-
cropatterning the surface with a cell-repellent coat-
ing separating areas where cells are grown to conflu-
ence. The chemistry of the coating is tailored so that
it can be desorbed by an external signal such as light
or an electrical field, which then triggers cell migra-
tion [134, 135]. These barrier or barrier-like assays can
be used to produce long wounds with basically infinite
edges or smaller closed-contour wounds with a contin-
uous edge. Upon migration, these two geometries cor-
respond to expanding or converging flows [136].

Of note, several works have combined surface pat-
terning with cell migration by coating the substrate
with robust adherent/non-adherent domains. Adher-
ent domains are classically glass or plastic possibly
coated with an extracellular matrix component like
Fibronectin or Collagen. The non-adherent coating
is generally based on polyethyleneglycol (PEG) chem-
istry [137, 138]; it has to be very robust to allow for
long observation times.

4.3. Displacement field

In the particular situation of wound healing, the
progression of the front edge of the monolayer
can be monitored with time. This provides a
first global indication on the cell dynamics. A
more detailed interpretation requires the simultaneous
characterization of individual cell trajectories within
this population. However, monitoring the trajectories
of cells which collectively migrate within a monolayer
proves to be a difficult task. The high cell density
makes it difficult to follow cells from one frame to
the next and to extract individual trajectories, when
they are not labeled with a fluorescent dye. Tracking
individual cells is however possible at the free edge
where the cell density is smaller. Therefore, the
common strategy of analysis of wound assays is to track
several edge cells (most of the time, manually) and
extract an average speed and persistence [139].

The difficulty of accessing information on the
cell displacements within the monolayer can however
be overcome in different ways. The first approach
is to label cells in the monolayer. Sparse cells
transfected with a cytoplasmic fluorescent protein
[68] or even densely packed cells whose nuclei or
membranes have been fluorescently labeled [140] can
be tracked and their trajectories reconstituted. This
strategy can be automated up to a certain point;
however it necessitates the extra cell labelling step,
notwithstanding the potentially deleterious effects of

this treatment on cell viability or motility. Moreover,
some degree of manual supervision is often necessary
for the analysis, which can dramatically increase the
analysis time.

Another strategy (Particle Image Velocimetry -
PIV) has recently proved to be very well suited to
the mapping of local displacements in cell monolayers.
In contrast with the Lagrangian approach of cell
tracking, PIV takes an Eulerian approach by mapping
the velocity field in the monolayer at each time-
point, without relying on the actual trajectories of the
individual cells. PIV is widely used in hydrodynamics
to measure local flows in liquids where small beads
have been dispersed. Briefly, subwindows are defined
in each image of a movie and a cross-correlation is
performed between subwindows identically positioned
in successive frames (Figure 4A). The correlation peak
then corresponds to the average displacement [141].
One of the major advantages of the technique is that it
does not require cells to be modified, with a fluorescent
dye for example. The texture of images acquired in
phase contrast is sufficient to allow the computation of
the correlation plane [142, 143].

From the velocity fields, it is then easy to
quantitatively measure and map various descriptors
such as the divergence of the velocity field or its
vorticity[12, 142]. For example, it is straightforward to
measure the velocity spatial correlation function and
extract a correlation length that describes the range
over which movements in the monolayer are correlated.
Time correlations can be similarly assessed.

Therefore, PIV provides a fully automated,
objective way to quantify collective migration for
cells positioned not only at the front edge but also
in the monolayer. For instance, the distribution
of the cell speeds can be measured as well as
the orientational order of the cell velocities. The
allied order parameter is a good descriptor of the
coordination of the displacements in the monolayer;
it conveys an information equivalent to the persistence
computed on individual trajectories [142]. Moreover,
mapping the velocity field is fully automated and fast
once the parameters of the analysis have been set. PIV
makes it possible to analyze many movies and therefore
to integrate this analysis in high throughput migration
assays to classify genes or drugs [144].

4.4. Stress field

Mechanical traction forces exerted by cells on their
substrate are classically measured by plating cells on
soft gels (Polyacrylamide or PDMS) in which small
fluorescent beads have been dispersed [145]. The
displacement field measured on the position of the
beads can be inverted to access the force field [146,
147] (Figure 4B). This approach has been recently
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extended to multicellular assemblies [148]. Of note,
this inversion is a complex mathematical problem
that necessitates a fine tuning of the parameters used
to perform it. Thanks to the constant increase in
computational power, this technique is now very widely
used under the name of Traction Force Microscopy
(TFM). Importantly, using soft continuous gels as
a substrate allows stress to be transmitted via this
substrate which in return can modify the behavior of
the cells [149].

Another technique has been proposed to get
around some of these limitations. In the micro-pillar
assay, cells migrate on top of an array of flexible PDMS
micron-size pillars (Figure 4C). The deflection of each
pillar whose geometry and elasticity are known, gives
directly the local force exerted on the surface [150, 151].

The forces at cell-cell junctions are a very
important piece of information that can be extracted
from the strain field caused by the cell traction forces
at the surface of the gel [152] or from the map
of the traction forces exerted on the surface using
force balance (Monolayer Stress Microscopy (MSM);
Figure 4D) [153]. In one dimension, the calculation
is exact [148]. However, in 2 dimensions, it requires
knowledge of the monolayer rheological properties
[154]. It is typically assumed that the monolayer
behaves elastically [154]. This assumption has been
supported by independent numerical simulations [155]
and by recent inference Bayesian inversion techniques
[113]. In any case (soft pillars or soft gels), forces are
measured via displacements at the surface. This means
that the substrate must have some flexibility that can
itself affect the result [156] and, more generally, the
behavior of the cells, including the characteristics of
their collective migration [157]. Therefore, the choice
of the ”right” stiffness results from a trade-off (the gel
has to be soft enough to be able to measure the forces,
yet stiff enough not to perturb too much the migratory
phenotype).

4.5. Signaling

A full description of the various techniques used
to identify the proteins at play and measure their
concentration and activity is beyond the scope of the
present review. We merely mention here a few recent
developments. To identify in an unbiased way the
genes regulating collective migration, several studies
have performed high-throughput wound-healing assays
[129]. These screens, that can use different read-
outs, have identified several protein families with an
emphasis on cytoskeleton or cytoskeleton-associated
proteins [139], growth factors [140] or adhesion proteins
[139, 140, 158]. Once a protein of interest has
been identified, its function can be targeted using
specific inhibitors or with mutants lacking this specific

protein. The proteins that participate to cell-cell
epithelial or endothelial junctions are among the
favorite targets of these experiments. They include
cadherins, myosins that ensure contractility, and the
previously mentioned Rho-GTPases, Rho itself which
acts upstream of myosins, and Rac, that is involved
in actin polymerization and is antagonistic with Rho
[159]. Concentrations of these proteins can be locally
estimated by fluorescence. In many situations, the
activity of the protein is a more relevant measurement.
The active form of the protein goes with a change of
conformation that can be measured locally by using
cells transfected with biosensors that emit a specific
FRET signal when the protein is active [160, 161].

5. Flows and forces in confluent monolayers

5.1. Contact inhibition of locomotion

As described in section 2 (see Figure 2),“Contact
inhibition of locomotion” (CIL) describes the arrest
of two migrating cells when they touch and the
subsequent reorientations of their displacements. This
phenomenon is complex, involving the sensing of
one cell by the other one and their subsequent
repolarizations. Although it has been described long
ago in the case of fibroblasts migrating on a surface
[20, 162], the mechanistic basis of CIL that involve
different signaling pathways is still not fully understood
[163, 18, 164, 165]. Contact inhibition would make
one anticipate a complete arrest of motion for a cell
in a monolayer since there is no direction of motion
free of cells. However, this is not what is generally
observed. As a matter of fact, cells remain motile
even in confluent monolayers where there does not
remain areas free of cells. Cells move within these
monolayers by developing lamellipodia but, since there
is no free space, these lamellipodia develop under
the nearby cells (cryptic lamellipodia) [68]. It is
observed however that movements gradually slow down
as density increases because of cell proliferation. Of
course, the situations where the monolayer presents a
free edge for instance after a wound, is different and
the edge itself acts as a cue for migration [9].

5.2. Jamming of a cell monolayer

One generally observes that the average velocity of
cells in a monolayer progressively decreases after
they reach confluence, a property that amounts to
a generalized CIL (the situation is different before
confluence where cells collectively migrate on the cell-
free areas). Initially, cells significantly move in groups
but at long times, these displacements freeze and
become more local. Since theoretical models and
numerical simulations have shown that self-propelled
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particles jam at high density [166], it is tempting to
interpret these observations in the framework of the
jamming theory classically used to describe granular
material or concentrated colloidal systems.

As a matter of fact, the changes in collective cell
dynamics are reminiscent of the transition observed
in granular systems with increasing density. In these
materials, the jamming transition - associated with the
glass transition in other types of materials - involves
clusters of particles whose characteristic size increases
with crowding, and the slowing down of movements
[167]. In other words, as volume fraction increases, the
movements freeze and the associated correlation length
increases [168]. Because of the analogy between stress
in granular media and temperature in glasses, a 3-
axes representation has been proposed with stress and
temperature as independent axes, the third axis being
the inverse of the volume fraction [167, 169](Figure
5A). In such a diagram, the so-called jamming surface
separates a fluid phase (above it) and a jammed solid
phase (below it, close to origin). For active systems,
the temperature is an effective temperature set by the
activity itself [170]. As previously mentioned, crossing
this surface goes with large spatial heterogeneities,
with large density fluctuations and clustering of the
fastest particles in large domains [94]. This framework
can be applied to describe the change of behavior
observed in Vicsek-like models [75] (section 3.2.1) as
their parameters are varied. The density and noise
intensity are then, respectively, the analogs of the
volume fraction and temperature.

The transposition to biological active matter such
as cell monolayers although tempting, necessitates
some important assumptions. For instance, the system
is usually treated as a 2D incompressible material
and the cell density is the equivalent of the surface
fraction. However, real cells are not purely 2D. Their
height increases as their density increases and their
projected area decreases, amounting to a finite 2D
compressibility. These questions which are already a
concern in the description of soft colloids [171], become
critical in this context.

The analogy with the jamming transition was
explicitly proposed and investigated with keratocytes
monolayers [91] and with MDCK monolayers plated
on soft polyacrylamide substrates [12]. In this last
example, the speed of the cells is spatially very
heterogeneous with fast cells regrouping in clusters.
This allows one to define a heterogeneity length as
the typical size of clusters of highest speed. As time
goes on, cell density increases because of proliferation,
and the cell mean speed decreases. In parallel, the
heterogeneity length increases. This behavior is typical
of a system approaching the jamming transition via
an increase in cell density. This conclusion is backed

by the observed reduction of diffusive motion with
cell density as cells get caged by their neighbors.
It has to be noted that the behavior is strikingly
different when cells of the same type are plated
on rigid glass slides [149, 172]. In that case, the
heterogeneity length decreases as density increases. On
soft substrates, part of the intercellular interactions
may be mediated via the substrate itself [149]. The
observed difference between hard and soft substrates
may also be the consequence of a modulation of the
cell-substrate adhesions that in turn may impact the
cell-cell adhesions [157].

The framework of the jamming transition can
also be used to interpret the collective behavior of
monolayers of MCF-10A breast cancer cells [173]. In
this case too, spatially heterogeneous dynamics at the
multi-cellular scale are observed in parallel with a
slow-down of all movements with time, as cell density
increases. Furthermore, as in the previous example,
the dynamics of individual cells at high density appears
controlled by transient trapping in cages formed by
their neighbors. The complex dynamics of relaxation
times involve the deformable nature of MCF-10A
cells whose rigidity is also a function of density,
similarly to what is observed with soft colloids [171].
Moreover, in the last stages of a wound healing assay,
when two identical MCF-10A monolayers fuse, the
interface between the two initial monolayers remains
well defined. No mixing of cells originating from the
two opposite monolayers occurs, regardless of their
homotypic adhesion [174]. This absence of mixing can
be interpreted as a resultant of the jamming of the cells
at this interface when the directed motion of the cells
at the two front edges is hindered.

This analogy between collective cell behavior and
a system close to its jamming transition has also
been tested in zebrafish embryonic tissues aggregates
where caging of the cells by their neighbors is observed
[175]. The particle-based mechanical model developed
to interpret these experiments shows that although the
system is fluid, it is close to its jamming transition,
suggesting that the viscoelastic rheology observed in
such systems is controlled by this proximity to the
transition. A similar effect could potentially impact
the interpretation of wound-healing experiments where
gradients of density naturally form (low cell density
at the front edge and high density in the monolayer)
[173, 176]. More generally, it is interesting to note
that the proximity of a transition has been argued to
be important in different biological contexts (see [177]
for a recent discussion).

In order to go beyond these dynamical observa-
tions, a series of experiments was performed in which
the stress field within the monolayer was carefully mea-
sured by MSM [153]. They demonstrate that the stress
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field is also spatially heterogeneous and dynamically
fluctuating with characteristics that are common to rat
pulmonary microvascular endothelial cells (RPME) as
well as MDCK and MCF-10A epithelial cells [153]. The
high intercellular stress cooperativity in these monolay-
ers increases with time and cell density. In parallel, as
the system progressively evolves from fluid to solid, the
movements of the cells gradually freeze while their ve-
locity aligns with the local direction of principal stress.
These observations confirm the analogy with a system
close to its jamming transition. The dynamic hetero-
geneities observed in the stress field and in the velocity
field were also analyzed for the MCF-10A cell line and
two derived MCF-10A cell lines [153]. Compared to
wild-type, the degree of local alignment of the velocity
with the direction of principal stress is favored when
the proliferation is increased and almost vanishes when
adhesion between cells decreases.

The analogy to jamming has pushed several
groups to try and adapt the classical three-axes
jamming diagram to the particular case of cell
monolayers. It was, for instance, proposed [176], that
on the three-axes jamming phase diagram (Figure 5A),
the equivalent of temperature is the cell motility, the
inverse of cell-cell adhesion plays the role of stress,
and the cell density is the counterpart of the volume
fraction. Such a phase diagram can be used to interpret
the dynamics of the MCF-10A epithelial cell line and
its two derived cell lines by positioning them with
respect to the jamming surface : the wild type is
unjammed but close to the transition, the cell type for
which the cell-cell adhesion is degraded is unjammed
and more fluid, and the one for which the proliferation
is enhanced is jammed.

The role of density per se as a relevant parameter
in the jamming of an epithelial monolayer appears,
however, questionable [178, 179, 172]. In an epithelial
monolayer, there are no gaps between cells and the
analogy between cell-density and volume fraction does
not have a firm basis, as stressed in [178, 117]. The
question was investigated using a vertex model (22),
approximating the monolayer as non-motile adjacent
cells with identical cell elasticity, active contractility
and interfacial tension [178]. Computing the values
of the energy barriers opposing cell rearrangements in
a disordered configuration shows that they are finite
below a critical value p∗0 ' 3.81 of the shape factor
p0 of the cells (defined as the ratio of their preferred
perimeter to the square root of their preferred area
(22), p0 = P0/

√
A0 ). In this case, the system

is frozen, and p0 < p∗0 corresponds to the jammed
phase. The cell-cell interfacial tension is dominated by
cortical tension in this phase, whereas cell-cell adhesion
dominates in the fluid regime.

The analysis was extended to motile cells with

intrinsic velocity v0 (14), using a vertex model based on
a Voronoi construction to define the forces fij between
pointlike cell ’centers’ [117]. In this generalized model,
the preferred shape factor p0,c(v0) depends on the
cell intrinsic motility. Quite remarkably however,
at the jamming transition the mean shape factor of
cells, based on observed perimeter Pi and areas Ai, is
independent of cell velocity and take the same value as
for non-motile cells, 〈Pi/

√
Ai〉 ' 3.81.

These predictions and the jamming transition
were investigated in several experiments dealing with
primary non-proliferating bronchial epithelial cells
(HBEC) from healthy and asthmatic patients [179].
At the same cell density, monolayers of cells from
asthmatic patients remain fluid while the normal cells
are already jammed, suggesting that the dysfunction
itself can be linked to the distance to the jamming
transition. Upon stress, normal cells fluidize before
returning to their basal solid-like jammed state
while this transition is considerably delayed for cells
from asthmatic donors, contributing to a permanent
remodeling of the tissue which is a landmark of the
disease. Since these experiments were performed
at constant cell density (these primary cells dont
proliferate), they support the view that cell density
is per se not a good control parameter of the
jamming/unjamming transition. These experiments
and the theoretical results led the authors to reconsider
the analogy with jamming and to propose [117, 180]
a phase diagram for monolayers (Figure 5B) where
the three-axes are the preferred shape factor p0, the
intrinsic cell velocity which acts somehow as stress, and
the directional persistence of cell motion (as measured
by the parameter 1/σ2 (15,16)). Increased directional
persistence is found to be associated with a more
collective behavior of cells which is more effective at
fluidizing the tissue.

Other experiments also downplayed the direct role
of cell density in the jamming transition for cultured
HBEC cell line [172] and found that in contrast,
motility, is a good control parameter playing the role
of an effective temperature. The velocity correlation
length was shown to exhibit an unexpected non-
monotonous behavior as a function of the r.m.s. cell
velocity [172] also observed with MDCK cells [115].
This observation results from an intrinsic maturation of
the system independent on the density which makes its
representative point move in the three-axes jamming
diagram. Indeed, in [115, 172, 179] both cell-cell
adhesion and cell-substrate were shown to evolve with
time. These biophysical parameters control the shape
factor and the cell motility in the analysis of [117].
Analytic estimations and simulations of self-propelled
interacting particles have confirmed the importance of
these changing biophysical parameters in accounting
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for the experimental observations [172].

5.3. Cell migration in confined environments

After cells reach confluence, but before they jam,
cells move within the monolayer over large distances
as compared to their size. Their displacements are
then correlated over long distances (many cell sizes;
see section 6.1). Confining the cells in well-defined
micropatterns whose size is smaller than or comparable
to this correlation length (around 150µm for MDCK
cells) gives an extra control parameter on the behavior
of the cells (Figure 6A).

By chemically patterning the surface, one can
confine cell cultures in well-defined domains of basically
any shape and size with a resolution of typically 1µm.
When plated in circular domains, epithelial cells show
large correlated movements in typically the first 30h
after confluence [181, 182, 183] (Figure 6B-C), after
which their displacements gradually freeze and become
very local as described in the preceding part (section
5.2).

Averaging the orthoradial component of the
velocity over all angles shows that, in average, its
maximum amplitude is reached at the edge of the
domains and is minimal at their center [181, 182], as
shown in Figure 6C. In small domains, the cellular
system approximately rotates as a solid body. The
rotation can occasionally change direction but these
changes are stochastic [182]. When the size of
the domain becomes very small, down to a few
cell sizes only, the discrete nature of cells manifests
itself. In particular, the persistence of the angular
motion increases with the number of cells but shows a
discontinuity when the number of cells increases from
4 to 5 (while adjusting the radius of the pattern to
keep the same cell density) [183]. This transition can
be explained by a change in the arrangement of the
cells. For 4 cells or less, all cells participate in the
pattern boundary. For 5 cells or more, there has
to be at least one cell in the center that does not
interact directly with this boundary. This arrangement
of cells is obviously very dependent on the exact shape
of the domains [184]. More quantitatively, different
theoretical models including Potts models [181], active
particles models [182] or approaches combining vertex-
like models and self-propelled particles [116] have been
used to describe the global rotation in small and
mesoscopic domains as well as the change of behaviors
between 4 and 5 cells in small domains [183].

The angle-averaged radial component of the
velocity is minimal at the center of the domains
and at their edges [182] (Figure 6B). These two
boundary conditions are expected from symmetry
reasons. However, more surprisingly, the radial speed
has a clear maximum at mid-radius. Phases where

displacements are oriented outwards alternate with
inward displacements. Averaging the radial component
of the velocity over the radius and analyzing it by
Fourier transform shows that these fluctuations have
an oscillatory character with a well-defined frequency
that decreases with the domain’s radius. These
“breathing oscillations” depend on cell-cell adhesion
and on actomyosin contractility but not on cell
proliferation. They are not a consequence of the
jamming of the system [94] since they are observed
while the cells are still very motile and explore large
distances. Furthermore, the phase difference between
different radial positions is close to zero. Thus,
these oscillations appear distinct from the mechanically
excited waves observed during wound healing of the
same MDCK cells on soft Polyacrylamide gels [185]
(section 6.1).

Cellular movements in a collectively migrating
monolayer can be well-described by the particle-
based model (17) where cells are persistent random
walkers that tend to adapt their velocity to that
of their neighbors [95] (section 3.2). The same
model was used for simulations in circular domains,
keeping the parameters of the model at the values
that were extracted from the migration experiments
[95]. This simple model recovers qualitatively and
quantitatively the global rotation of the cells and
their radial breathing oscillations (Figure 6D-E). These
breathing oscillations therefore appear to result from
the oscillatory modes caused by the stochastic motion
of the cells in a confining domain. In this view, the
observed oscillations can be interpreted as the filtering
at a particular frequency of the stochastic noise
generated by cell motion. It has been alternatively
suggested [124] that they result from a real oscillatory
bifurcation coming for a feedback loop between strain
and contractibility, as previously proposed [123] for
waves observed during wound healing [185] (section
6.1).

Very interestingly, the collective movement of the
cells in mesoscopic well-defined domains clearly shows
a Left-Right asymmetry which can be seen both on the
cell displacements and on their alignment. Similarly,
when plated on ring-shaped or stripe micropatterns,
cells of various types exhibit an intrinsic chirality in
their organization and displacements by favoring a
particular direction of migration/rotation [186] (Figure
7). The cells align accordingly and adopt a chiral
pattern with a well-defined angle between the cells
main direction and the direction of the pattern [186,
187]. The phenomenon appears to be actin- but not
tubulin-dependent; it also depends on cell contractility
[187] and on cell-cell adhesion [188]. The preferred
direction of rotation itself is fixed by the cell type. This
“collective chirality” appears to result from single-cell
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chirality. The centrosome of the edge cells is positioned
between their nucleus and the edge of the pattern with
a bias in one direction. MDCK cells in circular domains
show a similar trend although not as pronounced [182],
probably because the stagnation point at the center
is not as favorable to the development of chirality as
two parallel boundaries. Chirality in the structure
of single cells confined to circular domains has been
reported and shown to be the indirect consequence of
the chirality of the actin filaments [189]. However,
the mechanism extending this symmetry breaking to
populations of cells remains unclear.

6. Collective migration on free surface: the
wound-healing assay

We now consider the evolution of an epithelium when
it faces free surface. Comparison between wound-
healing experiments involving a scratch wound and
a barrier assay allows one to answer a fundamental
question: Is physical injury to the cells necessary to
trigger their migration? The answer is very clear from
a large number of experiments: free surface by itself
is sufficient to trigger cell migration [132, 190, 97, 100,
191], confirming the classic dictum “An epithelium will
not tolerate a free edge”[192, 193, 68].

Epithelial cells, such as MDCKs, progress in a
highly collective way. In particular, there is no
cell escaping from the monolayer front edge. A
first observation of the migrating epithelial monolayer
shows two striking behaviors:
- The displacements are not necessarily “productive”,
they are not all directed toward the free surface
although of course, this remains the average direction.
Locally, all directions of displacements are allowed,
even occasionally in an anti-productive direction.
Furthermore, cells displacements are correlated i.e.
cells in the monolayer move in groups. The
displacement map is complex and involves swirls
and other patterns (Figure 8A). With time, the
displacements of cells tend to become more productive.
- Pluricellular “migration fingers” appear at the edge
of the monolayer. These fingers are preceded by a cell
whose morphology is different from the others: it is
more spread and it exhibits an active lamellipodium at
its front-edge.

We now detail these two aspects, beginning by
the simplest geometry where the front edge is initially
linear and sufficiently long to be considered as infinite.

6.1. Correlated movements and cooperativity in the
monolayer

The correlation in the displacements corresponding to
the size of the swirls is best quantified by computing
the velocity correlation function from the velocity

field. Technically, the use of PIV (section 4.3) to
map this field is critical since traditional tracking
would not allow one to access these quantities with
sufficient statistics in a reasonable time. For MDCK
cells, prototypical of epithelial cells, with well-defined
cadherin-mediated cell-cell adhesions, a correlation
length of typically 150 µm is measured [142, 194,
195, 153] (Figure 8B). This means that displacements
in the monolayer are independent when they are
separated by more than about 10 cell sizes. This
large value highlights the importance of the collective
migration in experiments. When the migration is
oriented by nanostructuring part of the surface, the
physical signal of contact guidance propagates in the
unguided epithelium over a distance of the order of this
correlation length [196].

The correlation length is very dependent on the
cell type. For the more independent fibroblast-like
NRK cells, it is only 20 µm (about 2 cell diameters;
Figure 8A-B)). For a given cell type, the correlation
length is also dependent on other parameters such as
cell density [115, 149], contractile activity [157, 194],
or cell-cell adhesions [172, 157, 153, 140, 197, 179, 198]
in the line of what has been described in the context
of jamming (section 5.2).

The large correlation length of the velocity
correlation is well reproduced by particle-based models
[91, 93] and extended cell models [106, 107] based
on alignment of the cell motility force with cell
velocity. The use of a phenomenological Vicsek-
like term [95] allows one to reproduce quantitatively
characteristics of the velocity beyond the existence
of a large correlation, such as the distribution of
cell velocities or the temporal velocity autocorrelation
(Figure 8D-G).

The Cellular Potts Model has also been used to
analyze how the correlation length depends on the
strength of adhesion and the cell motile force [107]
(Figure 3C). For low motility forces, cells are trapped
by adhesion with their neighbors. For strong motility
force, a cell can deform its neighbors and adhesive
bonds can be broken. As a result, cells do not
move very coherently in this regime either. It is
only at intermediate motility forces that adhesion and
alignment of motility on cell velocity work in synergy
to produce large correlation lengths [107], when the
system is close enough to the jamming transition
(section 5.2).

Importantly, experiments are often conducted
on soft substrate (such as Polyacrylamide gels)
in particular because it is the substrate used for
measuring traction forces (section 4.4). In this case,
the stress can propagate via the substrate and not
only via the monolayer (as it is the case on rigid
substrates). This cell-driven substrate deformation
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contributes to the mechanical coupling between cells
and to correlations in the migrating monolayer [153,
157, 149].

It is very instructive to measure the traction forces
exerted by the cells in these monolayers when they
migrate collectively to close the wound. As noted
previously, space and time fluctuations of the forces are
very large. In average, traction forces are maximal at
the edge and oriented toward the bulk of the monolayer
(they pull on the monolayer) [151, 148](Figure 8Ca-
b). This observation allows one to conclude that
it is active migration and not pressure, for instance
due to proliferation, that drives the healing of the
monolayer, a conclusion confirmed by experiments in
which proliferation is inhibited [100].

To get a better insight on the situation in the
monolayer, one can average the traction forces along
the edge of the wound to overcome the intrinsic
fluctuations of the system and treat the situation as
a unidimensional problem. When such an averaging
is performed, it is found that pulling forces decrease
from the edge toward the bulk but do not vanish up to
large distances (several 100 µm) from the edge [148].
In other words, cells in the monolayer contribute to
collective migration even when localized many rows
behind the edge. These traction forces must be
balanced by the internal stress in the monolayer itself.
The average internal stress within the monolayer is
therefore tensile and increases from the edge.

More local information on the intercellular forces
exerted in the monolayer can be obtained by analyzing
the traction forces maps (Monolayer Stress Microscopy
(MSM); Figure 8Cb,c; see section 4.4) [153]. The
stresses in the monolayer are locally tensile and cells
migrate along the direction of the local principal stress
[153]. Spindle-shaped endothelial cells align physically
with this maximal principal stress direction but MDCK
cells also obey that rule while their cell geometry
remains isotropic.

Dynamically monitoring the mechanical parame-
ters (traction forces, monolayer stress and velocity) in-
volved in the migration of MDCK cells shows the ex-
istence of propagating mechanical waves in millimeter-
size cell stripes [185] (Figure 9A-B). These waves prop-
agate from the edge toward the center of the stripe
and back, at roughly twice the speed of the advancing
front. They are dependent on cell-cell adhesion and on
contractile activity. Although their origin is not com-
pletely clear, a model of mechanically excitable waves
is consistent with the experimental data, assuming a
complex rheology of the tissue that involves in partic-
ular a reinforcement/fluidization of the tissue at a criti-
cal strain threshold. An active gel model encapsulating
contractile activity and polarization of the cells, and ig-
noring possible heterogeneities within the cell popula-

tion, also describes the data provided that contractility
is function of strain [123](Figure 9C-D). Interestingly,
this feedback between contractility and local strain ac-
counts for the periodic reinforcement/fluidization as-
sumed in the previous model [185].

Patterning the surface with large non-adhesive
patches that cannot be covered by the cells, amounts
to placing obstacles on the path of the migrating
monolayer [199]. The flow lines associated to
displacements of the cells exhibit two expected
stagnation points at the front and back of these
obstacles. Far from one obstacle, the above-mentioned
correlation between traction forces and displacements
is well verified. However, this relationship breaks
down close to the obstacle boundary. At this location,
forces are systematically centripetal while the flows are
not. Therefore, edge cells downstream the obstacle
exhibit traction forces antiparallel to the actual flow.
Consistently, displacements and maximal principal
stress are also uncoupled close to the edge. This
systematic orientation of the traction forces toward the
center of the non-adhesive surface may be related to
the acto-myosin cable developing at the free edge of
an epithelium [200, 201] that we describe in another
context in section 7.2. Alternatively, a particle-based
model of cells interacting through CIL naturally gives
particular properties to the edge cells since they have
one side free of neighbors. Such a model also describes
well the monolayer behavior next to the non-adherent
obstacle [99].

6.2. Cell-cell adhesion and the importance of having a
free edge

Weakly adherent cells can migrate collectively with
a well-defined front even though single cells may
occasionally escape from the monolayer [173]. In that
case, the highly directed motion of the cells in the
monolayer allows the monolayer to catch up with the
escaping cells that have a lower persistence. Collective
motion of non-adherent cells can be observed in vivo; it
is attributed to the secretion of chemoattractants cues
by the cells themselves [25, 29].

However, in vitro, most of collective migration
studies deal with epithelial or endothelial cells, and
emphasize the mechanical importance of strong cell-
cell adhesions in the behavior of these systems. On
top of their adhesion properties per se, the mechanical
function of adhesion proteins (in particular cadherins
at cell-cell junctions or integrins at cell-substrate
adhesion sites), their role as mechanotransducers
and the interplay between mechanical forces and
biochemical signals, involving in particular the Rho
GTPases are now well-accepted [202, 203].

Indeed, several high-throughput migration assays
have identified cadherins and other proteins involved
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in cell-cell adhesion as major players in collective
migration [139, 140, 158]. Selectively knocking down
the cadherins subtypes one at a time shows that
although they are somewhat functionally redundant,
their response to a mechanical stimulation is different
when they are co-expressed. Some of these proteins
respond to the level of force while others are sensitive
to the rate at which the intercellular stress builds
up, which allows for a particularly efficient control
strategy [158]. Moreover, the dynamics of these cell-
cell contacts themselves plays an important role in the
cohesion of cells monolayers during their migration
[118]. Periodic cadherin “fingers” at the cell-cell
boundary of migrating VE-cadherin containing cells
have been reported some years ago [204]. Recently,
these cadherin fingers have been observed to be
polarized relative to the cell motion in HUVECs and
to link the back of one moving cell to the front of
its immediate follower [98]. The finger structure has
been found to consist of a double-membrane tube
extending from the front cell and engulfed by the
follower cell, triggered by RhoA activation in the front
cell [98]. Moreover, the finger formation rate was
observed to correlate well with the coordination of the
two cell movements [98]. The role of another protein,
Merlin, as a mechanotransducer (upon application
of a mechanical force, Merlin translocates from the
cell junctions to the cytoplasm) and its interactions
with Rac1 have been identified [194] and shown to
be consistent with the local alignment of cell motion
with the previously mentioned direction of maximal
principal stress [153]. The role of cell adhesion proteins
and their crosstalk with integrins appears therefore
central in collective migration via the modulation of
concentration and/or activity of signaling molecules
such as the Rho GTPases.

The importance of cell-cell adhesions also allows
one to understand the particular situation of the edge
cells. They have fewer neighbors and are engaged in
adhesive interactions on a fraction of their contour
only. By analogy with conventional liquids, an effective
line tension can be associated to the monolayer edge.
By sensing their physical cellular environment, edge
cells act as cues for collective motility. Moreover, their
localization at the free edge allows the activation of
particular growth factor receptors [191, 190] or the
onset of waves of MAPK [205]. This directional cue is
mechanically transmitted from the wound edge by cell-
cell interactions [68, 140] with a coordination between
cells propagating in the monolayer as time goes on
[142, 95]. It is also possible that signaling (or lack
of it due to absence of neighboring) plays a role in the
particular behavior of edge cells. In that respect, the
interface between two cell populations differing in their
cell-cell adhesions is a somewhat similar situation that

would be worth investigating further (see Perspectives
section 9.2).

This influence of cell-cell adhesion was further
quantified by monitoring the spreading of aggregates
of cells with controlled cadherin levels on surfaces of
various compositions [206] or rigidities [207](Figure
10). In the same way a simple liquid spreads on
a solid surface [208], cellular aggregates spread into
monolayers (the equivalent of a wetting film) . The
dynamics of spreading and the wetting transition are
largely controlled by the adhesion between cells that
can be tuned via the amount of cadherins expressed in
the cells [206]. In a striking parallel to classical wetting
situations, the cell-cell and cell-surface interactions
control the transient and final state of the monolayer
from liquid where the cells collectively migrate, to
gaseous where they scatter on the surface (Figure 10).

6.3. The migration fingers

6.3.1. Experimental observations As noted above,
collectively migrating epithelial cells frequently exhibit
a strong fingering of the front edge (Figure 11).
These migration fingers have been observed in vitro
with several cell types including IAR2 Rat liver
epithelial cells [209], MDCK epithelial cells [100, 210]
or endothelial HUVECs [140, 191]. They are led by
“leader cells” which are phenotypically distinct from
their direct followers: leader cells are very spread out,
have a large active lamellipodium at their front-edge
and develop more focal adhesions or focal complexes
than the other cells of the finger. However, they
maintain strong cadherin-mediated adhesions with
their followers. It has been also noted that these cells
do not physically divide after mitosis [100]. Therefore,
these cells have a very peculiar “Janus” phenotype with
a fibroblast-like front edge and the back edge of an
epithelial cell. In a wound-healing assay, a leader cell is
not necessarily positioned at the monolayer edge when
the barrier is removed. It can be transported to this
edge by the swirling flows described in the previous
section, before acquiring a leader phenotype at the
initial stages of migration.

There has been no evidence that leader cells are
initially different from the others. In particular they
recover their initial phenotype after fusion when the
two edges of a wound meet and fuse. In terms
of shape, mobility or biochemical signals such as
the activity of GTPases, these cells are initially not
discernable from the other cells of the monolayer
[100, 142, 211]. Therefore, leaders appear to be driven
to their particular phenotype/function by their cellular
environment.

A pluricellular acto-myosin contractile “cable” is
systematically present at the edge of the migration
fingers [100, 211, 191](Figure 11B arrows). This cable
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that appears to run from cell to cell, has a major
role in the function of the migration fingers. This
apparent continuity is confirmed mechanically by laser
ablation [211]; it implies that the cable is mechanically
relayed at cell-cell junctions. When severed by laser
ablation, the cable retracts and a new leader has a
high probability to start at this cutting point [211].
Similarly, the spontaneous outgrowth of a leader is well
correlated with local discontinuities in the initial cable
[142] for exemple after the division of an edge cell. The
local curvature of the interface is another determinant
of finger formation as will be described in section 6.3
below .

Cells pertaining to a migration finger are stretched
along their long axes, their velocities point toward the
leader and their centrosome is localized in front of their
nucleus, which indicates an active migration [212, 213].
In contrast, in the bulk of the monolayer, none of these
descriptors is oriented or polarized.

When a finger is stopped (but not killed) by locally
destroying the actin of its lamellipodium with a laser,
the order of the cell velocities in the finger gradually
decreases as the cells continue to migrate causing their
density to increase. After a few hours, density is
high enough to trigger the formation of a new finger.
This leader formation follows a pre-alignment of the
velocities of the cells behind it. These cells are then
incorporated in the developing finger [212]. Leaders
are therefore the consequence of a prealignment of the
displacements of the cells that then become followers.

6.3.2. Models of finger formation and dynamics The
striking observations of leader cells and migration
fingers have given rise to several models.

A simple approach is taken in [95] motivated
by the very different phenotypes of leader cells.
Without considering or modeling their formation [95],
it investigates how faster cells moving in a very
directional manner can guide “normal” cells modeled
by (17) . In order to obtain leaders cells, guiding fingers
with shapes comparable to experimental ones, three
conditions are found necessary. First, it is concluded
that normal cells should be able to reach on their own,
velocities comparable to typical leader velocities. This
is obtained when the noise amplitude in (17) increases
as cell density decreases so that the velocity of more-
spread out cells is larger, as seen in the experiments.
The natural decrease of density behind a fast leader
allows normal cells to follow in the leader’s wake.
Second, for realistic finger shapes, normal cells should
not easily invade free space in the absence of guiding
leaders, i.e. the motile force component towards free
space should be reduced for cells at the epithelium
border (an effect obtained in [95] by the addition of
a repulsive force away from free space for epithelium

border cells). This effect may arise from the above-
described actin cable lining the interface. Third, leader
cells need to decrease their velocity when they stretch
to maintain an adhesive contact with their followers,
an effect which again may arise from tension in the
actin cable.

Other works have considered interface dynamics
and mechanisms of finger formations. The role
of a potential chemical substance diffusing in the
epithelium has been considered both in [214] and
[215]. Reference [214] assumes that the secretion of
chemoattractant is inversely proportional to the local
cell density. Cells at the epithelium boundary secrete
more chemoattractant and polarize the motion of cells
lying deeper in the epithelium toward the epithelium
boundary. A Potts model implementation shows that
the epithelium interface becomes corrugated when the
chemoattractant degradation is large enough or its
diffusion large enough. A precise criterion remains
however to be worked out. In [215], it is supposed that
cells deformation induces chemoattractant release. A
vertex model with motile cells is used to analyze the
effect of this positive feedback loop. The epithelium
border is found to widen qualitatively similarly to the
experimental ones although fingers themselves are not
explicitly considered.

A more phenomenological approach has been
taken by Mark et al. [216], taking inspiration from
a model previously developed in the context of crystal
growth [217]. The proposal is that cells in outward-
pointing convex parts of the epithelium border,
invade free space more easily that cells in concave
parts. This is modeled by assuming that the normal
velocity of the epithelium border is proportional to
its curvature. This results in a positive feedback
loop in which interface regions with high curvature
invade free space faster than regions with lower
curvature, thereby increasing their curvature. This
renders a straight interface unstable to corrugations.
A definite maximally growing wavelength is obtained
when restabilizing terms at short wavelength are
taken into account. Simulations of this geometric
model produce interface protrusions with a definite
resemblance to experimental fingers. While the
mechanism relating cell velocity to interface curvature
remains to be identified, this relation could result
from a coupling between tension at the interface and
lamellipodium dynamics. The postulated relation has
also suggested to try and manipulate experimentally
the epithelium interface curvature as further discussed
below (section 7.3). Subsequent theoretical work
[218] has investigated this particular epithelium border
dynamics in a full epithelium model, described with
the particle-based model of [95]. The instability in this
more complete model is similar to the one obtained
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with the purely geometric model [216]. The nonlinear
development of the instability is also very comparable
to the one previously obtained with extrinsically added
leader cells [95], with the self-generated highly-curved
epithelium border parts playing the role of added
leader cells.

6.3.3. Force measurements The mechanical traction
forces developed by the cells of the fingers are maximal
at the tip (i.e. at the leader cell) meaning that
the leader cell exerts a traction force on its followers
[211]. Under the finger, forces are very heterogeneous
and fluctuating (Figure 12A). Since cells migrate
actively using their cryptic lamellipodia [68], they
produce intermittent forces of positive or negative sign.
However, an average over the width of the finger
shows that the profile of the longitudinal component
of the force presents a negative minimum close to
the junction with the monolayer [211] (Figure 12B-
C). The profile of the transverse of the force (across
the finger) is symmetric and points inwards from both
sides; it results directly from the tension of the acto-
myosin cable at the edge of the finger. From these
robust features, it can be concluded that migration
fingers that can comprise up to 80 cells are coherent
mechanical entities (Figure 12).

Furthermore, the longitudinal force profile with
a clear positive maximum at the tip and a negative
minimum at its back is the transposition at the
multicellular scale of the force profile generated by
a single cell (positive traction at the front-edge
protrusions and negative retraction forces at the back;
Figure 12D) [219]. Mechanically these structures
therefore behave as “supercells” as coined in [220].

Experiments conducted with IAR-2 epithelial cells
transfected with dominant negative or constitutively
active RhoA constructs emphasize the role of this
GTPase in fingers formation [209]. Moreover, the
profile of RhoA differential activity measured with
biosensors (section 4.5) mirrors the profile of traction
forces [211]: Cells pertaining to a migrating finger are
polarized with a larger RhoA activity at their backside;
the leader presents a large RhoA activity at its lamella
while Rac1 is more active at the lamellipodium of the
leader cell [213]. On soft collagen substrates, MDCK
aggregates exhibit very similar fingers preceded by a
leader cell. In that case, Rac, Integrins and other
kinases are upregulated [213], highlighting again the
complex interplay between mechanical tension and the
various GTPases at play. The proposed mechanisms
involve integrated signaling pathways encapsulating
molecular players and mechanical tensions. They focus
in particular on the complex interplay between the
spatial distribution of the active form of RhoA and
Rac1 and a mechanical signaling between cells upon

traction by the leader [211, 194, 213].
These migration fingers look very similar to struc-

tures commonly observed in embryonic development or
in tumor maturation [4] (Figure 11). Such collectively
migrating structures occupy an intermediate position
between immobile assemblies of epithelial cells and in-
dividually migrating cells. This has led to propose
that the important Epithelial-Mesenchymal transition
(EMT) is more complex that the two-state transition
implied by its name. The EMT should be seen as grad-
ual and a better description of it should integrate the
whole spectrum of collective migration phenotypes, in-
cluding the migration fingers [221, 222].

It should be kept in mind that migration fingers
in vivo and, more generally in 3D environments,
have different features than the 2D in vitro models.
For instance, in the case of tumor invasion in the
surrounding matrix, the leader cell locally degrades the
matrix by secreting metalloproteases (MMPs) and the
following cells migrates in strands in this channel [223,
220, 221, 224]. The leading cell may even be of different
nature such as a cancer-associated fibroblast [225]. In
the in vitro 2D experiments, the contractile cable at the
edge of the finger may play a role comparable to the
confining structure in a 3D channel by preventing the
follower cells to venture independently on the surface
(Figure 12E-D).

7. Coping with geometry in wound-healing

7.1. Migration with confining borders

As previously mentioned, the migration fingers
observed in wound healing assays define a self-
generated confinement via the peripheral actin cable
that prevents nucleation of new leaders. A more
controlled confinement can be imposed by setting
the cells to migrate along well-defined stripes printed
on the surface (Figure 13). The stripe width
provides an additional control parameter which allows,
for instance, the testing of theoretical models and
predictions. [226, 195, 227, 228].

As a matter of fact, when the stripe is much
wider than the velocity correlation length, behaviors
are similar to the ones observed for infinitely long
front edges, with the typical swirls in the epithelium
and leader cells at the front edge [195, 228] (section
6.2). For stripes narrower than this typical length
(∼ 150µm for MDCK cells), the cell displacements
orient in the direction of the stripe (Figure 13). The
cell flow is then well described by a plug flow [227].
A phenomenological description based on a reaction-
diffusion equation describes well the behavior of the
cells with an effective diffusive behavior superimposed
to a drift.

In very narrow stripes (∼ 20µm), the migration
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is more irregular and is described by contraction-
extension flows [195]. These different modes of
migration are also observed on the traction forces with
the force profile in thin stripes much more irregular
than in wide stripes where it decays smoothly from
the front edge toward the bulk, as with semi-infinite
wounds. A similar behavior (faster and more irregular)
is observed on monolayers migrating on wires whose
perimeter is comparable to the width of these stripes,
suggesting that, despite the rather strong influence of
the physical borders on the flows in the monolayer
[227, 229], it is the confinement and not this influence
of the edges that causes the difference of behaviors
between thin and wide stripes.

Finally, confining weakly adhering cells onto
stripes whose width is one cell size helps deciphering
the importance of CIL in collective migration by trans-
posing the situation to a one-dimensional problem. Un-
der these conditions, the cells migrate and repolarize
when they meet. They are observed to generate trains
of cells moving collectively even though these cells dont
develop cell-cell adhesions. Carefully monitoring the
probabilities of collision and repolarization allows con-
cluding that CIL can coexist with collective migration
and control the EMT to some extent [226, 230]

Interestingly, some features of 3D migration are
better recapitulated in migration experiments on
very thin lines (“1D migration”) than in classical
2D migration experiments [231]. This geometry
encapsulates the propensity of the cells in vivo to
migrate along heterogeneities (fibers, bundles) as will
be discussed in the last part (section 9.3).

7.2. Closed-contour wound

In vivo, many situations deal with the closing of finite
apertures within an epithelium. For instance, dorsal
closure in Drosophila embryo has received a lot of
attention as recalled in section 2. In the closure of
this epithelial layer, an important role is played by
the contraction of the continuous acto-myosin cable
present at its edge [71]. This mechanism of closure is
called purse string closure [70]. A similar purse-string
closure is at play at cell extrusion events when single
cells get expelled from very dense monolayers [232].

Since the presence of an acto-myosin cable is
ubiquitous at the free edge of epithelial monolayers,
it is interesting to mimic this situation with “closed
contour” wounds by using a barrier-like assay to
control the initial size of the wound. These experiments
bridge the gap between “open wounds” (no curvature)
and experiments dealing with cell-size wounds created
by laser ablation (closed-contour wounds, very high
curvature) [130].

In these experiments, arrays of circular mesoscopic
pillars whose tops are initially in contact with the

substrate prevent cells migration. Removing the pillars
triggers the collective migration of the cells. Using
pillars of large radius (R > 100µm) leads to the
appearance of migration fingers analogous to the ones
observed at the edge of linear wounds. In contrast,
smaller wounds close with no finger and remain
globally circular [200, 233]. As expected, upon removal
of the pillar, an actomyosin cable quickly develops at
the edge (Figure 14A). This cable is contractile and
under tension as shown by laser ablation experiments
[200]. This cable closely resembles the one observed
in vivo during epithelial closure by a purse-string
process after a wound or during embryogenesis [30].
However, impacting the cable contractility via RhoA
inhibition has little influence on the closure process,
whereas Rac inhibition slows down drastically the
closure and, in extreme situations, even prevents the
closure altogether [200, 233]. These results show
that, despite the presence of the acto-myosin cable at
the edge, epithelialization is driven by the protrusive
activity at the free edge and that the purse-string
mechanism is only secondary. This conclusion holds
down to radii of the order of a typical cell size.
Modeling the tissue as an incompressible fluid (which is
consistent with the velocity profile measured away from
the front edge), the fluid viscosity is found to play a
negligible role and the closure time can be analytically
expressed as a function of three parameters: the
initial wound radius, an epithelialization coefficient
defined as the ratio of the protrusive stress to the
effective friction, and a cut-off length of the order
of the velocity correlation length [200](Figure 14B).
In another approach, particle-based simulations with
local rules of coordination [93] also describe very well
the experimental results (Figure 14C-D) and confirm in
particular the secondary importance of the purse string
mechanism [234]. The function of this cable in these
experiments, as well as along the migration fingers
described above, is to restrict uncontrolled forward
movements of the leading edge. It is also one of its
functions in the Drosophila dorsal closure [71].

Mapping the traction forces during the closure
of small wounds largely confirms the previous analy-
ses [201]: as the wound closes, traction forces initially
point away from the cell-free area which is character-
istic of the migration driven by protrusive activity. As
time goes on and the wound closes, the curvature at
the free edge becomes more important and the force
resulting from the purse string contraction increases
until it eventually outgrows the contribution of protru-
sive activity. The average force due to the cable points
toward the wound. It also interacts strongly with the
gel surface at focal adhesions and generates tangential
forces that participate to the closure process on soft
substrates.
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7.3. The impact of the local curvature of the wound

Coming back to the leader cells and their associated
migration fingers, the visual resemblance with physical
hydrodynamic or solidification instabilities has initi-
ated the idea they may be correlated with local curva-
ture of the front edge [216], as previously described
(section 6.3.2). Barrier assays are not restricted to
circular or linear wounds and can be used to try
and test this hypothesis. The use of microfabrica-
tion/micropatterning techniques allows one to design
barriers of basically any geometry, and to shape the
initial front-edge accordingly. In order to test the in-
fluence of the local curvature of the edge of the epithe-
lium, the previously-described pillar assay has been ex-
tended to pillars of complex shapes where the curvature
varies and can be positive or negative (i.e. combining
concave and convex portions) [233, 235]. An analysis
of the dynamics of the front edge in parallel with the
traction forces developed on the underlying substrate,
shows that protrusive forces at the edge are present
at all curvatures and dominate the closure mechanism
when the curvature is positive (convex shapes). This
mechanism coexists with the purse-string contraction
at large negative curvature (concave shapes of small
radii), confirming its importance in the closing of cell-
size wounds [130, 201] or in other physiological events
such as cell extrusion [232]. Numerical simulations in-
cluding these two contributions, show that the purse
string acts as a mechanical regulator coordinating the
global progression of the tissue [235]. Interestingly, the
emergence of leader cells coupled to migration fingers
correlates very well with the initial curvature of the
front edge with much more of these structures emerg-
ing from highly convex “spikes”.

A similar conclusion is reached by using a
patterned photoswitchable surface [134], or adequately
tailored stencils [236] (Figure 15A). In both situations,
by modulating the global and/or local curvatures,
the emergence of leader cells correlates well with
high positive curvatures (Figure 15B). Coupling these
experiments with traction force measurements shows
that large traction forces develop even before the
finger begins to develop, in good agreement with
the pattern of forces observed at the spontaneous
emergence of leader cells [211]. Models have been
developed that include at the convex parts of the
epithelium edge, protruding forces increasing with the
local edge curvature [216, 218]. This positive feedback
between motility and outward pointing curvature
results renders a straight epithelium edge unstable and
produces digitations resembling the experimentally
observed ones (Figure 15C).

7.4. Purse-string driven wound closure on
non-adherent substrates

Since the purse-string mechanism is thought to play
an important role in many in vivo situations, it is
surprising to conclude that it is only secondary in the
in vitro epithelial closures of openings larger than a few
cell sizes. The predominance of the protrusive activity
in these experiments is explained by the large adhesions
that cells develop with their substrate via FAs or FCs
including direct interaction between the cable itself and
the surface [201].

Therefore, to study the purse string contribution,
monolayers must be plated on surfaces with which
they do not develop adhesive interactions. This
can be obtained by chemically treating areas of the
substrate with a non-adherent coating. On such
surfaces, monolayers of keratinocytes can bridge over
mesoscopic non adhesive stripes patterned on an
otherwise adhesive substrate [237]. Cells on these
bridges cannot develop adhesions with the substrate;
they are held together by cell-cell adhesions. The
particular geometry of these experiments imposes a
large tension to the suspended epithelium. The shape
of the edge of the suspended tissue suggests that under
these conditions, the monolayer behaves as an elastic
medium.

A monolayer can bridge over a non-adhesive
mesoscopic patch imprinted on the surface, as long
as the patch is smaller than a critical size, measured
to be of the order of 150 µm for keratinocytes [238]
and 60 µm for MDCK cells [239]. This difference
that may reflect the different origins of these cells
(respectively skin and kidney). For these small-size
patches, the closure of the wound is actually driven by
acto-myosin purse-string contractility (Figure 14E), as
shown by experiments conducted in presence of specific
inhibitors.

For the same initial radius, wounds close much
more slowly over non-adhesive disks than on uniformly
adherent surfaces (up to 10 times more slowly [239]).
Closure is also much “noisier” over non-adhesive
surfaces, with a large dispersion of the closure times for
a given initial radius, and very jerky trajectories of the
radius with time (Figure 14F). These features illustrate
the importance of active epithelial fluctuations in the
closure process in these particular conditions. A
stochastic model encapsulating a line tension, a friction
force and tissue fluctuations allows a quantitative
description of these results. The solution of the
allied Fokker-Planck equation for the wound radius
distribution shows a very good agreement with the
experimental data [239] (Figure 14F). It demonstrates
that this stochastic model provides a good description
of the closing dynamics, with only two adjustable
parameters. From this analysis, it can be concluded
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that, although epithelial tension itself is negligible in
this context, its active fluctuations are an essential
ingredient of this mode of closure. As a matter of fact,
fluctuations are even dominant over the purse-string
contractility in the early dynamics and they speed up
the closure throughout the process. These conclusions
may hold for more complex situations including in vivo
tissue fusion. However, a full analysis would require a
better description of the tissue viscoelastic rheology,
including in particular the non-linearities evidenced in
[238].

8. Collective taxis

8.1. Collective chemotaxis

The question of the motility of aggregates is of
particular interest. Aggregates of cells of the
Xenopus neural crest have been observed to migrate
collectively up a gradient of the chemokine Sdf1
[23]. A similar gradient is thought to underlie
the migration of border cells (Figure 1B) in the
Drosophila egg chamber but the hypothesized gradient
remains to be directly evidenced in vivo [8]. In vitro,
recent observations show that chemokine gradients can
provide directional motility to clusters of malignant
lymphocytes [240]. The directionality of cluster motion
is much higher than for single cells and clusters are
more sensitive to shallow gradients (Figure 16AB).
Interestingly, the aggregates are always observed to
move up-the-gradient (toward the high concentrations
of chemokines) in [240] while single cells respond
differently to the chemokine gradient at low and high
chemokine concentrations. They actually move down-
the-gradient at high chemokine concentration (away
from the source), a phenomenon called chemorepulsion,
that is bypassed when cells move collectively (Figure
16B). The migrating structures formed by these
malignant lymphocytes are very dynamic. Unlike the
previously described leader cells in wound healing [211]
(section 6.3), the cells that exert the largest traction
forces at the front edge exchange their position during
motion. This leader cell turnover results from global
rotation of the clusters between two directed “runs”
in a mechanism reminiscent of single cell bacterial
chemotaxis [241], and from loss of polarity following
internalization of the receptors of the chemokine. By
frequently exchanging leaders, clusters are not prone to
chemorepulsion, in contrast with single cells. A similar
phenomenon was also noted in invasion of 3D hydrogels
[242].

All these results demonstrate that chemotactic
migration of clusters is not merely the juxtaposition
of single cell chemotaxis but that other mechanisms
must be at play. This has been conceptualized as
“collective guidance” [243, 244] with the principle that,

when migrating collectively in a chemotactic gradient,
the cells located at the boundary of the cluster respond
to the local concentration of attractant and not to its
local gradient.

Several mechanisms by which edge cells convert
the information of the local concentration across a
cluster to the directed movement of this cluster have
been proposed [240]. They amount to a regulation of
CIL in which the radial polarization of the edge cells
away from the cluster is function of the chemokine local
concentration [240, 245]. The imbalance of chemokine
concentrations at the front and back of the cluster
results in a difference of forces and thus in a directed
motion (Figure 14C).

Although these models capture the essential
features of the observations, they do not reproduce
all their details and in particular the dependence on
cluster size. In this context, a generalization of the
LEGI (Local Excitation/ Global Inhibition) model
that has been shown to account for the chemotaxis
and adaptation of single cells [246], describes well the
saturation effect observed for large clusters [247, 248].
In this model, cells remain cohesive and communicate
via biochemical signals.

Finally, some in vivo observations involve cells
that do not adhere together but still display a collective
response to chemotaxis for instance in the neural crest
[25]. In this last case, similar to collective bacterial
chemotaxis [249, 250], it has been concluded that cells
secrete a chemoattractant in the medium that keeps
the cells together. There are therefore two fields of
chemoattractants in this case : the chemokine itself
and the secreted attractant that results in an effective
attractive interaction between cells [251] that keeps
them in clusters even in the absence of stable cell-cell
adhesion.

8.2. Galvanotaxis

The presence of endogenous electric fields at the edge
of wounded tissues has been observed in vivo and
in vitro [252, 253]. The question of the possible
functions of such electric fields in the range of a few 10
V/m in the healing process remains an open question.
Therefore, several works have studied the response
of cells in isolation or within a monolayer upon the
application of an exogenous electric field, a process
named galvanotaxis.

It is observed that modest exogenous electric fields
(typically 40-200 V/m) have a clear accelerating effect
on the migration of cells [252, 254]. Interestingly,
the direction of migration itself (toward the anode or
the cathode) is cell-type dependent. For some cells,
this direction is even function of the field strength.
For example, lens cells migrate toward the cathode
at low field and toward the anode at high field [252,
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255]. The exact mechanism underlying galvanotaxis
is still not fully understood. However, it is clear that
electric fields do not act on the cells by applying an
electrophoretic force on them. Rather, they appear to
redistribute membrane components of the cells such
as growth factor receptors [256]. The transduction
of this electric field-induced polarization is ensured
by the same signaling pathways as those involved in
chemotaxis. In this spirit, electric fields have been used
as cues to guide migration, just as chemical gradient
have been used to the same purpose.

Upon the application of an electric field, cells
in monolayers migrate more efficiently than when in
isolation [257, 254]. As with chemotactic cues, larger
clusters are more responsive to the field compared to
small ones [257, 258]. This response and even its sign
are cell-type dependent. The cadherin-mediated cell-
cell junctions are critical in this coordination but gap
junctions are not. When changing the direction of the
electric field, cells do not repolarize but make a U-
turn (Figure 17). When engaged in a monolayer, they
coordinate in clusters to rapidly perform this U-turn
(within minutes). The size of these clusters is fixed
by the velocity correlation length. After this step, the
orientation of the cells becomes uniform again by fusion
of these domains [258] (Figure 17).

The response of the cells belonging to a free edge is
very sensitive to the details of the experiment as some
reports show an enhanced response with forces larger
than in the bulk [257] and others a decreased sensitivity
compared to the bulk cells [258]. In particular, leader
cells appear insensitive to electric fields.

8.3. Durotaxis

The effect of substrate stiffness on single cell migration
has been shown for some time [259]. On rigidity
gradients, cells migrate from soft to rigid substrates,
in a process called “durotaxis” [260]. In monolayers,
cells maintain contacts with their neighbors; this
cellular environment provides them with another scale
of stiffness. As a result, phenotypic differences (eg.
spreading area) that appear for cells in isolation on
substrates of different stiffness disappear in a confluent
monolayer [261]. In terms of collective migration,
although cancer invasion in 3D gels is dominated by
collagen degradation and not directly by the rigidity
of the matrix [262], it has been shown that cancer
cells follow paths of least resistance [263] (Figure 18),
meaning that cells migrating collectively or in isolation
are sensitive to gradients of rigidity. When plated
on planar surfaces, MDCK clusters have different
phenotypes depending on the substrate rigidity: on
soft collagen substrates, the leader cell phenotype
is enhanced and the migration fingers are larger
compared to collagen-coated glass [210]. It is suggested

that this observation results from an alignment of
the collagen fibers caused by the cell traction forces.
However, the downregulation of adhesion proteins
observed on soft substrates is also probably at play
[259, 261, 264]. Furthermore, the forces developed by
the cells also increase with rigidity [264, 211].

In any case, a systematic study of the effect
of stiffness on MCF10A cell layers in a wound-
healing assay shows a dependence of speed, persistence
and directionality with the stiffness [157]. These
experiments also show an increase of the correlation
length on stiff substrates. This phenotype is well
correlated with the activity and the distribution
of myosin II in the monolayer. As the stiffness
increases, myosin II is more active at the edge and
this activity propagates further in the monolayer. This
mechanosensitivity is relayed by cadherin-mediated
cell-cell junctions.

Related experiments exploring the spreading
of spheroid cells aggregates have shown that the
spreading parameter - that corresponds to the
difference between the cell-cell and the cell-substrate
adhesion energies per unit area - is function of the
substrate rigidity [207, 265]. For very soft substrates,
the aggregates are in a partial wetting situation and,
above a rigidity threshold, there is a transition to
total wetting with the presence of a “precursor” cell
monolayer. The dynamics of spreading is then itself
affected by the rigidity.

Collective durotaxis has been reported with MCF-
10A or MDCK cells that do not exhibit durotaxis in
isolation (or exhibit it too weakly to be measured)
[266]. When placed on a gradient of stiffness, a
stripe of cells tends to expend more in the direction
of high stiffness, with the result that its center of mass
migrates in the same direction. The generated traction
forces on both sides of the stripe are found to be of the
same amplitude; these forces are transmitted across
the monolayer with a negligible contribution of the
monolayer interaction with the substrate in the bulk. A
generalized clutch model [267] in which the same forces
are applied on both sides of the cluster and hence on
different rigidities, accounts for the collective response
of the cell cluster.

9. Concluding remarks and perspectives

Understanding the collective migration of cells is
an exciting endeavor which should help elucidating
several key steps in development and pathology. We
have tried to show in this review that a physics
approach leads to an analysis of the subject with
a perspective that differs from the more traditional
biological approach and that complements it. The
focus is more on phenomenological descriptions of basic



29

mechanisms at the cell and tissue levels than on their
detailed molecular implementation. It also leads to use
complementary tools such as quantitative mechanical
measurements and theoretical modeling.

A complete description of collective cell motion
will, of course, only be obtained by a synthesis of
the two approaches. Both biochemical signaling and
mechanical interaction should be included in a single
description. On the one hand, definite proteins,
signaling pathways and precise molecular mechanisms
need to be assigned to the parameters of the physics
description. On the other hand, the actual cell-
based models or continuous descriptions are certainly
oversimplified. Supplementary regulatory mechanisms
need to be taken into account. Their consequences
on collective dynamics will have to be experimentally
tested and theoretically assessed by appropriately
including them in the mathematical descriptions.
Comparison with the dynamics of synthetic active
particles should also be fruitful. It may serve to
elucidate general features of non-equilibrium collective
motion and how cells have taken advantage of them
or, on the contrary, have learned to overcome them.
This may in turn serve to design more sophisticated
synthetic active matter. In the following, we highlight
a few illustrative questions and directions that we find
of particular interest.

9.1. Some open issues in single cell motion

Collective migration of cells relies on single cell
dynamics and its regulation through interaction with
other cells. In this respect, its study highlights
the fact that we are still lacking a fairly complete
description of single cell motion [2]. Even at the
level of the simple Fürths’s description, (1) or (3,4),
there remain outstanding questions. What is the
real source of noise? Is molecular noise amplified
in some way to be significant at the level of the
single cell? Does this make use in part of some
periodic or chaotic deterministic process at the scale
of the single cell? There have been some suggestive
theoretical proposals and interesting observations in
this direction. More than 15 years ago, Meinhardt
[268] proposed a model of cell orientation based on
reaction-diffusion along the cell membrane. Local
auto-activation together with long-range inhibition
create a few activated patches along the cell membrane.
In addition, delayed local inhibition endows the created
patches with a finite lifetime and allows for their
repeated renewals in space and time. In subsequent
works, (e.g.[269, 270]), this has been promoted to
a model of ameboid motility by assuming that
the activated patches correspond to pseudopods and
membrane protrusions. Alternatively, it has been
proposed [271] that random membrane protrusions

arise from the stochastic emergence of excited localized
patches in an underlying noisy excitable system.
On the experimental side, fascinating observations
of actin waves have also been made in single cells
[272], even taking the form of spiral waves [273],
as commonly seen in excitable systems. Further
work is needed to develop a firmly grounded cell
model describing these data. The reduced description
of an extended cell as a point-like object also
deserves further scrutiny. Are cell velocity and
polarization sufficient with the allied simple split
between motility and friction forces or does one need
to keep further variables such as other determinants of
cell shapes? Do these supplementary variables provide
some oscillatory characters to protrusion generation
and cell locomotion? Again interesting experimental
and theoretical works exist but need to be pursued
further.

Cell interaction and CIL play an important role
for collective dynamics. A related question for single
cells concerns their interaction with obstacles. Random
walkers moving under the action of a persistent force
can develop an accumulation layer near obstacles
[274, 275] contrary to the equilibrium case for which
a repulsive potential produce a depletion layer. What
about cells? Some observations [272] show that cells
can repolarize away from an obstacle in a mechanism
akin to CIL. It seems probable that cell interaction
with obstacles generally include both mechanical and
signaling interactions that could depend for instance
on the obstacle surface moiety, combined in different
ways. Is a simple Fürths-like model sufficient to
describe the observed behaviors? Further studies
would help to better understand cell motion under
external influence and may be useful in the description
of cell-cell interactions.

9.2. Collective motion in 2D

The collective migration of cells is a very rich
phenomenon, even in the “simplest” case dealing
with cells with identical genotype migrating on a flat
substrate. Although much progress has been made in
recent years, many different aspects need to be further
studied.

The relative contributions of mechanics and
signaling in coordinating cell motion need to be
better assessed as well as the different ways in which
intercellular-signaling can affect the motion of two cells
[96, 97, 98]. How this coordination is best described
mathematically should also be further clarified.

Cell proliferation is an important topic that
we have left aside. It is known that cell density
impacts cell proliferation at long times, a process
described under the heading of “contact inhibition
of proliferation”, the loss of which is a hallmark of
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tumoregenicity. The axis of division of a cell is also
affected by its interaction with neighboring cells (see
e.g. [276] for a recent study). Reciprocally, cell division
can affect tissue flows. These questions have started to
be considered from a physics perspective [125, 115] but
they obviously deserve much further scrutiny.

Another topic that appears of special interest for
future studies is collective migration with different cell
types. We have discussed the case of leader cells
which transiently phenotypically differentiate from
other cells, a transformation which remains to be
better understood. In this direction, recent efforts
have been made to characterize the transcriptional
profile of leader or “trailblazer” cells in neural crest
migration [277, 278](section 2). Guidance of cell
cohorts, in this case by cells with a different genotype,
takes place in the case of CAFs which guide tumor
invasion (see Figure 11A). The coordination between a
leader and its cohort of followers has been studied in
simple models [95, 277] but further experimental and
theoretical investigations are certainly needed. More
generally, the coordination or the competition between
different cell types is seen in developmental events, e.g.
the chase-and-run between neural-crest and placode
cells [24] during neural crest migration , as well as in
pathology. A few studies have started to consider it,
for instance the spontaneous segregation between non-
motile and motile cells [107, 279, 275] but much remain
to be studied and discovered.

9.3. Toward the third dimension

The model systems described in this review deal
mostly with collective migration on planar substrates.
Indeed, many cellular systems are bidimensional in
vivo (epitheliums or endotheliums for instance) and are
therefore close to these model systems. However, in
many circumstances, collective migration involves the
third dimension.

A spectacular example of collective migration
in development is provided by border cell migration
between nurse cells during Drosophila oogenesis
(Figure 1B). As the border cell cluster approach the
oocyte, its motion alternates linear migration and
global rotations [280]. Another well-known example
of collective migration in a 3D environment is the
migration of the neural crest cells (Figure 1A). These
cell clusters travel collectively until they dissociate to
colonize tissues and organs in the embryo. In the
case of Xenopus neural crest migration, N-cadherin
mediated cell-cell adhesion are short-lived and cell
clusters migrate by collective chemotaxis [23]. Other
types of interactions such as another chemotactic field
mediated by secreted soluble cues, may keep the cells
together [25].

Consideration of the third dimension is also

important for collective migration during cancer
development. As a matter of fact, there are many
correspondences regarding the different modes of
migration between embryonic development, cancer and
tissue repair [4]. The recent progress of intravital
imaging techniques, using in particular multi-photon
excitation, allows imaging both the cells and their
microenvironment in vivo [263] (Figure 18). These
detailed observations have allowed the classification
of the various types of migration [221] and the
observations of the modes of guidance of migrating
cell populations in various environments [281]. In
particular, the crucial role of heterogeneities and
interfaces can be evidenced in spectacular intravital
observations [263, 282].

In an effort to mimic some of the behaviors in
controlled 3D environments, cells have been put in
culture in hydrogels (mostly collagen or Matrigel). In
such matrices, cells migrate by a combination of matrix
degradation and traction forces. For example, in
collective migration of cancer cells, the successive steps
of matrix proteolysis involving cell-surface proteinases
and in particular metalloproteinases (MMPs) have
been characterized. The first cell acts as a leader
and creates a “channel” in the matrix by degrading
it. As the followers enter this channel and form a
strand, they further expand it by combining forces and
degradation [223]. When cancer cells cannot degrade
the matrix, for instance in the case of squamous cells
carcinoma, the function of the leader cell in terms of
degradation is ensured by a CAF, a cell of another type,
that becomes the pilot-fish of the cancer cells [225].
In the channels created by the leaders, the followers
also develop mechanical forces that can be probed by
having the cells migrating in 3D microtracks generated
by laser photoablation in collagen gels, while inhibiting
MMPs [283]. In these conditions, cancer cells can
progress in these tracks down to a width of about 3
µm. Migration in the smallest channels requires the
cells to squeeze. Moreover, the colony can generate
secondary tracks from these preformed channels, using
forces alone.

It is difficult to measure the forces developed
by the cells in 3D in this context, not so much
because of a technical difficulty that would hinder
the transposition of TFM in 3D but precisely because
the gel is constantly remodeled and therefore its local
rheology is ill-defined, in particular next to the cells. A
qualitative picture has been obtained by plating cells
in microfabricated wells in a collagen matrix seeded
with latex beads [284]. By analyzing the strain field,
it is observed that epithelial cell clusters generate
multicellular protrusions in the gel by developing
tensile mechanical forces. These pulling forces not only
control the progression of the cells in the gel, they
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also remodel its structure into ordered oriented fibrils
that in turn control the direction of migration of the
migrating cohorts [285].

These studies confirm the importance of the inter-
faces and, more generally, of the matrix heterogeneities
that were previously observed in vivo with tumor cells
following the paths of least resistance between tissues
[263]. This particular role of the interfaces has been
further evidenced in experiments involving two non-
mixing gels in contact, using a microfluidic strategy
[286]. The geometry of the interface then directs the
migration from the soft to the rigid gel.

The architecture of the cell assemblies may be
more complex and organized than the spheroids
described above. For example, epithelial cells such as
MDCK assemble in polarized cysts when in collagen
or Matrigel [287]; mammary epithelial cells organize
in acini [288, 289]. In contrast, cancer cells lose this
organization and assemble in disorganized clusters.
Furthermore, the acini of normal cells show very
coherent rotation modes [290], absent in the case of
cancer cells. These rotation modes are reminiscent of
the ones observed for cells in confined 2D disks [182] or
during the migration of the border cells in Drosophila
oogenesis [280]. The organization of cells in these
acini and cysts makes it clear that 3D architectures
cannot be reduced to cell clusters. In many situations,
in particular those involving epithelial or endothelial
tissues, cells adopt a 2D configuration, itself folded
in the 3D space. To mimic some aspects of this
complexity, one has to rely on topologically complex
environments. As well, the organization of endothelial
cells can be reproduced in cylindrical channels within a
collagen matrix [291]. Such complex environments also
allow discriminating normal and cancer cells when they
are challenged by large diameter pillars [292]. These
two examples illustrate the degree of complexity of
such experiments as even the sign of the out-of-plane
curvature is different in these two situations.

By plating cells on model glass fibers, the effect of
the out-of-plane curvature can be tested on endothe-
liums [293] or epitheliums [228] (Figure 19). Epithe-
lial cells organize on these fibers similarly to the can-
cer cells engulfing and migrating on vessels, nerves or
muscle fibers [263]. The effect of the curvature on the
dynamics of the cells reduces to the inherent confine-
ment of this geometry down to submicron fibers, at
which point the migration stops. Another hallmark
of epithelial migration on these particular substrates
is the spontaneous frequent detachment of the leading
cell from the monolayer at radii smaller than typically
5 µm. These detachments may mimic the behavior
of tumor cells migrating on collagen bundles or other
types of fibers in vivo. Further works in this line may
help understand the different modes of cancer invasion

that are largely controlled by the microenvironment
and the organization of the stroma [294].
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[13] J Prost, F Jülicher, and JF Joanny. Active gel physics.
Nature Physics, 11(2):111–117, 2015.

[14] Y. Arai and A. Pierani. Development and evolution of
cortical fields. Neurosci. Res., 86:66–76, Sep 2014.

[15] K. Toma and C. Hanashima. Switching modes in cor-
ticogenesis: mechanisms of neuronal subtype transitions
and integration in the cerebral cortex. Front Neurosci,
9:274, 2015.

[16] A. Griveau, U. Borello, F. Causeret, F. Tissir, N. Boggetto,
S. Karaz, and A. Pierani. A novel role for Dbx1-
derived Cajal-Retzius cells in early regionalization of
the cerebral cortical neuroepithelium. PLoS Biol.,
8(7):e1000440, 2010.

[17] Verona Villar-Cerviño, Manuel Molano-Mazón, Timothy
Catchpole, Miguel Valdeolmillos, Mark Henkemeyer,
Luis M Mart́ınez, Vı́ctor Borrell, and Oscar Maŕın.
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Roca-Cusachs, José J. Muñoz, Marta Sales-Pardo,
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Figures

Figure 1. Different examples of collective cell motion in vivo.
(A) Neural crest cells in the chick embryo, here marked by a
HNK-1 antibody (left panel) migrate dorso-ventrally in corridors
corresponding to rostral (r) somite halves. The corridors are
delimited by expression of Eph ligands, such as Lerk2, in the
caudal (c) somite halves, here visualized by a Lerk2 antibody
(right panel). From [295]. (B) Border cells in D. melanogaster
are a group of 4-8 migratory cells surrounding two non-motile
polar cells. They migrate together between nurse cells from
the anterior part of the Drosophila egg chamber toward the
oocyte. (Top panels) Egg chambers at two stages are labelled
with 4,6-diamidino-2-phenylindole (DAPI, blue) to stain all
nuclei, Alexa 488-phalloidin (green) to mark actin filaments,
and mCherry (red) expressed in border cells. Scale bars
20 µm (Bottom panels) Higher magnification views of border
cells from each stage.From [296]. (C) (Top) The posterior
lateral line organ primordium (pLLP) migration in zebrafish
is visualized by expression of a membrane-tethered version of
GFP expressed in every cell of the migrating pLLP as well
as in the deposited neuromasts (pointed out by the white
dashed lines) and connecting interneuromasts cells.The lateral
line primordium migrates at a speed of 66µm/hr at 25oC.
The scale bar is 100µm. (Bottom) Higher magnification of
the migrating primordium. The scale bar is 20µm.From [297].
(D) Dorsal closure in D. melanogaster . Scanning electron
micrographs of embryos: (top left panel) during the zippering
stage; and (top right panel) at the final stage of dorsal closure.
(Bottom) High-magnification scanning electron micrographs of
the corresponding boxed regions indicated in the top panels.
From [298] .

Figure 2. Contact inhibition of locomotion. (A) CIL in isolated
cells. (top) Sketch of a collision between two single cells showing
the collapse of cell protrusion and a change in the direction
of migration (green arrows). The four steps of CIL are shown
with roman numerals. From [19]. (Bottom) Collision between
two pseudo-colored neural crest cells in vitro.Time is shown in
minutes. White arrows indicate the direction of migration; the
red arrowhead indicates collision. From [18]. (B) CIL in a
group of cells. CIL between inner cells leads to inhibition of
protrusions, whereas CIL between the leader cells, at the free
edge, can lead to cell polarization of the leaders (green arrows)
and directional migration. From [19].

Figure 3. Some models of collective cell migration. (A)
Simulation of the particle model described by (14,15) with
particle confined to a square arena. The particle circular motion
emerge over a wide range of model parameters. From [91] (B)
Potts model simulation. (Top) An image of a motile tissue in the
steady state, overlaid with the corresponding velocity field. Cell
colors are arbitrary. (Bottom) Maps of the velocity correlations
around a cell migrating from left to right. These have been
obtained for populations of 1600 cells. The unit distance is the
cell diameter. (C) A graph of the correlation length λc as a
function of the motility parameter µ, for an energy parameter
J = 5. Large correlation lengths are obtained for intermediate
value of the motility parameter µ. For low values of µ/J , cells
are essentially trapped while at large values of µ/J , the motility
force is strong enough for a cell to disrupt adhesion between its
neighbors and move through them. This jamming-like transition
is discussed in section 5.2. From [107].

Figure 4. Mechanical measurements in a monolayer. (A)
Displacement field measured by PIV. Rather than tracking each
cell independently, one measures the cross correlation between
subwindows from successive images. The maximum in the
correlation plane corresponds to the average displacement. The
procedure is reiterated for all subwindows and for all images
of the movie [144]. (B) Traction force Microscopy (TFM) is
performed by monitoring the displacement of beads (red) placed
in a soft gel (blue). The cells placed on this substrate exert
traction forces that can be inferred from the displacements of
the beads. (C) An alternative technique uses micropillars on
which cells are cultured. From the deflection of the micropillars,
one can directly measure the local force. From [151]. (D)
Once the traction forces are known by TFM, Monolayer Stress
Microcopy (MSM) allows measuring the intracellular stresses by
using Newton force balance. From [153].

Figure 5. Jamming of cell monolayers. A) Classical jamming
phase diagram applicable to non-living systems such as glasses
or colloidal suspensions. In this case the temperature, density
and shear stress control the transition. The surface of jamming
(yellow) separates jammed from unjammed regions. B) In the
case of live cells, a strong analogy can be made with the jamming
transition. The “motility” v0 (14) plays the role of temperature;
“persistence” (1/Dr with Dr the rotational diffusion of the cell
motility force) and preferred shape (p0) are the two other control
parameters. Depending on the phenotype of the cells, they can
be positioned at different places in the diagram. The solid phase
corresponds to the points close to the origin and the points above
the jamming surface correspond to a fluid phase. From [117].

C) In dense conditions, a compressive stress mimicking a
bronchospasm triggers the transition from jammed to unjammed
states for bronchial HBEC cells. From [179]. D. Jamming
transition in a vertex model (21) with non-motile cells and cell-
independent parameters. The shape parameter p0 denotes the
ratio of the model preferred perimeter (P 0) to the square root of

the preferred cell area (A0), p0 = P 0/
√
A0, with P 0 = −G/4H

in the notations of (21). Critical collapse of the adimensionned
averaged energy barrier ∆ε needed to induce a T1 transition
between neighboring cells in the model ground state. The two
branches of the scaling function are shown. The average energy
barrier vanishes at the critical shape perimeter p0 = p∗0. E. The
rigidity transition controlled by p0 occurs at p0 = p∗0 ' 3.81
corresponding to regular pentagons. If p0 < p∗0, the tissue is
solid, it is fluid-like otherwise (the point p0 = 3.72 corresponding
to the loss of stability of regular hexagons is also indicated).
From [178].
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Figure 6. Effect of confinement on a MDCK epithelium. A)
Confined epithelium on an adhesive disk. Cells do not escape
on the surrounding non-adhesive surface for several weeks. B-C)
Kymographs of the two components (radial (B) and orthoradial
(C)) of the velocity after averaging over all angles. The
orthoradial component describes the rotation of the cells in the
disk. Changes of direction are stochastic. The radial component
is maximal at mid-radius and exhibits a “breathing” oscillation
whose period depends on the size of the domain. From [182].

Figure 7. Chirality in the orientation and displacements of
myoblasts (C2C12 Cells). A) Phase contrast image. B) The
green lines show the directions of the main axis of the cells.
The chirality of the packing is clearly visible. C) the velocity
field mirrors the orientation pattern. the insets show the angle-
averaged orthoradial (vθ) and radial (vr) velocities as a function
of the radial position. Scale bars = 100µm. From [186].

Figure 8. Collective migration following a model injury-free
wound. A) Comparison between the collective displacements
of epithelial MDCK cells (left) and fibroblast-like NRK cells
(right). High velocity regions are distributed more uniformly
for the MDCK cells. Scale bars 100 µm. B) the degree
of collectiveness can be quantified from the velocity spatial
correlation function. For MDCK cells, the correlation decrease
over a characteristic distance of about 150 µm corresponding to
about 10 cell diameters whereas for NRK cells, the correlation
length is only 20µm or two cell sizes. From [142] C) Stress
maps for migrating mammary cells MCF10A (phase contrast
(a); normal component of the traction forces exerted on the
substrate measured by TFM (b) and normal component of the
intercellular stress measured by MSM (c)). Vertical size of the
images = 410µm. From [153]. D. Comparison between the
experimental velocity field (left) and the simulated one (right).
Box size = 1mm2.E-G. The model accounts quantitatively for
the different quantities measured in the experiments, including
the wide distribution of the speeds (E), and the time and spatial
correlation functions (F,G). Points are experimental points and
black lines are the result of the simulations. From [95].

Figure 9. Mechanical waves during monolayer migration. The
dynamical evolution of an initially 400µm wide band of cells is
represented as kymographs for the velocity (A) and the strain
rate (B). on both kymographs, the waves appear as oblique bands
in this representation. From [185].C. Schematic of the spreading
monolayer. The stress σ is color coded. The polarization p has
a sigmoidal shape of width λ. The boundaries of the monolayer
are stress-free (σ=0). D. The theoretical model coupling the
deformation in the monolayer to its contractile activity and
to the polarization of the cells gives rise to mechanical waves
consistent with the experimentally observed ones. From [123].

Figure 10. Spreading of a macroscopic murine sarcoma S-180
cell aggregate on a solid surface coated with fibronectin. The
spreading parameter is controlled by the surface chemistry and
the cohesion of the aggregate itself determined by the level of
cadherins expressed at the surface of the cells. When a cell
aggregate spreads on the surface, a monolayer of cells develops
around it (A, green arrow). When the level of cadherins and
hence the cohesiveness of the aggregate is high, the monolayer
remains in a cohesive liquid form (B). In contrast, when the level
of cadherins is low, the cells scatter on the surface and are best
described as a gas (C). From [206].

Figure 11. (A) Heterotypic migration fingers. The Cancer-
Associated Fibroblast (CAF) (in red) degrades the collagen
matrix and generates a track in which the following squamous
cell carcinoma (SCC) cells (in green) can follow. The SCC cells
cannot invade the matrix by themselves. Scale bar= 20 µm.
From [225]. (B) Migration finger at the front edge of a migrating
MDCK monolayer. Actin green, phosphorylated myosin light
chain red. Note the acto-myosin cable at the sides of the finger
(arrows). Bar=50 µm. From [211]. (C) Similarly looking fingers
are observed in 3D during invasion of collagen gels by HT-MT1
cells. The cells are initially in a spheroid (left) and migrate
collectively in tracks where the collagen had been degraded.
The arrow denotes the direction of migration. White triangles
indicate high concentration of metalloproteases associated with
the collagen matrix. Bar=20µm. From [223].

Figure 12. The supercell analogy. The migration fingers at the
front edge of a MDCK monolayer (Figure 11 B) are described
by a traction force map dominated by fluctuations due to the
active displacements of the individual cells that compose it (A).
However when averaged across the finger, the longitudinal force
behaves as a coherent mechanical entity that displays a high
pulling force at its tip and a region of negative forces (friction
forces) closer to the epithelium (B). Therefore, mechanically, the
migrating fingers are characterized by force dipoles (red arrows)
(C). From [211]. At a different scale, migrating single cells
are also characterized by a force dipole (D) From [219]. The
migration fingers that typically comprise 50 cells can therefore be
considered as supercells. Laser ablation on the peripheral acto-
myosin cable lining the edges of the migration fingers show that
this pluricellular structure is under tension (E). Once severed,
the alignment of the cells in the finger triggers the formation of
a new leader at the cut (E),(F). Bar = 20µm. From [211].

Figure 13. Migration in confining stripes. The migration of
the epithelial MDCK cells is constrained in the micro-printed
stripes (epithelium is on the right and cells migrate towards the
left). For the widest stripes (400µm (top)), the usual flows
and swirls can be observed. However they disappear when
the width decreases below 100µm (middle and bottom). Scale
bars=50µm. From [195].
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Figure 14. Effect of the adhesion on the substrate on the
closing of circular wounds. A) When the underlying substrate
is adhesive, cells close the wound by protrusive activity (stars)
despite the presence of a pluricellular acto-myosin cable at the
free edge. Bar = 20 µm. MDCK cells. Green: actin; red:
myosin; blue: Nuclei. (B) A simple model including border
forces, cell-substrate friction and tissue rheology accounts well
the closure and allows quantitatively describing the trajectories
of closures. R0 is the initial radius of the wound. Dots:
experimental points; lines: theoretical predictions. From [200].
(C) Alignment mechanism: cells switch from non-motile to
motile states with a constant rate kmot. The rate at which
they switch back to a non-motile state depends on the degree
of alignment of their velocity and motile force. (D) Results of
the simulations for the convergent closure of a circular wound.
Dashed lines are the theoretical fits from the continuous model
of [200] (see panel (B)). The points results from the simulations
of the model presented in panel (C) From [234]. (E) In contrast,
when closing over a non-adherent surface (denoted by the white
line), the cell actomyosin cable is instrumental in closing the
aperture by a purse-string mechanism. (F) These wounds heal
much slower than their counterpart on an adhesive surface and
the closing is more jerky (compare the trajectories with panel
B). The theoretical trajectories are simulated from a stochastic
model including purse-string and tissue fluctuations. From [239].

Figure 15. High curvature of the front edge favors leader
formation. (A) The initial shape of the MDCK monolayer is
controlled by the stencil geometry. Leaders and migration fingers
are more likely to develop at the spikes of high curvature (B).
Scale bars =100µm . From [236]. (C) Modelling of an expanding
cell monolayer using the particle-based model (17) with velocity
alignment supplemented with a curvature-dependent force at the
border. These two ingredients give rise to migration fingers very
similar to the ones observed experimentally. From [218].

Figure 16. Collective chemotaxis of malignant lymphocytes
clusters in a gradient of the chemokine CCL-19. (A) The
clusters migrate up the gradient. (B) Forward migration index
(FMI) is positive and large for all values of gradients for clusters
(black boxes). It is consistently smaller for single cells (Grey
boxes). When gradients are too shallow, single cells do not
chemotax. When it is too high, they migrate down the gradient
(chemorepulsion).(C) In the model, the chemokine-dependent
protrusive forces are located at the periphery of the cluster and
are proportional to the local chemokine concentration. These
forces are superimposed to random traction forces. From [240].

Figure 17. Collective galvanotaxis. A) Upon the application of
a weak electric field, MDCK cells in a monolayer coordinate their
migration toward the cathode. When the direction of the field
is inverted, cells respond in minutes to change their direction.
(B) Cells do not individually change their direction of migration
but operate their U-turns in domains whose size is of the order
of the correlation length. Width of panels 600µm; time between
frames: 6 min. From [258].

Figure 18. Role of the heterogeneities in in vivo collective
migration. Melanoma invasion in the dermal tissue. (A) Tumor
cells move in coherent and cohesive strands from the initial tumor
into the deep dermis. In the inset an occasional detachment of
tip cell. (C,D) cells remain confined by the heterogeneities of the
tissue and guided by the interfaces. Intravital imaging performed
in multiphoton microscopy (third harmonic generation and
second harmonic generation). yellow, tumor cytoplasm; blue
tumor nuclei; green, blood vessels; red, collagen. Scale bars
=50µm. From [263].

Figure 19. Collective migration on model glass fibers. (A)
Glass fibers can be used to recapitulate some aspects of the
heterogeneities of the in vivo environment. (A) MDCK cells
migrate collectively on these substrates. (B) The architecture
of the cell cytoskeleton is highly affected by the out-of-plane
curvature and actin stress fibers display a marked orientation
at the basal plane perpendicular to the fiber main axis.
This circumferential orientation appears for radii smaller than
typically 35µm. These fibers appear continuous from one cell to
its neighbor, demonstrating their mechanical continuity. From
[228]
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