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Abstract.
High-harmonic generation (HHG) is a nonlinear physical process used for the production of ultrashort pulses in

XUV region, which are then used for investigating ultrafast phenomena in time-resolved spectroscopies. Moreover, HHG
signal itself encodes information on electronic structure and dynamics of the target, possibly coupled to nuclear degrees
of freedom. Investigating HHG signal leads to HHG spectroscopy, which is applied to atoms, molecules, solids and
recently also to liquids. Analysing the number of generated harmonics, their intensity and shape gives a detailed insight
of, e.g., ionisation and recombination channels occurring in the strong-field dynamics. A number of valuable theoretical
models has been developed over the years to explain and interpret HHG features, with the three-step model being the
most known one. Originally, these models neglect the complexity of the propagating electronic wavefunction, by only
using an approximated formulation of ground and continuum states. Many effects unravelled by HHG spectroscopy
are instead due to electron correlation effects, quantum interference, and Rydberg-state contributions, which are all
properly captured by an ab initio electronic-structure approach. In this Review we have collected recent advances in
modelling HHG by means of ab initio time-dependent approaches relying on the propagation of the time-dependent
Schrödinger equation (or derived equations) in presence of a very intense electromagnetic field. We limit ourselves
to gas-phase atomic and molecular targets, and to solids. We focus on the various levels of theory for describing the
electronic structure of the target, coupled with strong-field dynamics and ionisation approaches, and on the basis used
to represent electronic states. Selected applications and perspectives for future developments are also given.
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1. Introduction

High-harmonic generation (HHG) was observed for the first time in 1977 in CO2 laser interaction with plasmas
generated from solid Al targets [1]. Instead, HHG in gases was first observed in 1987 [2, 3]. HHG spectrum covers
a very broad spectral range, from visible light to soft X-rays, and has a distinctive shape: a rapid decrease of the
intensity for the low-order harmonics consistent with perturbation theory, followed by a broad plateau region where
the harmonic intensity remains almost constant, and then an abrupt cutoff, beyond which almost no harmonics are
observed.

The physical mechanism behind the harmonics generation was understood by a semi-classically model (3SM) as a
sequence of three steps [4, 5] : (i) an electron escapes from the nucleus (or nuclei) through tunnel ionisation associated
with the strong laser field, (ii) the electron is then accelerated away by the laser field until the sign of the field changes,
(iii) whereupon the electron is reaccelerated back to the nucleus (or nuclei), with the system emitting a photon as
the electron recombines to the parent ion. A key quantity emerging from the model is the maximum energy the field
can provide to the electron, Ecutoff = Ip + 3.17Up, where Ip is the ionisation potential and Up = E2

0/(4ω0)2 is the
ponderomotive energy where E0 is the maximum amplitude of the pulse and ω0 is the carrier frequency. In this model
the cutoff scales linearly with E2

0 . [4, 5]
In 2001 the first experimental demonstration of attosecond (10−18 s) pulses via HHG was obtained. [6] Since then

impressive advances in laser technology were developed, introducing new time-resolved spectroscopies which offer the
opportunity to investigate electron dynamics with unprecedented time resolution [7–19].

Dynamical and structural information can be extracted from HHG spectra associated with the attosecond
dynamics, shedding light on laser- and correlation-driven effects in strong-field dynamics. For instance in the study
of different ionisation and recombination channels, [11, 20–23] molecular imaging [24–28] ultrafast charge migration
[29], vibrational signatures [30], quantum coherence in atoms [31] and electron dynamics of organic molecules and
biomolecules [18, 32–37].

In 2011, HHG from solids was measured for the first time [38]. The generation mechanism of HHG in solids
involves inter- and intraband electronic dynamics and also in this case a semiclassical 3SM was proposed: (i) an
electron tunnels from the valence to the conduction band and (ii) it is accelerated in the conduction band while its
hole is accelerated in the valence band, which will lead to an intraband current, and (iii) then the electron and the
hole recombine giving rise to an interband polarisation. With respect to atoms and molecules, HHG in solids has a
quite different behaviour, starting from a different cutoff law which scales linearly with E0 and which is limited to the
energy band gap of the solid [38–40]. Moreover, as the electron density in solids is higher than in gases the harmonic
yield is expected to be higher.

HHG in solids offers a unique and attracting way to probe electron dynamics in solids at attosecond timescale.
Moreover, HHG can be achieved in a wide range of solid materials, from semiconductors to novel two-dimensional
materials. [41–50] HHG in solids also represents an attractive route towards compact table-top light-source for coherent
and bright attosecond pulses in the extreme ultraviolet and soft x-ray energy regime. [51–54]

Despite these exciting experimental achievements, reaching a clear understanding of the mechanisms that control
the electron dynamics under the action of a strong laser field is still challenging, which necessarily requires theoretical
support. Developing theoretical and computational methods able to provide an accurate treatment of the fundamental
processes generated by an intense laser field is therefore crucial.

The proper treatment of the time-dependent electronic wavefunction, and therefore of the many-electron dynamics,
under the influence of an intense pulse is obtained by propagating the time-dependent Schrödinger equation (TDSE).
The electron dynamics implicated in the HHG process can be rather complex [29, 32, 55–59]. Indeed, when the laser
interacts with the system a non-stationary electronic wavefunction, consisting of a coherent superposition of excited
states, is generated. The time evolution of the wavefunction involves changing interference and coupling between the
different excited states, including Rydberg and continuum states. Moreover, the wavefunction dynamics is determined
by parameters of the laser such as intensity, duration, polarisation, phase and carrier frequency.

Approximated theoretical methods have been developed to study HHG in atoms, molecules and solids. For atoms
and molecules the time-dependent Schrödinger equation (TDSE) was solved within the single-active electron (SAE) in
the strong-field approximation (SFA). [60–64] For solids, numerical methods related to TDSE have also been developed,
together with the use of the semiconductor Bloch equations.[65]

Concerning ab initio methods, nowadays, the electron-dynamics problem in strong fields is tackled by two main
families of time-dependent electronic-structure approaches [66]: real time time-dependent density-functional theory
(RT-TDDFT) [67–86] and real-time time-dependent wavefunction methods (RT-TDWF)[87–97]. The many-electron
dynamics is described in RT-TDDFT by the time-dependent density [98, 99] and in RT-TDWF by a (correlated)
time-dependent wavefunction. Despite the different theoretical principles, RT-TDDFT and RT-TDWF share some
theoretical and computational aspects concerning the strategy used to propagate the TDSE. Time propagation is
directly applied to the molecular orbitals (MOs) [75, 80–82] or to a truncated basis composed of the ground- and
excited-state wavefunctions of the field-free electronic Hamiltonian [67, 68, 70, 100–102].
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Theoretical methods developed in the framework of RT-TDDFT and RT-TDWF describe the electron correlation
within different levels of accuracy. In RT-TDDFT the many-electron effects are encoded in the time-dependent
exchange-correlation potential vxc or in the exchange-correlation kernel fxc. These are complicated quantities as they
are nonlocal in time and space, and need to fulfil specific mathematical behaviour in order to accurately describe the
strong-field electron dynamics [103–111]. Instead, in RT-TDWF many-electron features in HHG are described through
the complexity of the time-dependent wavefunction obtained from the time-dependent extension of well-established
methods [112] such as configuration interaction (CI), coupled cluster (CC) and multiconfigurational self-consistent
field (MCSCF) [75, 76, 80, 84, 113–115].

Other than RT-TDDFT and RT-TDWF developments on the accurate description of electron correlation, another
essential aspect needs to be carefully addressed from theory, because of the high energies involved in the HHG nonlinear
response: the choice of the one-electron basis for representing the time-dependent wavefunction. In fact, a reliable
description of the electron dynamics in strong laser fields depends on the accuracy in reproducing both the bound and
the continuum states, which are appreciably populated during the dynamics, of the molecular system considered [68].
In addition, choosing a good basis can improve the numerical convergence of the results and reduce the computational
cost of simulations.

In this review we focus on RT-TDWF and RT-TDDFT methods for the description of HHG in atoms, molecules
and solids. We review theory in Section 2, in detail: TDSE in Section 2.1; RT-TDWF and RT-TDDFT methods are
described in Section 2.2 and 2.3; options for a proper basis for the wavefunction representation in HHG are given in
Section 2.4; selected applications to HHG spectroscopy are reported in Section 3; conclusions and perspectives for
future works are then proposed in the last Section. Hartree atomic units are used throughout the text.

2. Theory

Approaches collected in this Section are general and in principle applicable to any kind of system. In practice, only
RT-TDDFT by propagating Kohn-Sham (KS) orbitals is used to compute HHG spectra of solids, as will be shown in
Section 3.

2.1. Time-dependent Schrödinger equation

The dynamics of N interacting electrons in an external electric field is described by the TDSE

i
d|Ψ(t)〉

dt
= Ĥ(t)|Ψ(t)〉, (1)

together with the initial condition |Ψ(t0)〉 = |Ψ0〉, where t0 and |Ψ0〉 are the initial propagation time and the starting
wavefunction, typically the electronic ground state.

The time-dependent Hamiltonian is defined as

Ĥ(t) = T̂ + Ŵee + V̂ne + V̂ext(t), (2)

where the kinetic operator is T̂ = − 1
2

∫ [
∇2

rn̂1(r, r′)
]
r′=r

dr, the electron-electron Coulomb interaction is Ŵee =
1
2

∫∫
n̂2(r, r′)wee(|r− r′|)drdr′, the electron-nuclei Coulomb interaction is V̂ne =

∫
n̂(r)vne(r)dr and the external-field

perturbation is V̂ext(t). r (r′) represents the electronic coordinates. The external-field perturbation in the length
gauge is V̂ext(t) = −µ̂ ·E(t) where µ̂ is the dipole operator and E(t) is the external electric field, while in the velocity
gauge V̂ext(t) = −Â(t) · p, where p̂ is the momentum operator and A(t) is the vector potential [61, 116]. In these
definitions, n̂1(r, r′) is the one-particle density operator, n̂2(r, r′) is the pair-density operator, n̂(r) is the density
operator, wee(|r − r′|) is the two-electron repulsion potential term, and vne(r) is the electron-nucleus attraction
potential term. A classical description of the external electric field is taken into account in this work, while a fully
quantum description of HHG nonlinear optics is found in Ref. [117].

The HHG spectrum is then computed as the power spectrum Pξ(ω)

Pξ(ω) =

∣∣∣∣ 1

tf − ti

∫ tf

ti

〈Ψ(t)|ξ̂ · n̂|Ψ(t)〉e−iωtdt
∣∣∣∣2, (3)

where the operator ξ̂ can be either equal to the electron-dipole operator µ̂, or to the electron-velocity operator
v̂ = −i

[
µ̂, Ĥ(t)

]
or to the electron-acceleration operator â = −i

[
v̂, Ĥ(t)

]
[70, 118] and n̂ is the unit vector in the

polarization direction. ti and tf are initial and final times for Fourier transform, respectively: t0 for the initial condition
of Eq. 1 and ti in Eq. 3 do not necessarily coincide.

In solids, the power spectrum is written in terms of the current as [47, 119]
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Pj(ω) =

∣∣∣∣ 1

tf − ti

∫ tf

ti

∂

∂t
J(t) · n̂ e−iωtdt

∣∣∣∣2. (4)

where J(t) is the time-dependent induced current.
However, the TDSE cannot be solved exactly in most of the systems because of the high dimensionality of the

electron-electron interaction. Therefore, different RT-TDWF and RT-TDDFT methodologies have been developed to
approximate its solution or to provide a valid alternative to TDSE, as reviewed in Sections 2.2 and 2.3.

2.2. Time-dependent methods

Time-domain extension of configuration interaction [112] (TD-CI), multiconfigurational (MC) methods [112]
(MCTDHF and TD-MCSCF), coupled cluster [112] (TC-CC) and algebraic diagrammatic construction [120, 121]
(TD-ADC) is reported in this Section. These RT-TDWF methods have been applied to interpret, predict and explain
HHG features in atoms and molecules, as shown in Section 3.

2.2.1. TD-CI methods In TD-CI the time-dependent wavefunction is defined as

|Ψ(t)〉 =
∑
k

ck(t)|Ψk〉, (5)

where ck(t) are time-dependent coefficients and |Ψk〉 = R̂k|Φ0〉 are CI eigenfunctions written in terms of the excitation
operator R̂k = r0,k +

∑
ia r

a
i,kâ
†
aâi +

∑
ijab r

ab
ij,kâ

†
aâ
†
bâiâj + ... and of the ground-state Slater determinant of MOs |φp〉,

which is |Φ0〉 = |φ1...φN 〉. The index k = 0 corresponds to the ground-state eigenfunction and k = 1, ...N to the
excited-state ones. The indices i, j, k, etc. are for occupied orbitals, a, b, c, etc. are for virtual orbitals, and p, q,
r, etc. for generic orbitals. The operators â†p and âp create and annihilate an electron from the orbital |φp〉, and the
amplitudes, r0,k, rai,k, r

ab
ij,k... are determined by minimising the total CI energy [113].

This approach is typically used by limiting the excited-state manifold to only singly-excited configurations (TD-
CIS), singly-excited and perturbative double-excited configurations (TD-CIS(D)), or full singly- and doubly-excited
ones (TD-CISD). In TD-CIS the Slater determinant |Φ0〉 is the Hartree-Fock (HF) ground state, while for TD-CIS(D)
and TD-CISD is the perturbative MP2 [112] ground state [67, 69–71, 80, 101, 111, 122–125]. In most electron-dynamics
applications, HHG included, TD-CIS is considered as a reasonable compromise between accuracy and computational
effort [126].

Another version of the TD-CI method explicitly includes the time-dependence in the excitation operator as

R̂k(t) = r0,k(t) +
∑
ia

rai,k(t)â†aâi +
∑
ijab

rabij,k(t)â†aâ
†
bâiâj + ... (6)

from which the time-dependent wave function is

|Ψ(t)〉 = R̂k(t)|Φ0〉. (7)

This approach was used for HHG in TD-CIS framework [83, 85, 116, 127–130].
In both cases of Eqs 5 and 7 the time-dependent |Ψ(t)〉 is propagated according to Eq. 1 and then used to compute
the HHG spectrum by means of Eq. 3.

2.2.2. MCTDHF and TD-MCSCF methods The time-dependent wavefunction in MCTDHF is a full CI expansion
defined as

|Ψ(t)〉 =
∑
k

ck(t)|Φk(t)〉, (8)

where both ck(t) expansion coefficients and MOs, i.e. |φp(t)〉, defining the Slater determinants |Φk(t)〉, are time-
dependent [131–135]. The use of time-dependent MOs implies more flexibility compared to the methods described
in Section 2.2.1. Since the MCTDHF computational cost becomes prohibitive for many-electron dynamics, several
approximations have been developed. Indeed, truncating of the CI expansion in MCTDHF reduces to the TD-MCSCF,
where only a small number of MOs is used. In turn, the introduction of frozen-core, dynamical-core, and active orbital
subspaces bring to the TD-CASSCF method [136]. An even more flexible classification of the active-orbital subspace
is given by other methods such as the time-dependent restricted-active-space self-consistent field (TD-RASSCF) and
time-dependent occupation-restricted multiple-active-space (TD-ORMAS)[75, 76, 79, 136–138].
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2.2.3. Time-dependent Coupled Cluster The TD-CC method uses a nonHermitian Hamiltonian Ĥ which depends on
the cluster operator

T̂CC =
∑
ia

tai â
†
aâi +

1

4

∑
ijab

tabij â
†
aâ
†
bâiâj + ..., (9)

with not necessarily real eigenvalues, and with distinct left and right eigenvectors for each eigenvalue. tai , tabij are
amplitudes related to the usual single, double,... excitations. As a consequence of the nonHermitian nature of the
approach, TD-CC is characterised by right (R) time-dependent wavefunctions

|ΨR(t)〉 =
∑
k

cRk (t)R̂k|Φ0〉, (10)

and by left (L) time-dependent wavefunctions

|ΨL(t)〉 =
∑
k

〈Φ0|L̂kcLk (t), (11)

where L̂k has the same form as the excitation operator R̂k in Section 2.2.1. Within this approach HHG spectra have
been calculated using a time-dependent dipole moment where the nonHermitian component has been dropped [67].

Similarly with what has been described in Section 2.2.1 for TD-CI, a different TD-CC formulation is based on
the definition of of an explicit time-dependent cluster operator [81]

T̂CC(t) =
∑
ia

tai (t)â†aâi +
1

4

∑
ijab

tabij (t)â†aâ
†
bâiâj + ... (12)

from which the time-dependent wavefunction is given by

|Ψ(t)〉 = eT̂CC(t)|Φ0〉. (13)

The inclusion of the time-dependence also in the MOs of |Φ0〉 is developed in the time-dependent optimised coupled-
cluster (TD-OCC) method [114]. This method was implemented including double excitations (TD-OCCD) and double
and triple excitations (TD-OCCDT). In the framework of the TD-OCC, TD-OCEPA0 [115] and TD-OMP2 [139]
methods have been used for the calculation of HHG spectra.

2.2.4. Time-dependent ADC The time-dependent wavefunction in TD-ADC is

|Ψ(t)〉 =
∑
k

ck(t)|Ψ̃k〉, (14)

where ck(t) are time-dependent coefficients and |Ψ̃k〉 are the ADC intermediate states obtained from the correlated
excited states |Ψk〉 = Ĉ†k|Ψ0〉 where Ĉ†k = {â†aâi, â†aâ

†
bâiâj , ...} and |Ψ0〉 is the exact ground state.

In the ADC hierarchy the first-order ADC(1) method, which is considered as an improved version of CIS [73, 140], has
been used for HHG spectroscopy [73, 140].

2.3. Time-dependent density-functional theory

The foundation of TDDFT is the Runge-Gross theorem [98], which states that the properties of the interacting-electron
system can be calculated from the knowledge of the time-dependent density n(r, t) with a fixed initial condition. n(r, t)
is accessible from the time-dependent KS scheme which replaces the interacting system by a non-interacting one with
the same time-dependent density [141].

The time-dependent KS equations are

i
d|ϕi(t)〉

dt
=
[
T̂ + V̂ks[n](t)

]
|ϕi(t)〉, (15)

where |ϕi(t)〉 are the time-dependent KS MOs, V̂ks[n](t) is the sum of V̂ext(t), the Hartree potential operator V̂H[n](t) =∫
n̂(r)vH[n](r, t)dr and the exchange-correlation potential operator V̂xc[n](t) =

∫
n̂(r)vxc[n](r, t)dr, which has to be

approximated. Once Eq. (15) is solved the exact density is straightforwardly calculated as n(r, t) =
∑
i |ϕi(r, t)|2. The

time-dependent wavefunction is a single Slater determinant constructed from the time-dependent KS orbitals |ϕi〉 of
Eq. (15). In the case of solids, propagation of KS equations within the TDDFT is coupled to Maxwell equations for
the electromagnetic fields [41, 142] to account for macroscopic propagation effects in the material.
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The many-electron effects are encoded in the time-dependent exchange-correlation potential vxc, which is a
functional of the density, and also, in principle, depends on all previous times. However, in most of the cases,
the adiabatic approximation is used, i.e. vxc is evaluated at the instantaneous time-dependent density [143]. However,
known artefacts from time-dependent KS equations in describing the response to light pulses and Rabi oscillations are
attributed to the adiabatic approximation [144–146].

Correctly reproducing the long-range behaviour of vxc is necessary to accurately describe the strong-field electron
dynamics in RT-TDDFT. This permits to properly estimate the ionisation threshold energy, giving the onset of the
continuum spectrum. Different strategies have been introduced such as self-interaction corrections (SIC) [103, 104],
range-separated functionals [105–108] and long-range corrected potentials [109].

Instead, the RT-TDDFT approaches that propagate a truncated eigenstate basis, constructed from linear-response
TDDFT [147, 148], describe the many-electron effects through the exchange-correlation kernel fxc. The fxc is the
functional derivative of vxc with respect to the density and also needs to be approximated. fxc is nonlocal in time and
space, but the most common approximations are adiabatic and only the nonlocality in space is taken into account. It is
worth mentioning that using TDSE with a basis given by TDDFT pseudo wavefunctions in linear response overcomes
the difficulty to have a time-dependent xc kernel, provided an accurate representation of electronic excitations.

Within this approach as well, including long-range effects for the fxc is an important task. Range-separated
approaches are among the most successful schemes to model the space dependence. Usually, in these approaches,
the exchange part of the fxc, i.e. fx, is decomposed in a long-range (lr) HF and a short-range (sr) DFT component:
fx = f lrx,HF + f srx [108, 110, 111].

2.4. Basis representation

In presence of a strong field, all the above described RT-TDWF and RT-TDDFT methods require special care about
the basis-set representation of the time-dependent wavefunction. As exemplified by the 3SM, during HHG an electron
is liberated in the continuum where it behaves as a (nearly) free charged particle and it is then reaccelerated back to
the parent ion. This implies that an adequate theoretical modelling must be able to represent bound states as well as
high-energy oscillatory wavefunctions describing continuum states. This ability relies in the basis set used to describe
the time-dependent wavefunction.

Spatial grid methods have been largely used to describe strong-field electron dynamics and HHG in atoms,
molecules and solids [46, 47, 49, 50, 114, 128, 129, 142, 149–156]. A careful choice of the size and the discretisation of
the grid box in connection to the pulse intensity, frequency and phase is required. Therefore, the computational cost
can quickly increase and strategies involving multi-level parallelisation schemes have been developed [157–159].

B-splines [160] basis set approaches are competitive with spatial grid methods. B-splines are piecewise polynomial
and L2-integrable functions defined in a restricted sampled space. B-splines show smooth connections between the
various pieces, making them highly flexible in fitting any type continuous curve. In fact, B-splines are able to provide
a very accurate representation of continuum states and demonstrated to accurately describe dynamical strong-field
properties of atoms and molecules [108, 161, 162].

Recently, Gaussian-type orbitals (GTOs) have been successfully used to compute HHG of atomic and molecular
species [31, 67–71, 100–102, 111, 122–126, 147, 163–169]. GTOs are routinely used in quantum chemistry to compute
bound-state properties [112]. Extension of GTOs to string-field processes is extremely challenging, due to to the
intrinsic localised nature of Gaussian functions. Different strategies have been proposed to improve GTOs for the
description of HHG, i.e. to provide a balanced basis set able to describe bound and continuum states with similar and
reliable accuracy. In Ref. [163] GTOs are obtained by one-to-one fitting of a series of Slater-type orbitals (STOs) with
fixed exponent and increasing principal quantum number (these GTOs are referred as K functions in this work). Linear
combinations of GTOs have been generated by fitting spherical Bessel and Coulomb functions [164, 165]. Recently,
a systematic construction of the GTO basis set has been proposed, based on the idea to optimise GTOs according
to the states energetically accessible to the electron during the strong-field dynamics. Moreover, GTOs can also be
placed in arbitrary points in space to improve description of the electronic density and of the liberated electron, by
using the so called ghost atoms [69, 168].

Promising strategies for HHG are based on a hybrid basis, e.g. composed of GTO and B-splines [170, 171],
GTO+grid representation [172] and plane-wave functions multiplied by the GTOs [166], or complex GTOs [173–176]
and STOs [177–179].

Another important problem to be addressed is the incompleteness of any practically used basis set. In fact,
regardless of the approach employed for the basis set (grid, B-splines, GTOs, ...), unphysical reflections of the
electronic wavefunction must be avoided, which would lead to artificial features and high noise in HHG spectra. In
HHG simulations two methods are typically exploited for accounting for the finite basis set: the complex absorbing
potential (CAP) defined in real space [180–185], and the heuristic lifetime model [70, 71, 186] applied to electronic-state
energies. Various forms of CAP have been proposed in literature, a typical one is a quadratic function of the electron
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radial distance r [167]
VCAP(r) = ηΘ(r − rCAP)(r − rCAP)2, (16)

where Θ is the Heaviside function, η and rCAP are two parameters defining the “strength” of absorption and the centre
of CAP, respectively. Generalisation for nonspherical systems is also possible by including Euler angles. VCAP is
added in the time-dependent Hamiltonian as an imaginary term, i.e. iVCAP. CAP approach is particularly suitable for
grid-based representation of the electronic wavefunction, but it has been efficiently also implemented in GTO-based
quantum-chemistry methods [185]. On the other hand, the heuristic lifetime model has been originally developed
for GTO-based methods with a singly-excited ansatz [186]. The main idea behind this model, mainly applied to
gas-phase targets, consists in interpreting the approximated field-free eigenstates above the ionization threshold as
non-stationary states. In the time propagation this translates in replacing the energy Ek of the k-th excited state by
complex energy Ek − i

2Γk, where Γk is the inverse lifetime of state k, defined as follows:

Γk =

{
0 if ωk < Ip∑

i

∑
a |rai,k|2

1
d

√
εa if ωk ≥ Ip and εa > 0

(17)

where |rai,k|2 is the probability that an one-electron excitation from orbital i to orbital a takes place in the k-th excited
state in a singly-excited ansatz, such as TD-CIS (Section 2.2.1), and d is an empirical parameter which represents
the characteristic escape length that the electron in the state k is allowed to travel during the lifetime 1

Γk
. ωk and

Ip are the excitation energy for the k-th state and the ionisation energy, respectively. The sum runs over all the
occupied i and virtual a MOs. Evaluation of Γk is limited to virtual MOs with positive energy εa. The factor − i

2Γk
can be interpreted as an absorbing potential for state k, which is irreversibly depopulated by means of a lifetime
τk = 1

Γk
. As reported in Ref. [70], a slightly different approach consists in adopting two different values of the escape

length d, named d0 and d1: a large value of d0 (which corresponds to a small value of Γk) needs to be used for all
the above-ionisation threshold states with energy below the energy cutoff of the 3SM, while a smaller value for d1

translates into a larger Γn and is used for continuum states with energies above the 3SM cutoff energy. An ab initio
derivation of the heuristic lifetime model was proposed in Ref. [71], together with the extension to the CISD ansatz,
which also includes doubly-excited electronic configurations.

3. Applications

3.1. Atoms and molecules

We describe here few selected applications for HHG spectroscopy of atoms and molecules by means of the RT-
TDWF and the RT-TDDFT methods reviewed in Section 2. However, it worth mentioning that plenty of theoretical
works based on physical models on one-active electron and/or few-dimensional descriptions of the spectroscopic
target have been dedicated to HHG simulations [4, 5, 29, 33, 59–61, 68, 70, 187–194]. Other than atomic hydrogen
[60, 61, 69, 70, 193, 194], HHG spectra of one-dimensional Be [135, 138] and C atoms [138], H+

2 [62, 68, 187, 190, 195],
D+

2 [196, 197], H2+
3 and H3+

4 [192], H2 (also the full-electron three-dimensional molecule) [96, 111, 126, 190, 198–201],
T2, HeH+ and HeT+ [202], BC2+ [135] have been computed. Coupling between electronic and nuclear degrees of
freedom and its effect on HHG spectra has been also investigated [196, 197, 202].
HHG spectra from many-electron atoms and cations may encode interesting features, as giant enhancement [128],
Cooper minimum [114, 124, 140], spin-orbit dependence of HHG spectrum [127], and electron correlation [59]. An
accurate electron-structure description is necessary for capturing all these effects [115, 124, 127, 128, 130, 136, 140, 203,
204], i.e. going beyond single-active electron approximation. In Figure 1 we report the results for giant enhancement
in Xe due to different recombination channels [128]. First, the electron is extracted from the 5p0 orbital of Xe atom
(step (1) in left panel of Figure 1A). After propagation, the electron collides with the parent ion, according to the
3SM (step (2)). Recombination steps follow two competitive channels: the electron fills the 5p0 hole (step (3.1)),
or the electron recombines with a more bound 4d orbital, following the promotion of a second electron from the 4d
shell to the 5p0 hole via Coulomb interaction (step (3.2)). HHG spectra from grid-based TD-CIS calculations using
a pulse with intensity I = 1.7 × 1014 W/cm2, a wavelength of 1500 nm and FWHM=10 fs, are reported in Figure
1B. The spectrum labelled by “inter+intra: all m” corresponds to a full TD-CIS calculation including all the nine 4d,
5s, and 5p atomic orbitals, and the “inter+intra: m=0” spectrum includes only the orbitals aligned with the pulse;
in both cases interchannel (i.e., two-electron Coulomb interaction) and intrachannel couplings are active. The “intra:
all m” spectrum accounts for the all nine orbitals with only intrachannel couplings included. One observes the giant
enhancement only when interchannel interaction is included in the model, with an intensity increase in the 60-125 eV
region for the “inter+intra: all m” case, and in the 60-90 eV energy window for the “inter+intra: m=0” simulation.
Only a plateau in the HHG spectrum is instead found when interchannel couplings are excluded, thus showing that a
multiple-orbital and multi-electron effect is responsible for the giant enhancement of HHG signal in xenon.
Single harmonics lying close to strong absorption/emission lines from transition metals can be strongly enhanced [205].
Experimental evidence suggests that an enhancement of the HHG pattern of Mn and Mn+ is originated by a 3p-3d
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10

102
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Figure 1: A). Left: Sketch representation of HHG dynamics in xenon. Right: HHG spectrum of xenon for different
theoretical models (see text for details). B). Left: HHG spectra calculated with the TD-CASSCF method for several
frozen-core settings for Mn and Mn+. Also MCTDHF spectrum is shown. Right: HHG spectra calculated with the
TD-ORMAS method for Mn and Mn+ (dark green). The vertical arrows indicate the 3SM the cutoff positions. The
HHG spectrum from Mn2+ obtained using TD-CASSCF with 14 orbitals is also plotted (dashed blue). C) Comparison
of the HHG spectra of Ar atom by TDHF, TD-OCCD, TD-OCCDT, and TD-CASSCF methods. The inset the HHG
spectra between H50 and H80, with HHG intensity in the 10-103 range (in arbitrary units). Adapted from Ref.
[114, 128, 136] with permission of American Physics Society and AIP Publishing.

resonance [205]. HHG spectra from Mn and Mn+ at MCTDHF and TD-CASSCF level are reported in left panel of
Figure 1B, and TD-ORMAS HHG spectra for Mn and Mn+ and TD-CASSCF spectra for Mn2+ are shown in right
panel of Figure 1B. Spectra were obtained by using a pulse with a 770 nm central wavelength and an intensity of
3×1014 W/cm2. The high peak at around 50 eV is absent only when 3p orbitals are not included in the calculation
(“fz.3p” label in left panel of Figure 1B). The enhancement is accurately described by MCTDHF and TD-CASCCF
with various frozen-core approximations (“fz.2p” and “fz.3s”), meaning that 2p and 3s orbitals do not play role in
harmonic enhancement, as suggested by the experiment [205]. TD-ORMAS calculation for Mn and Mn+ provide the
same conclusions. Intensity of Mn2+ spectra is substantially lower that that from Mn and Mn+ HHG because of the
much larger ionisation energy.
The third example on atomic HHG spectra is reported in Figure 1C, where argon spectra computed using TDHF,
TD-CASSCF, TD-OCCD and TD-OCCDT are reported [114]. Intensity and pulse wavelength are equal to 6×1014

W/cm2 and 800 nm, respectively. A real-space grid basis set was employed to represent the electronic wavefunction, as
for the results for Mn, Mn+ and Mn2+. For TD-CASSCF, TD-OCCD and TD-OCCDT the neon core was kept frozen
at HF molecular orbitals. In this case the HHG spectra are computed as Fourier transform of the time-dependent
acceleration [70, 114]. Cooper minimum is correctly predicted by all the methods at around H34 (53 eV), in agreement
with the experimental estimation of 48-54 eV [206–208]. The inset for H50-H80 shows that TD-CASSCF, TD-OCCD
and TD-OCCDT are nearly identical at high energy. Instead, TDHF fails to reproduce fine structure of the HHG
spectrum, which presents an high noise and even peaks.
RT-TDDFT calculations on HHG for He, Ne and Ar were also carried out to the study the effect of SIC on the atomic
nonlinear response [209].

A number of time-dependent ab initio electronic-structure approaches to many-electron molecular HHG is present
in literature: N2 [111, 210–214], CO [203, 211], BF and HF [211], F2 [210, 211, 214], CO2 [73, 215–217], OCS [216–
218], CS2 [218], C2H2 [219], N2O [126, 217, 220], Br2 [221], 1,2-dichloroethene [168], benzene [212, 222, 223], uracil and
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Figure 2: A): RT-TDDFT total spectrum of N2 (upper panel) and orbital contributions to the HHG signal (lower
panel). B): HHG spectrum of N2 with various flavours of theory for the electronic wavefunction. TD-CIS+PBEc means
that PBE correlation has been added to CIS description. The subscript x indicates that only exchange contribution is
considered in the TDDFT calculations. In both cases the pulse is linearly polarised along the molecular axis, with an
intensity of 10×1014 W/cm2, wavelength of 800 nm and duration of 20 optical cycles. Adapted from Refs [111, 211]
with permission of American Physics Society and AIP Publishing.

thymine nucleobases [125].
The first two applications presented here are about N2 and CO2 in Figures 2 and 3 respectively, which have been widely
studied experimentally for resolving the contribution of different molecular orbitals to the HHG signal [207, 224–226].
The (relatively) limited size of the two molecules made them particularly suitable for testing different levels of theory
on strong-field electron dynamics.
RT-TDDFT was extensively used to study the HHG spectrum of N2 by means of two different approaches: real-time
propagation of time-dependent KS orbitals (Section 2.3), and real-time propagation of the electronic expressed in
terms of singly-excited pseudo wavefunctions [111, 147] (Section 2.3). Spectra in Figure 2 were computed using a
pulse linearly polarised along the molecular axis, with an intensity of 1014 W/cm2, wavelength of 800 nm and time
duration of 20 optical cycles. In the upper panel of Figure 2A the HHG total spectrum of N2 is reported, whereas
the 3σg (HOMO) and 2σu (HOMO-2) orbital contributions to the HHG signal are given in lower panel of Figure 2A.
The LBα potential was employed [211]. The 3σg contribution is dominant up to H31. At higher harmonics, 2σu and
3σg HHG intensities are comparable, even though peaks are only slightly higher than the background. Results from
propagating TDSE using CIS and TDDFT eigenstates are reported in Figure 2B. In Ref. [111] the role of exchange
and correlation in HHG was explored. Pulse parameters are the same reported above for Figure 2A. CIS, PBE and
LC-ωPBE eigenstates were used. In the case of the long-range corrected LC-ω-PBE the separation parameter ω has
the value of 0.3 and 0.4. Comparison among the different approximations for the exchange term, i.e. CIS vs DFT
using LC-ω-PBE, and for the correlation one (the PBE correlation was added/removed in the electronic computation)
shows that HHG spectra are not dramatically affected by the choice of the level of theory. All the methods produce
very similar HHG spectra, which are not very sensitive to the chosen description of exchange and correlation and/or
to the correct asymptotic behaviour of the Coulomb potential. A further investigation using e.g. range-separated
functions would be desirable to go deeper into the effect of long-range xc terms on the HHG spectrum.

As an example of strong-field molecular TDSE based on ADC electronic structure, we report here a recent study [73]
on HHG dynamics in CO2 (Figure 3). Electronic states were represented by a B-splines basis set. In the upper panel of
Figure 3 results on the position of the intensity minimum as a function of pulse amplitude are reported. ADC(1) calcu-
lations reproduce the experimental dynamical behaviour of the minimum in the HHG spectrum: H19 for I = 0.6×1014

W/cm2, H23 for I = 0.85× 1014 W/cm2 and H27 for I = 1.1× 1014 W/cm2. The time duration is of 70 fs, the central
wavelength is equal to 800 nm, and the pulse is linearly polarised along the molecular axis. These results originates
from a dynamical interaction among different ionisation and recombination channels, as schematically reported in the
lower panel of Figure 3. Steps 1.1, 2.1 and 3.1 follow the 3SM. The electron is mainly removed from the πg and σu
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Figure 3: Upper panel: ADC(1) HHG spectrum of the CO2 molecule interacting with an infrared field. The laser
field is linearly polarised along the molecular axis. Lower panel: Schematic illustration of the HHG process in CO2

using ADC(1). Taken from Ref. [73] with permission of the Royal Society of Chemistry.

orbitals by the intense pulse (1.1), provided the simulation parameters reported above. Correlation assisted tunneling
(1.2) can occur, with the πu channel interacting with the σu one. In the second step, the electron is accelerated in the
continuum and then accelerates back towards the parent ion (2.1); empty 12Πu and 12Σ+

g excited ionic states can be
populated by laser-induced dipole transitions between the πg, σu and the πu, σg orbitals respectively (2.2). Electron
recombines with the ion in third step, following three possible pathways: the colliding electron fills back the same hole
in step 1 (3.1) or the hole created in step 2.2 (3.2), or alternatively the electron exchanges energy with the ion by
promoting ionic transitions between occupied and empty molecular orbitals (3.3). Correlation-driven effects, as those
described above, can only be described thanks to an ab initio description of the propagating electronic wavefunction.

Recording HHG spectra of uracil and thymine molecules required laser ablation due to the difficulty of vaporising the
samples [227]. HHG spectra are therefore the result of several effects: single-emitter signal from a number of fragments,
different intensity of such a signal as a consequence of the mass/charge ratio, and phase matching/mismatching. For
all these reasons, simulating the outcome of this experiment is extremely challenging. From a quantum-chemistry
point of view, including a large number of electronic states (of the order of 102-103) in strong-field TDSE is not a
trivial task. The starting point in Ref. [125] was the simulation of single uracil and thymine molecules, by means of
TD-CIS with the 3aug-cc-pVDZ+3K Gaussian basis set: 501 electronic states were considered for electron dynamics.
K functions are GTOs optimal for the continuum [163], as mentioned in Section 2.4. Since the experimental setup
did not include molecular alignment, simulated rotationally-averaged spectra of the single emitter were computed.
HHG spectra from randomly-oriented molecules were computed in Ref. [125] by averaging over a number of random
polarisation directions of the pulse. This allows us to remove even harmonics in the limit of a spherical distribution
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Figure 4: HHG spectra of uracil with pulse wavelength and intensity of 780 nm and 1014 W/cm2, using a three-
dimensional and molecule-plane average, a pulse linearly polarised perpendicular to the molecular plane and along the
ground-state dipole moment. A zoom between H20 and H43 is also given. Adapted from Ref. [125] with permission
of the Royal Society of Chemistry.

of polarisation directions. A polarisation versor n̂s = (n̂s,x, n̂s,y, 0) was used for an average in the molecular plane
(assumed to be the xy plane), whereas the versor n̂s = (n̂s,x, n̂s,y, n̂s,z) was selected for a full three-dimensional (3D)
case. The components n̂s,x and n̂s,y (and also n̂s,z for the 3D case) are uniform random numbers in [-1:1] range
fulfilling the conditions (n̂2

s,x + n̂2
s,y + n̂2

s,z) < 1 or (n̂2
s,x + n̂2

s,y) < 1. The averaged time-dependent dipole µ̄(t) is given
by

µ̄(t) =
1

S

S∑
s

µs(t) · n̂s, (18)

where S is the number of different pulse linear polarisations n̂s and µs(t) is the corresponding time-dependent dipole.
The averaged HHG spectrum is then calculated as Fourier transform of the time-resolved dipole

P̄µ(ω) =

∣∣∣∣ 1

tf − ti

∫ tf

ti

W (t)µ̄(t) e−iωtdt

∣∣∣∣2, (19)

analogously to Eq. 3 for the time-dependent nonaveraged 〈Ψ(t)|ξ̂|Ψ(t)〉. The application of an ab initio full-electron
approach to the strong-field dynamics of uracil reported in Ref. [125] goes in the direction to compute HHG spectra of
molecules of biological interest [228, 229]. Figure 4 collects the HHG spectrum of uracil computed with pulse wavelength
and intensity of 780 nm and 1014 W/cm2: after a 3D average, a planar average, a single polarisation perpendicular to
the molecular axis, and along the direction of the ground-state dipole. The two rotationally-averaged HHG spectra
are very similar for the low-energy and plateau regions and show different shapes around the cutoff. Harmonics up
to around H39-H41 are observed for the 3D average, whereas the molecular-plane average produces harmonics up
to H27-H29. This result suggests that contributions to HHG from out-of-plane polarisations play a role for higher
harmonics. Moreover, the HHG spectrum with polarisation perpendicular to the molecular plane strongly differs from
the averaged spectra. From H9 to H11, the harmonics are much higher than those in the two averaged HHG spectra.
The difference between averaged and perpendicular-polarisation spectra can be rationalised by examining the possible
ionisation channels and their symmetry, as explained in Ref. [125].

HHG spectroscopy has been proposed as a method to discriminate molecular isomers [77, 230]. This approach represents
an original way to study the coupling between geometric features and ultrafast electron dynamics in strong fields.
Experimentally, authors of Ref. [77] observed that the cis form of 1,2-dichloroethene (DCE) and 2-butene has a more
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Figure 5: HHG spectra of cis and trans DCE. Left: rotationally averaged HHG spectra of cis-DCE (black) and
trans-DCE (red). The inset shows the linear intensity of HHG signals in an energy range between 16 eV and 24 eV,
corresponding to harmonics 23-35. Right: Rotationally averaged HHG spectra of cis-DCE computed with TD-CIS
and a different number of laser polarisations (12, 42, 162, 642). The intensity is plotted on a linear scale as a function
of the H21-H43. Adapted from Ref. [168] with permission of AIP Publishing.

intense HHG signal than the trans isomer by 8 and 5 times respectively. A time-resolved HHG approach has been
developed in Ref. [230], in which the HHG signal was probed along the fast photoisomerisation of 1,3-cyclohexadiene,
leading to ring opening with the formation of 1,3,5-hexatriene. TD-CIS calculations on cis and trans forms of DCE
were recently performed, using the aug-cc-pVTZ Gaussian basis set enriched by diffuse GTOs due to a ghost atom
placed at the center of charge of the molecule. Ionisation was taken into account by using both the heuristic lifetime
model and a real-space CAP. To simulate random alignment, the total HHG spectrum was obtained by averaging the
time-dependent dipole over 162 pulse polarisations (left panel of Figure 5). The polarisation vectors are uniformly
distributed on the surface of a sphere by means of the subdivision of an icosahedron [168]. A pulse intensity of 1.1x1014

W/cm2 and a wavelength of 1800 nm were used, according to the original experiment [77]. Low- and medium-energy
harmonics were reasonably described at theoretical level. Indeed, the comparison between the computed spectra in
the energy window 16-24 eV (H23-H35) show the cis signal usually more intense than the trans signal, as reported in
the experiment.
Convergence of the rotationally averaged HHG spectrum as a function of the number of pulse polarisations is reported
for the cis DCE in right panel of Figure 5. H21-H43 interval is plotted. HHG spectra with 162 and 642 polarisations
are substantially superimposed, clearly indicating that 162 simulations were enough to get a converged spectrum. Even
harmonics are eliminated by increasing the number of polarisations, as already pointed out for uracil calculations in
Figure 4.

Role of linear polarisation of the pulse in HHG of benzene molecule was investigated by means of real-space RT-TDDFT
within the LDA in the exchange-only limit [212]. HHG spectra for perpendicular and parallel polarisation with respect
to the molecular plane are presented in the upper panel of Figure 6. Pulse is characterised by a wavelength equal to
780 nm and peak intensity of 4×1014 W/cm2. Pulse duration is 10 optical cycles. A reduction of harmonic intensity
in the cutoff region is observed in the case of pulse aligned parallel to the molecular plane. This result is explained
in terms of “unfavored” π symmetry of HOMO [212], similarly to what was suggested for HHG in uracil and thymine
[125].
A nonadiabatic molecular dynamics scheme [212, 222] was also developed to study the possibly coupled electronic and
nuclear response to intense fields. The analysis was done focusing on the time evolution of KS orbitals, using the
LADSIC exchange-correlation functional, as reported in lower panels of Figure 6. In this case a wavelength of 800 nm
and a peak intensity of 3.5×1014 W/cm2 were chosen for the simulations. In left (right) lower panel the time evolution
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Figure 6: Upper panel: benzene HHG spectra for perpendicular (red) and parallel (blue) pulse polarisation with
respect to the molecular plane. Lower panels [222]: Time evolution of populations of the KS. Frozen and moving nuclei
in panel (a) and (b), respectively, with a pulse parallel polarisation. Only the two degenerate HOMO (HOMO(a) and
HOMO(b)) are reported for sake of clarity. T Adapted from Ref. [212, 222] with permission of AIP Publishing and
American Physics Society.

of KS orbitals with moving (frozen) ions are reported for a parallel pulse polarisation. Only the HOMO (with (a) (b)
indicating two degenerate MOs) populations are labeled for sake of clarity. Decreasing of MO occupation is related to
an increase of ionisation from that MO. One observes that the total HOMO occupation becomes smaller when nuclei
are moved, which corresponds to a larger ionisation. However, for both frozen and moving nuclei, contributions from
more bound MOs are not negligible, indicating a contributions to HHG from multiple MOs.
All the results collected in this Section refer to single-emitter spectra. Macroscopic contribution due to the propaga-
tion of the harmonic field in the sample can affect the shape and harmonic intensity of the HHG spectrum [231, 232].
Several attempts to combine the macroscopic response to an ab initio description of the molecular target have been
proposed in literature, e.g. for Ar [233, 234], N2 [233] and N+

2 [235] moieties [235].

3.2. Solids

Simulating HHG from solids needs two major ingredients [41, 142]: an accurate description of microscopic effects via
quantum methods for, and the inclusion of macroscopic features typically via the propagation of Maxwell equations.
Focusing on the microscopic origin of HHG in solids, one can exclusively rely on ab initio approaches able to describe
strong-field dynamics, as already outlined in Section 2, e.g. TDDFT [41, 46, 47, 142]. TDDFT has been applied to
study the effect of the electronic structure on HHG from a prototype system such as bulk silicon [47]. In that work
the pulse intensity was taken to be I=1011 W/cm2), and the pulse wavelength equal to 3000 nm. LDA was employed
to propagate KS equations. In Figure 7A HHG spectra from full LDA propagation of KS equations and from frozen
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Figure 7: HHG spectra of bulk silicon. Panel A): Comparison of HHG spectra using a pulse polarization along
Γ̄X, computed by means of LDA and within LDA freezing the Coulomb and exchange-correlation terms to their
ground-state value (LDA-FreezeHXC). Panel B): HHG spectra for the Γ̄X (red line in the online version) and the Γ̄L
polarisation direction (blue line in the online version). JDOS is also given. Adapted from Ref. [47] with permission of
American Physics Society.

(at the ground-state values) Coulomb and exchange-correlation terms are reported. The fact that the two spectra are
nearly identical suggests that, in the used theory approximation and pulse conditions for the bulk silicon, electrons
practically evolve as independent particles. Role of pulse polarisation is investigated in Figure 7B. Simulations on
the cubic material were carried out by rotating the polarisation vector around the [001] crystallographic axis. HHG
is maximum for a pulse polarisation along ΓK and minimal for the ΓX directions, respectively. One observes that
HHG is anisotropic, with the ΓX cutoff being larger (H17). Harmonics with energy below the band gap can not be
originated by an electron-hole recombination due to an interband transition. On the other hand, harmonics above
the band gap can be due to interband electron-hole recombination. In this situation, also intraband dynamics can
contribute to harmonic emission. By inspecting HHG spectra and the joint density of states (JDOS), one can argue
from Figure 7B that clean odd harmonics are found, for both polarisations, when the JDOS is small, i.e. when the
contribution of interband transitions is negligible.

In Ref. [46] authors used time propagation of KS equations (using LDA) to study the evolution of the HHG response
of hexagonal boron nitride (Figure 8A) from the monolayer to the bulk. Anisotropy of HHG response was investigated
in terms of in-plane and out-of-plane contributions to the emitted signal. Pulse polarisation was linear along the
Γ̄K crystallographic direction, with wavelength of 1600 nm and FWHM equal to 15 (out-of-plane case) and 30 fs
(in-plane case). The effect of layer stacking on in-plane HHG spectra is shown in the panel B of Figure 8. The applied
pulse intensity is of 7.02x1013 W/cm2. Features of HHG spectra from the slabs rapidly converge to those of the bulk
spectrum, as observed in upper figure. Since the small differences observed are due to surface effects, a more proper
comparison is given in the bottom figure, where the HHG spectrum from the innermost layers of a 6-layer slab of
boron nitride is nearly identical to the bulk one. Whereas the in-plane HHG response is not strongly modified by the
number of layers, the layer stacking instead strongly affects the out-of-plane HHG spectra of boron nitride, as reported
in Figure 8C. Intensity of low-energy harmonics increases with the number of layers, approaching the bulk result, as
shown in the upper Figure 8C. For high-energy harmonics, however, the harmonic yield, integrated between 43 and
60 eV, is maximum for the bilayer system and decreases with the number of layers. This outcome is rationalised in
terms of combined effect due to the induced electric field, the delocalisation of the wave functions among the layers,
and the increasing number of ionised electrons.
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A) B)      in plane C)     out of plane

Figure 8: A): boron oxide layers (boron: blue, nitrogen: green). B) upper panel: in-plane HHG spectra of one- to
six-layer slabs and for the bulk; bottom panel: comparison between the bulk HHG spectrum (black in online color
version) and the spectrum obtained from the innermost layers of a six-layer slab. C) upper panel: out-of-plane HHG
spectra of one- to six-layer slabs and for the bulk; bottom panel: integrated harmonic yield between 43 and 60 eV.
Adapted from Ref. [46] with permission of American Physics Society.

4. Conclusions and Outlook

In this Review we have collected the time-dependent ab initio techniques developed for strong-field dynamics and
calculation of HHG spectra. Wave-function and density approaches, originally formulated for the prediction of bound-
state properties, have been adapted to the real-time propagation of an electronic wavefunction under the influence
of a very intense pulse, leading to RT-TDWF and RT-TDDFT methods. This theoretical/computational effort was
needed to go beyond simplified models, and to properly describe the many-electron interaction characterising HHG in
several systems.
We also report here some ideas for future developments of time-dependent ab initio methods applied to strong-field
dynamics. As already pointed out in Section 2.4, the most challenging task is to combine computational efficiency
of GTOs and accuracy in representing the continuum. Even though hybrid bases involving GTOs have already been
formulated [170–172], their applicability was limited to small and/or model systems. Extension to larger molecular
systems, such benzene and nucleobases shown in Section 3, still represents a demanding task for theoreticians.
In electronic-structure calculations, a “third way” other than methods based on wave functions and density is provided
by quantum Monte Carlo (QMC) approaches [236–241]. Formulation of QMC methods, which are a gold-standard
for correlated time-dependent wavefunctions, in time domain could provide a valuable tool to unravel many-electron
effects in strong-field dynamics of metal-based systems and solids. Same comment is extendable to Bethe-Salpeter
equation (BSE), allowing one to go beyond TDDFT; BSE-based TDSE has been recently applied to study electron
dynamics in linear regime [148], and could be formulated for strong-field processes.
HHG experiments on chiral molecules allow one to discriminate enantiomers by means of nonlinear response and
to follow the time evolution of a chemical reaction with chiral intermediate species [33–37]. Adding magnetic and
quadrupolar interaction in the TDSE is a needed step to account for the time-response of chiral moieties to circularly
polarised electromagnetic fields with ab initio accuracy.
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