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Abstract

Coexisting with others and interacting in society im-
plies sharing knowledge and attention about world ob-
jects, events, features, episodes, and even imagination
or abstract ideas in time and space. Inspired by hu-
man phenomenological, cognitive and behavioral re-
search, this work focuses on the study of joint atten-
tion (JA) for human-robot interaction (HRI), based
on two main assumptions: a) the perception and rep-
resentation of attention jointness constitute an iso-
morphic relation, and b) inspiration on dynamic neu-
ral fields (DNF) theory is a promising way to investi-
gate contextual and non-linear spatio-temporal rela-
tions underlying attention and knowledge sharing in
HRI. Taking into account the previous considerations,
we propose a topology-based model for JA named
TOP-JAM, which is able to represent and track in
real-time JA states, from observations of behavioral
data. More importantly, the model consists in a rep-
resentation that can be directly understood by human
beings, which conforms to robo-ethical principles in
social robotics. This study evaluates computational
properties of the model in simulation. Through a real
experiment with the robot Pepper, the study shows
that TOP-JAM is able to track JA in a triad interac-
tion scenario.

Keywords— joint attention, neural robotics, social
robotics, human-robot interaction, bio-inspired modeling.

1 Introduction

Embodied technologies are expected to be significantly present
in human environments in the next few years. Thus, the field
of social robotics is concerned with designing robots for nat-
ural and flexible interaction with users in public and private
spaces. Among several application domains, social robots have
the potential to contribute to human assistance [15], education
[3], rehabilitation [19] and health care [29].

Living in society requires interacting with others, which
strongly depends on the capacity of attending to oneself and
to external saliency in the form of actions and events unfold-
ing in space and time. Hence, a fundamental competence
for social robots is the capacity to contextualize and repre-
sent joint attention (JA) and knowledge in human-robot in-
teraction (HRI). This skill is crucial for the accomplishment of
shared goals through joint action ([30], [10]), and constitutes
the basis for establishing rapport in HRI (e.g. in [9]).

We argue that acceptance of social robots in society is
mostly conditioned on two important factors: a) how intuitive

it is for humans to interact with robots, that is, how much
adaptation and learning is required from the human, and b)
how trustful such technology can be.

A promising way to handle intuitiveness in HRI, is to get
inspiration from human phenomenological, cognitive and be-
havioral studies, where JA is viewed as a cluster of cognitive
processes and skills allowing individuals to focus on physical
objects and others. Hence, JA is essential for coordinating,
sharing, understanding and cooperating with others ([24], [36],
[35], [32]).

Concerning the second factor, although some studies have
suggested that people having no previous experience in HRI
tend to show positive attitude and willingness to interact with
robots [25], which constitutes a favorable context for their in-
tegration in society, trust in this technology is according to [11]
an essential aspect to be taken into account. Thus, in order to
be trusted, social robotics design and manufacturing should
not only aim at achieving optimal technical performance, but
also to be built according to human values, by conforming
to ethical principles such as accountability, responsibility and
transparency.

Taking into account the previous considerations, from ob-
servations on behavioral data, this work proposes a topology-
based model for joint attention named TOP-JAM, which is
able to represent and track in real-time JA states, based on
the following assumptions:

a) The perception and representation of JA constitutes an
isomorphic relation.

b) Inspiration on dynamic neural fields (DNF) theory is
a promising way to investigate contextual and non-
linear spatio-temporal relations underlying attention and
knowledge sharing in HRI.

We believe that TOP-JAM is a representation general
enough to be integrated to several HRI tasks and scenarios,
providing valuable information for ensuring robot interaction
skills such as initiating, responding or ensuring JA [16].

The rest of this document is organized as follows: Section
2 reviews previous research and addresses some limitations in
order to justify our proposal. Section 3 presents theoretical as-
sumptions and principles structuring our study and provides
the mathematical definition of the model. Section 4 describes
the methodology employed, which consisted in designing sim-
ulations and a real scenario where two subjects interact with a
humanoid robot, Section 5 reports on the study’s results. Fi-
nally, Section 6 presents conclusions and future perspectives.
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2 Previous work

Joint attention in HRI is a vast topic of research. Some studies
have investigated how humans perceive robot attention (e.g.
through gaze [1], sonification [12]). Other works have consid-
ered the effects of JA on HRI, for instance in subjects diag-
nosed with autism spectrum disorder (ASD). In these studies,
diverse response modalities are observed on the human side
(e.g. brain activity in face-to-face interaction [18], behavior
tracking for initiation of JA and responding to JA [5]). Com-
monly, the robot’s behavior is pre-programmed or controlled
by human operators, in order to standardize experimental con-
ditions and to ensure that the robot executes actions in cor-
respondence with the interaction context, which reveals how
difficult it is for state-of-the-art technology in social robotics
to represent and track JA states for HRI.

Several studies conducted in the Robotics and InteractionS
(RIS) team have considered robot decision-making in HRI as a
computational process characterized by high-level goals, where
decisions should take into account the perspective of the oth-
ers. Consequently, active and reactive behavior should be
conditioned not only to the robot’s intrinsic goals, but also
to those of other agents. This perspective taking ability is
considered at all decisional levels, from situation assessment
based on theory of mind skills ([20, 27]), to human-aware mo-
tion and task planning ([31, 4]) and to communication man-
agement ([28]), among others. In addition, some works have
dealt with more specific problems (e.g. quality of interaction
[22], perspective taking for route directions [37]) where JA is
an important component of the task solution. All these works
lead to the definition of robotic architectures ([21]) where JA,
while an important component, has not yet been studied for
itself.

The previous works present some limitations which are ad-
dressed in our study. Frequently, JA in HRI is investigated in
dyadic situations characterized by a task to be accomplished.
The dyadic scenario in HRI is perhaps too restrictive when
excluding the possibility of several humans and robots inter-
acting together. Moreover, observations on JA tend to be
coupled with abstraction on the task decision space, which
prevents generalization and re-usability to different tasks sce-
narios. By taking into account these limitations, we propose
to represent JA states for HRI inspired by research in human
social cognition, which is detailed in the next section.

3 The TOP-JAM model

Theoretical Considerations. According to [32], JA in-
volves different cognitive skills and processes constituting ty-
pologies of social attention along with corresponding levels of
common knowledge. Such typology is abstracted from numer-
ous cognitive, behavioral, and phenomenological research, and
accounts for different cognitive functions or purposes in human
beings.

From an experiential level of analysis, [14] describes the ac-
cess possibilities to oneself and others by distinguishing three
distinct perspectives. Accordingly, subjective experiences are
accessible from first-person perspective, intersubjective or co-
experiences are accessible from second-person perspective (see
[8] and [6]), and one-way or remote observations are accessible
from third-person perspective.

The experiential perspective adopted when relating to oth-
ers is taken into account by [32] when describing social at-
tention within a scale of jointness (see Table 1 and Fig. 1).
This scale includes at the left extreme individual attention,
followed by four social attention states (monitoring, common,
mutual and shared). That is, a continuum is defined from
no jointness at the left side to the highest degree of jointness

on the right side. It is also hypothesized that shared knowl-
edge increases when moving to the right on the scale. Our
proposal for representing JA states in HRI is inspired by the
scale of jointness’ typology. Some typical scenarios for triadic
interaction are illustrated in Fig. 2.

Table 1: Attention typology [32] for subjects q, v and object o.

Type Description
Individual q attends to v and o. q does not take the

perspective nor connect with v’s attention
state.

Monitoring q attends to v’s attention to o. q knows
what v is attending to.

Common q attends to v’s attention to o and to q. q
and v are aware of each other’s presence.

Mutual Both q and v attend to o and get into invol-
untary contact (by touch or vision) while
doing so.

Shared q and v attend to o and verbally share
about it.

Goals

Saliency

Common ground

Certainty

Perceptual space

Contingency-timing Individual differences

Behavior

Individual Monitorig Common Mutual Shared

Contextual
Factors

Scale of
Jointness

Experience
Perspective

First-person Second-personThird-person

The scale of jointness and contextual factors

Figure 1: Contextual factors influencing joint attention and experi-
ential perspective (inspired by [32]). Moving from left to right in the
scale of jointness represents increasingly how much the other is in mind,
certainty of jointness, and experienced connection felt with others.

HRI example scenario

Situation I

Robot Jean

Chloé Situation II

Robot Jean

Chloé

Figure 2: Two interaction situations between three actors (two
humans and a robot) mediated by objects (triangles), arrows in-
dicate the visual focus of attention. Examples of likely in-
stantaneous JA states. For Situation I: Robot↔Chloé (com-
mon), Robot→Jean (individual/monitoring), Jean→Robot (individ-
ual/monitoring), Jean→Chloé (monitoring) and Chloé→Jean (indi-
vidual). For Situation II: Robot↔Chloé (mutual/shared), Robot→Jean
(individual/monitoring), Jean→Robot (monitoring), Jean↔Chloé
(common) and Chloé→Jean (common).

The Mathematical Model. The mathematical formu-
lation1 of the model supposes HRI situations where interac-

1Notation. Matrices and vectors are represented in bold, indexes
are represented as subscripts (e.g. the ith element of a vector a is de-
noted ai). Network layers are vectors. Feature relations are denoted

superscript in brackets (e.g. layer y[ab] represents a relation between
features a and b). Weight matrices are named W. Position and orienta-
tion vectors are in 3D Cartesian space unless stated otherwise. The 3D
rotation matrix about the Z axis is denoted Rz. Unit normal directions
are denoted n̂. The projection of a 3D vector v in the XY plane is de-
noted v

X̂Y
. The dot product between vectors p and v is denoted p · v.



tion is mediated by objects or environmental references char-
acterized by intrinsic properties. Thus, it is assumed that
humans and robots can recognize objects, locations, and per-
form and observe the following behaviors in others: a) looking-
at (other’s body and face, objects or references in space), b)
touching (only observing would be appropriate for robots in
some situations), and c) generating and understanding speech.

The experimental environment

Figure 3: The shaded are illustrates the space encoded by a 2D CANN.

As illustrated in Fig. 3, an important principle underlying
the model design is the definition of a topological space for
JA, where spatial-temporal dynamics of attention can be rep-
resented. Hence, a neural network architecture is proposed to
model JA, which is detailed next.

The network architecture. The model architecture is
shown in Fig. 4. In order to compute real-time estimations of
the JA states described in Table 1, the model takes as input
the set of behavioral observations (input variables) described
in Table 2. From these inputs, individual, social and group be-
havior features are computed. It is important to notice that
the model does not establish a direct input-output correspon-
dence between observations and estimations. Contrarily, it
consists in a dynamical system where interaction context is
taken into account and evolve according to selected tempo-
ral dynamics parametrization. In Fig. 4 two main abstrac-
tions can be observed: a) continuous attractor neural network
(CANN) structures (for I∗, S∗, Ga, and the scale of jointness
variables), and b) logical operations taking CANN states as
operands (for variables Gs, Gf , Gt, Gc,Go, and Gb).

The proposal of CANN architectures emerged within the
context of dynamic neural fields (DNF) theory (see prominent
studies such as [38], [2], and [34]), which has influenced re-
search in robotics (e.g. [23], [17]). Inspired by the formalism
proposed in [33] for modeling discrete systems, the dynam-
ics of the continuously changing activation hx(t) of node x at
time t with preferred value vx, is determined from the recur-
rent input from other neurons, external input ux(t), and its
own relaxation, such that

τ
δhx(t)

δt
= −hx(t) + ρ

∑
y

(Wxy + ε)fy(t) + ςux(t) (1)

where τ is the synaptic time constant, ρ and ς are scaling
factors, ε is a global inhibition constant, and fy(t) is the firing
rate of unit y.

In Equations (5) to (9) arrow subscripts represent levels of intensity,
obtained by computing the dot product between the state variable and
feature extraction kernels.

Ia
Io Ip Is

TOP-JAM architectural view

Figure 4: The TOP-JAM model. Network inputs are given in Table 2.

Taking into account the principle of local interconnections
[26], the interaction strength Wxy between units x and y is
defined so units representing similar states have stronger con-
nections. Hence, Gaussian weights can be chosen, so

Wxy =
1

σ
√

2π
exp

(
− (vy − vx)2

2σ2

)
, (2)

with the parameter σ controlling the neuron range. For the
case of two or higher dimension attraction spaces, multivariate
Gaussian weights can be selected as well.

It is important to notice that Wxy depends on (vy−vx), so
recurrent interactions are translational invariant, which con-
stitutes an important property of the model. Consequently,
the network represents a set of stationary states continuously
localized, conforming a state space manifold. The fact of dis-
posing related JA states contiguously in the manifold repre-
sentation (according to the scale of jointness, see Fig. 1) con-
forms to the first hypothesis of this study announced in the
Introduction Section, so the perception and representation of
JA states constitute an isomorphic relation where closely per-
ceived states are represented proximal. An analogous princi-
ple has been employed in a previous work to model motivation
based on self-determination theory [7].

Our model exploits an interesting possibility for JA in HRI
which consists in relating topologies (representing physical
space) to abstract spaces in the form of object’s categorization
or properties. Concretely, by establishing the weight connec-
tion W

[hp]

(t) from Hebbian learning, it is possible to relate a

CANN state h(t), representing focus of attention to locations
in space at time t, to a one-hot encoding space representing
attention to object properties p(t), such that

p(t) = W
[hp]

(t) h(t), (3)

Notice that by inverting W
[hp]

(t) it is possible to go from ob-
ject properties to locations, which can be exploited to model
attention expectations or beliefs (i.e. by extending Eq. (1)
with external inputs related to properties expectations or be-
liefs). This is inspired by free energy principle theory, which
views organisms as proactively engaged in anticipating sensa-
tion in a generative sense from empirical priors, and minimiz-
ing free-energy as an upper-bound of surprise [13].

As previously mentioned, in the architecture shown in Fig.
4 the Group Features Gs, Gf , Gt, Gc, Go, and Gb are
computed from logical operations, taking CANN states as
operands (see the column Input / logical operation in Table
2). Inputs to these features consist in network states encoding
g levels of a feature’s intensity in uni-dimensional topological
space (e.g. g = 5 would encode low(↓), low-mid(↘), mid(→),
mid-high(↗), and high(↑) intensity levels).



Table 2: Variables definition

Input variables
ID Description
pp property probability
op object position

ah agent head position

ad agent head direction
at agent torso position
ao agent torso yaw angle
ar agent right hand position

al agent left hand position
as agent speaking probability

Individual Features
ID Description Input

Ia agent attention topology ah,ad

Io agent attention to object Ia,op

Ip agent attention to property Ia, pp

Is agent speaking behavior as

Social Features (from agent q to agent v)
ID Description Input

Sf[qv] q looks at v face ad[q] ·
(
ah[q] − ah[v]

)
Sb[qv] q looks at v body

bmax

(
ad[q] ·

(
ah[q] − j[v]

))
,

j ∈
{
at,al,ar

}
So[qv] q is facing v

(
Rz

(ao[q])
n̂
)
X̂Y
·
(
at[q] − at[v]

)
X̂Y

Sc[qv] q is proximal to v bmin

∥∥∥i[q] − j[v]
∥∥∥ ,

i, j ∈
{
ah,at,al,ar

}
St[qv] q touches v bmin

∥∥∥i[q] − j[v]
∥∥∥ , i ∈ {al, lr

}
,

j ∈
{
ah,at,al,ar

}
Group Features (reciprocity for agents q and v)
ID Description Input / logical operation

Ga[qv] Topology attention bmax

(
i[q] · j[v]

)
, i, j ∈ {Ia, Io, Ip}

Gs[qv] Talking Is[q] ∧ Is[v]

Go[qv] Facing So[qv] ∧ So[vq]

Gt[qv] Physical contact St[qv] ∨ St[vq]

Gc[qv] Proximity Sc[qv] ∨ Sc[vq]

Gb[qv] Looking at body Sb[qv] ∧ Sb[vq]

Gf[qv] Looking at face Sf[qv] ∧ Sf[vq]

Considerations : Individual features represent behavior related
to objects and space, excluding other actors. Social Features rep-
resent behavior related to other actors. Group Features capture
reciprocity in social behavior.

In order to compute logic-based features in the model, in-
spired by fuzzy logic research, and keeping in mind the interest
of proposing a differentiable model, the operators and (∧) and
or (∨) are defined based on the Boltzmann operator (i.e. bmin

and bmax are soft approximations for the min and max func-
tions, respectively), such that

A ◦B = f (Ai,Bi) , ∀i ∈ {0, ... , n− 1}, (4)

where f : A×B→ C|A,B,C ∈ Rn is set f = bmin for ◦ = ∧
and f = bmax for ◦ = ∨.

From Eq. (4), the external input u
[qv]

x(t) for a CANN repre-

senting the scale of jointness (see Fig. 1) for a pair of actors q
and v in interaction is computed, such that

u
[qv]

ind(t) = G
a[qv]
↓ ∧G

t[qv]
↓ ∧ S

b[qv]
↓ (5)

u
[qv]

mon(t) = G
b[qv]
↓ ∧Gf[qv]

→ ∧
(
G

a[qv]
↘ ∨ S

b[qv]
↑

)
(6)

u
[qv]

com(t) = G
a[qv]
↑ ∧G

s[qv]
↓ ∧Gb[qv]

→ ∧ S
b[qv]
↓ ∧

(
Go[qv]
→ ∨G

c[qv]
↑

)
(7)

u
[qv]

mut(t) = Ga[qv]
→ ∧G

s[qv]
↓ ∧

(
G

f[qv]
↑ ∨G

t[qv]
↑

)
(8)

u
[qv]

sha(t) = Ga[qv]
→ ∧G

s[qv]
↑ ∧

(
G

f[qv]
↑ ∨G

t[qv]
↑

)
(9)

Finally, in order to obtain probability distributions from
CANN states, normalization or the softmax function is ap-
plied to the state variable h(t) (see Eq. (1)).

4 Methodology

Materials and Resources. The hardware components
included a personal computer Dell Precision 7560, with 62
GB RAM memory, 11th Generation Intel® Core� i9-11950H
@ 2.60GHz Ö 16, and graphic card NVIDIA RTX A4000 (al-
though the program execution did not directly use GPU re-
sources). Data was acquired through the Qualisys Motion
Capture System (Track Manager version 2020.3). The project
counted on a humanoid robot Pepper, manufactured by Soft-
bank Robotics.

The software components were implemented in Python pro-
gramming language version 3.8.10. These programs were in-
tegrated into the Robot Operating System (ROS) middleware
version Noetic Ninjemys. The modules were executed in the
operating system Ubuntu (20.04 LTS).

The Model Implementation. The implementation of
the networks defined in Eq. (1) was obtained through nu-
merical integration, based on a Forward Euler time-stepping
scheme. The full parameters of the model are provided in the
project’s Github repository site2, along with information on
prerequisites and instructions on how to install and execute
the software.

The Simulated Scenario. A simulated scene consider-
ing situations analogous to those illustrated in Fig. 2 was de-
signed for testing the model. Thus, three actors (a robot and
two humans) were simulated interacting in a scene contain-
ing eight objects, where each possessed two features (shape ∈
{triangular, squares, circular} and color ∈ {red, green, blue}).
An approximate surface of 2x2 m was simulated for the topol-
ogy attractors under two resolutions (122 = 144 and 242 = 576
neural units, with each neuron encoding space on a radius
around 20 cm and 10 cm, respectively). It is important to
mention that implementations did not focus on the aspect of
software optimization, so available routines from the Python
numpy library were directly used.

Noise was added to the simulation of input variables (see
Table 2), considering low Xlow and high Xhigh Cartesian coor-
dinate limits. Thus, noise was added from multivariate Nor-
mal N (µ, Σ) and Uniform U[Xlow,Xhigh] distributions, accord-
ing to a random variable x following a Binomial distribution
B(n = 1, p). That is, if x is below a given threshold Gaus-
sian noise is added, otherwise noise following a Uniform dis-
tribution is added. We believe that this choice would allow
the model to be tested in situations closer to natural environ-
ments, where observation uncertainties do not always follow
the Gaussian hypothesis.

2The project implementation (Python 3, ROS Noetic Ninjemys) is
available at: https://github.com/henferch/TOP-JAM

https://github.com/henferch/TOP-JAM


An experimental situation
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Figure 5: Above, the XY plane visualization of an experimental sit-
uation where subjects were requested to sequentially orient the head
towards objects 1, 2, 3, 4 and 5 on the table (see the experiment video
online). In the center, the time evolution of the softmax activation of
the scale of jointness units is visualized for each pair of subjects. The
time frames are shown conforming to the interval in which subjects fo-
cused simultaneously on a particular object (videos were analyzed and
time coded by the experimenter). On the bottom, the time evolution of
the first principal component (with explained variation of around 0.80)

for input variable ad (see Table 2).

The Experimental Scenario. The study was conducted
in the Intelligent Room facility of the lab LORIA (see Fig. 3).
Two human subjects were situated more or less equidistantly
from the robot around the table. Situations were analogous to
those shown in Fig. 2. Subjects were asked to stare at objects
and faces during some period of time. On the robot side, be-
havior was controlled in closed-loop. Known landmarks were
attached to the back of objects, so the robot could center them
in the field of view. For handling the behavior of looking at
humans, the robot was trained to recognize and track the par-
ticipants’ faces, so it could direct the head toward participants.

Concerning the humans, reflexive markers were attached to
their shoulders, torso, and the external surface of their hands.
In order to track the head direction, markers were attached to

The monitor tool for TOP-JAM
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Figure 6: The monitor tool developed to follow JA states. On the left
corner the matrix shows the state of the attractor representing the region
on the table to which the robot R1 is directing the head (as encoded in
variable Ia), which corresponds to a location near object 5 (see Frame
5 on the top of Fig. 5). Each circle represents the activation hx(t)

of unit x at time t (see Eq. (1)) in the respective attractor network.
Attention to object 5 is for instance represented by the right-most Io

network. The information encoded can be read vertically. For example,
the most active unit is the top one, showing the highest intensity of
attention to object 5. This object is of squared shape and green color,
which is encoded by Ip feature networks. The level of intensity of other
features can be interpreted analogously. For the CANNs representing
the scale of jointness, each unit would encode the probability of being
in a node corresponding to the attention topology described in Table 1
and illustrated in Fig. 1, with external input computed conforming to
Equations (5) to (9).

eyeglass frames worn by subjects throughout the experiment.
Due to differences in the body morphology of humans and the
humanoid Pepper, behavior data from the robot was captured
both from external markers fixed to its body to determine
absolute position, combined with the computation of the di-
rect geometric model to determine the head direction. Both
the motion capture software and the robot control programs
were launched in the same computer, so measurements were
synchronized under the same clock.

5 Results

Concerning the aspect of computational efficiency, simulations
(30 trials, 1 min duration each) showed that for a case sce-
nario of 2 m2 x 8 objects x 6 properties x 3 humans, selecting
144 units for the CANN models required a mean computation
time of 38.48 ms with standard deviation 2.77 ms, whereas
the version of 576 units required a mean computation time
of 94.64 with standard deviation 2.05 ms. These figures seem
reasonable for HRI in close spaces and show the feasibility of
employing the model in real-time scenarios. Perhaps for the
case of wide open spaces, including significantly more objects,
some software optimization should be considered.

In the experiment3, although a total of 9 cameras were em-
ployed simultaneously, data from behavior observation was
available on average at 91.42% of capture time. This was
mostly due to occlusions or noise affecting the Qualisys Mo-
tion Capture System. In spite of this, TOP-JAM was able
to track JA states (see Fig. 5). Globally, the model was
able to provide stable estimates for each pair of subjects, so
units’ activation on the scale of jointness were coherent with
the assumptions made about the typologies defined in Table
1. Figure 6 shows how information encoded in TOP-JAM can
be directly understood by human beings.

3The experiment video is available at: https://youtu.be/
PAI0Iyw2OsQ.

https://youtu.be/PAI0Iyw2OsQ
https://youtu.be/PAI0Iyw2OsQ
https://youtu.be/PAI0Iyw2OsQ
https://youtu.be/PAI0Iyw2OsQ


6 Conclusions

This study started from the interest in developing computa-
tional methods for improving the quality of HRI based on JA
skills. The revision of previous research showed that this is ac-
tually an open and challenging topic. Some limitations were
found in the literature. Firstly, representation and observa-
tion of JA is usually coupled with abstraction on the task
decision space, which prevents generalization and reusability
to different tasks scenarios. Secondly, most research focuses
on dyadic interaction, leaving behind cases of multiple humans
and robots interaction.

By taking into account these limitations, we propose a rep-
resentation of JA states for HRI. Concretely, inspired by re-
search in human social cognition, we propose a model named
TOP-JAM built upon CANNs network structures, which is
able to represent the dynamics and track JA for several actors
interacting simultaneously. Furthermore, TOP-JAM can be
conveniently integrated to existing HRI decision and control
architectures as a dedicated component for the estimation of
JA states. The model has the advantage of being developed
as open-source technology for robotics standards such as the
Robot Operating System (ROS).

In order to favor acceptance of social robotics in society,
we aimed at designing a proposal in compliance with human
values and ethical principles. As it has been discussed, the
representation of JA through a hierarchy of CANNs and log-
ical operations has the potential to reduce the gap between
the sub-symbolic and symbolic AI worlds, in terms of being
intuitive and directly readable by humans. We have shown
that such representation can be computationally feasible for
real-time operation in small scenarios such as the office or at
home. However, more research is required for cases of wider
open-space situations.

There are some aspects that could not be studied in this
work, which are left for future research. Firstly, the speak
recognition system was not operational during the experimen-
tal phase, so this functionality was simulated in the study.
Secondly, it would be interesting to integrate observations on
pointing gestures to the model, which is expected to be avail-
able in the next version of TOP-JAM. In general, different
behavioral clues could be informative on attention states, de-
pending on particular contexts and interaction modalities. In
order to capture such variability, a general production rule
framework is under development, having the potential to help
further prototyping with TOP-JAM. Moreover, by taking ad-
vantage of the fact that resulting models are differentiable,
future studies will focus on automatic selection of parame-
ters and tuning. Finally, although behavior observations can
be informative for IHR, it would be interesting to contrast
them with other sources of information, such as observations
on brain activity.
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