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Hamiltonian representation of isomonodromic
deformations of twisted rational connections: The
Painlevé 1 hierarchy

1Olivier Marchal*, ;sMohamad Alameddine!

Abstract

In this paper, we build the Hamiltonian system and the corresponding Lax pairs associ-
ated to a twisted connection in gly(C) admitting an irregular and ramified pole at infinity
of arbitrary degree, hence corresponding to the Painlevé 1 hierarchy. We provide explicit
formulas for these Lax pairs and Hamiltonians in terms of the irregular times and standard
2¢g Darboux coordinates associated to the twisted connection. Furthermore, we obtain a map
that reduces the space of irregular times to only g non-trivial isomonodromic deformations.
In addition, we perform a symplectic change of Darboux coordinates to obtain a set of sym-
metric Darboux coordinates in which Hamiltonians and Lax pairs are polynomial. Finally,
we apply our general theory to the first cases of the hierarchy: the Airy case (g = 0), the
Painlevé 1 case (g = 1) and the next two elements of the Painlevé 1 hierarchy.
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1 Introduction and summary of the results

Isomonodromic deformations have been studied since the beginning of the twentieth century
[29, 18, 21, 28, 20, 30] and is still currently an active domain in modern mathematics. If the ini-
tial restriction to Fuchsian singularities is now very well understood, many questions in the case
of irregular singularities remain open. If a geometrical understanding of the Hamiltonian repre-
sentation of the isomonodromic equations for a generic meromorphic connection in gl;(C) with
d > 2 is now well understood [22, 5], the explicit expression for the Hamiltonians and Lax pairs
was derived on a case by case basis until some very recent results. In [19], the authors obtained
explicit expressions for the Hamiltonians using confluences of isomonodromic deformations of
Fuchsian systems. In particular, this method may only obtain results for deformations obtained
by confluences of simple poles limiting its range of application for d > 3. Independently, in [27],
the authors proposed a generic construction and some explicit formulas for the Lax pairs and
Hamiltonians associated to meromorphic connections in gly(C) such that all leading orders at
each pole are assumed to be diagonalizable.! In addition, they proposed an explicit map from
the geometric set of irregular times (defined in [8, 9, 10]) to a smaller set of isomonodromic times
complemented by a set of trivial times and showed that the Darboux coordinates are indepen-
dent of the trivial times. Thus, it is natural to wonder if the method of [27] can be extended to
the case where a meromorphic connection in gly(C) exhibits a pole whose leading order cannot
be diagonalized.

The main purpose of this article is to provide a positive answer to this question and to obtain
some explicit expressions for both the Hamiltonian system and the Lax pairs in the so-called
“twisted case”, i.e. for meromorphic connections in gl,(C) such that the leading order of the
connection at a pole is non-diagonalizable. Such poles are also referred to as “ramified poles” in
the literature. In [27] results indicated that the formulas are independent at each pole so that
we focus, without loss of generality, to the case of only one ramified pole at infinity in this paper
(the position of the pole playing no role). In the end, combining the results of the present paper
and those of [27] completes the study of all meromorphic connections in gl,(C).

Let us emphasize that the “twisted case” requires a specific and non-trivial analysis. Indeed,
the underlying geometry, in particular the definition of the irregular times at a ramified pole,
is more difficult and less understood than the non-ramified case. Main results in this area are
[8, 7, 9, 10] and shall be used throughout the article. One of the main difference in the twisted
case is the necessity to introduce a ramified cover around each pole with some associated local
coordinates in order to be able to “diagonalize” the singular part of the connection around the
pole. Moreover, the definition of irregular times differs since for example the eigenvalues of
the leading order of the Lax matrix are necessarily the same (because the matrix is assumed
to be non-diagonalizable) so that the dimension of the space of irregular times and associated
deformations drastically change. All these important changes require a detailed analysis of the
twisted case that we propose in the present paper.

In particular, our main results that can be seen as a summary and plan of the article are:

e For any isomonodromic deformation, characterized by a vector a in the tangent space, we
provide an explicit gauge transformation between the geometric Lax pair (f/()\), fla(/\)>

'For clarity in the exposition, results of [27] are restricted to the stronger assumption that the matrices defining
the Lax matrix are assumed to have distinct eigenvalues at all orders, but as remarked in the paper, the results
may easily be generalized to the assumption that only leading orders at each pole are assumed to be diagonalizable
after a suitable restriction of the deformation space.



and the companion-like Lax pair (L(A), Aa(A)) in terms of apparent singularities (¢;); ;< g
their dual coordinates (p;);;< , and the irregular times t in Proposition 2.2.

A general expression of the companion-like Lax pair (L(\), Aq(\)) in terms of the Darboux
coordinates (qi,pi)lﬁgg is given in Propositions 2.4, 4.2 and 4.3, complemented with
equation (4-5). These results follow from the local asymptotics at infinity of the wave
matrix obtained in Proposition 2.3 following the geometric construction of the twisted
meromorphic connection.

Explicit expressions of the evolutions of the Darboux coordinates relatively to irregular
times and a proof that these evolutions are indeed Hamiltonian with an explicit expression
of the latter are given in Theorem 5.1.

A symplectic change from Darboux coordinates (¢;,pi);<;< g to the set of symmetric Dar-

boux coordinates (Q;, P;);<;<, for which the geometric Lax pair (I:()\), fla()\)> and the

Hamiltonians are polynomial is provided in Definition 6.2. The explicit polynomial ex-
pressions are given in Theorem 6.1 and Propositions 6.3 and 6.4.

A natural reduction of the space of deformations relatively to irregular times (of dimension
2g +4) to a subspace of non-trivial isomonodromic deformations (of dimension g) comple-
mented by a space of trivial deformations is detailed in Section 7. Note in particular that
this map is explicit both at the level of the tangent space (Definition 7.1) and at the level
of times (Definition 7.2). The terminology “trivial deformations” stands for the fact that
the evolutions of the (shifted) Darboux coordinates (g;, pi); <;<, relatively to these times
are proven trivial in Theorem 7.2.

Simpler formulas in terms of the Darboux coordinates for the companion-like Lax pair
(L(M\), Aa(N)) and Hamiltonians, after a canonical choice of the trivial times (given in
Definition 8.1), are provided in Proposition 8.2 and Theorem 8.1.

Some simpler polynomial expressions in terms of the symmetric Darboux coordinates of
the geometric Lax pair (E()\),fla(k)) and Hamiltonians, after a canonical choice of the

trivial times (defined in Definition 8.1), are provided in Proposition 8.1 and Theorem 8.1.

The connection with the quantization of classical spectral curves via the topological re-
cursion of [16] is presented as a by-product in Section 3.

2 Twisted meromorphic connections at infinity

2.1 Twisted meromorphic connections and irregular times

The space of gly(C) meromorphic connections has been studied from many different perspectives.
In the present article, we shall mainly follow the point of view of the Montréal group [1, 2]
together with some insight from the work of P. Boalch [8]. Let us first define the space we shall
be studying.

Definition 2.1 (Space of meromorphic connections with a pole at infinity). Let ro, > 3 be a
given integer. We shall consider

Too—1
Foore, = {m = ) Ll (LR € (g[2<@>>“°°‘1} /GLs (2-1)
k=1



where G Lo acts simultaneously by conjugation on all the coefficients {ﬁ[wﬁk]}lgkgrw,l. The
corresponding meromorphic connection is defined by

AU = LINANY < 9,0 = L(\) T (2-2)
where ¥ is referred to as the wave matrix.

The space Fi ., corresponds to the space of meromorphic connections with a pole at infinity
whose order is prescribed by the integer ro.. Since ro, > 3, the pole at infinity is said to be
irregular. The generic case where the leading order Lleoreo=1] jg diagonalizable has been studied
in [27] where a complete construction of the associated Hamiltonian systems is provided. In this
article, we shall deal with the so-called “twisted” case of [10]. It corresponds to the case where
the leading order LI®7~~1 is assumed to be non-diagonalizable. In the literature, this case is
also referred to as “ramified” at infinity. We introduce the following definition.

Definition 2.2 (Set of twisted meromorphic connections at infinity). Let ro, > 3 be a given
integer. We shall consider the subset of Fi .. defined by

Too—1
For, = {f,(A) = Z LIcokINE=1 / {[ook € (gl (C))™ " and L7~ is not diagonalizable }/GL2

k=1
(2-3)

F .. can be given a Poisson structure inherited from the Poisson structure of a correspond-
ing loop algebra and this space has been intensively studied from the point of view of isospectral
and isomonodromic deformations. Following P. Boalch’s works, we can use the Poisson structure
on Fr .. in order to describe it as a bundle whose fibers are symplectic leaves obtained by fixing
the irregular type and monodromies of ﬁ()\) € FOO’TM The general theory for the non-twisted
or twisted case has been described in [8, 9, 10]. Let us briefly review this perspective in the
twisted setting and use it to define local coordinates on FOO,TOO trivializing the fibration.

The main difference when dealing with the twisted case at infinity is that one needs to
introduce a two-sheeted cover above infinity and define the local coordinate at infinity by

2oo(N) = A2 (2-4)
The general theory of [10] implies the following proposition.

d A ~
Proposition 2.1. Let z :g \3. For any given L(A) in an orbit of Fu r.. , there exists a local
gauge matrix Goo(2) around oo such that

o
Goo(2) = Goo,—12 + Gooyo + Z Gm7kz_k with Goo —1 of Tank 1 (2-5)
k=1
and
o U (z) ) oo (2)U is a formal fundamental solution, also known as a Turritin-Levelt

fundamental form (or Birkhoff factorization):

2reo—2

2

2700 —2
too 1 - too 1
Too(N) = W79 (2)diag (exp (— Z Tkzk + 21nz) , €Xp <— Z (—1)* k’kzk +-Inz

k=1 k=1

)



2700 —2 U —2
—  too 1 o0 toor &1
= U0 (2)diag (exp (— E T’k)\% + Zln /\> , exp <_ E (_1)I<:T,k/\’§ n Zln)‘
k=1 k=1
(2-6)
where \I'ggeg)(z) € GLy[[z71]] is holomorphic at z = .

e The associated Laz matriz Lo, = Goo LG} + (03Goo)Gl has a diagonal singular part at

(0. o)y
1 2ro0—2 1 1 2ro0—2 1
Loo(A) = diag (-2 kzl (—1)’%5007,&’?*%@,—5 ; (—1)ktoo7kzk2+422> +0(1)
1 2reo2 7_1 1 1 2reo2 i - 1
= diag <— kzl too kA2 4)\ ) ; (—1)"too kA2 —|—4)\> +0(1)

(2-7)

The complex numbers (t007k)1<k<2r00—2 define the “irregular times” at infinity that we shall

denote t = {(too.k)1<k<2ro, 2} the irregular type of L € Fao o, .

Remark 2.1. The coefficients t = (too,k);<f<o,__o are also referred to as “spectral times” or “KP
times” in part of the literature. T

Note that the diagonal part could be expressed as diag(t 1) g too ) With ), = (= 1)ktoo(1>7k.

This immediately follows from the fact that TrL = Tr Lo + O(1) and by definition T L may
only involve even powers of z. In the same way, we also have the following remark.

Remark 2.2. Since Tr Lo, = — Z too gkz% 2+ 0(1), the relation TrL = Tr Lo + O(1) shall

also provide the diagonal coefﬁ(nents in (2-13). Similarly, note that the determinant det Lo, only
involves even powers of z and satisfies

1 _ 1 1 _ _
det Log 4too arog_2 AT 4 <4tgo,2roo—3 + 2too,2T002too,2Too4> AZree™8 4 O (APre—0) (2-8)

so that from det Lo, = det(I: + G10\G ) the coefficients of Llr==11 as well as the upper-right
coefficient of LI"=~1 (that is necessarily 1) shall be fixed in (2-13).
2.2 Choice of representative normalized at infinity

Fixing the irregular type of ﬁ()\) does not fix it uniquely. In fact, the space

Moo oot 1= {ﬁ()\) € Fror. / L(N) has irregular type t} (2-9)
is a symplectic manifold of dimension
dim Mg rt = 27 — 6 = 2g (2-10)

where
g:i=Too—3 (2-11)

is the genus of the spectral curve defined by det(yly — L(\)) = 0.



For any value of the irregular times, the Montréal group introduced a set of local Darboux
coordinates (Qi7pi)1§i§g on /\}loo,rwt. Indeed, in each orbit in FOO,TOO, the global action of
G L(C) implies that we may choose the leading coefficient Llr~=11 a5 a lower triangular matrix
with identical coefficients on the diagonal (which is the standard form for a non-diagonalizable
matrix of size 2). Furthermore, the remaining action allows to fix the coefficients on the diagonal
of the subleading order Llree=21 gt equal values. Combining this choice with Remark 2.2, we
obtain the existence of a unique element for which L()) is of the form

1 1
o — 500,210 —2 0 _92 <_too U —4 1 > _3 4
L)) = 2 V00,2r—c )\Too + 2 »4T oo )\Too —|—O )\Too .
W <411(t0072’“oo3)2 _%toozroo?) X —3too,2re—4 ( )
(2-12)

One may thus identify Moo,roo,t with the space of such representatives

Too—1 1
~ - B B _14 B 0
~ = [OO,]C} k—1 [00,7'0071} — 2 00,27’00 2
MOOJ’O(nt {L(/\) E L A /L (i(too or _3)2 _%too o _2>
k=1 y«l oo 14T oo ) (2_13)

- _1
and Lloore~—2 = ( 2to0,2roe 4 1 ! ) ; 0co € (C}

00 _Qtoo,Qroo—4

In the following, we shall use the notation I:()\) whenever we consider such a representative and
call it a representative “normalized at infinity”.

2.3 Darboux coordinates

The work of the Montréal group implies that the space Moo,roo’t is a symplectic manifold of
dimension 2ro —6 = 2g. Consequently, one may define a set of Darboux coordinates (Gi, pi)1<i<g
on Mo r t that we shall present in this section. Let L(\) € Moot be a representative of

the form described above in eq. (2-13). By definition, the entry [E(A)} s is a monic polynomial

’

function of A of degree 7o, — 3 = g. We thus define (¢;)1<i<4 as the g zeroes of {f]()\)} L

Vie[l,q] : [/i(qi)}lz —0. (2-14)

)

This defines half of the spectral Darboux coordinates. The second half is obtained by evaluating
the entry [IZ(A)} » at A = ¢,

)

Vie[lg] : pi:= [i(qi)} L (2-15)
Let us remark that, for any i € [1, g], the pair (g;, p;) is by definition a point on the spectral
curve defined by det(yla — L(A)) = 0. In other words, we have

Vie[l,g] : det(pilo — L(g)) = 0. (2-16)

As in the non-twisted case,the previous construction provides a local description of the space
FRJ. as a trivial bundle Fw7rm — B where the base B =t is the set of irregular times. The fiber
above a point t € B is Moo,roo,t that we equip with spectral Darboux coordinates (%pi)lgigg-

The space B is a space of isomonodromic deformations meaning that any vector field 9, € Ty B
gives rise to a deformation of f}()\) preserving its generalized monodromy data. There exist



different equivalent ways to characterize the property of being an isomonodromic vector field.
The one that we shall use in this article is the existence of a compatible system of the form

{ NP\ t) = LT (A t) (2-17)

U\ t) = A;(N)T(\ t)

where flt()\) is a polynomial function of A with a pole at infinity lower or equal to roo — 2
(the order of the pole at infinity of L). Equations (2-17) are referred to as a Lax pair whose
compatibility condition is

A(N) — B L(N) + [i(x), At(w —0. (2-18)

2.4 Scalar differential equation and companion gauge

Let us now consider an orbit in FRm and a representative JZJ()\) of this orbit normalized at infinity
as above. Let ¥(\) be a wave matrix solution to the linear system

AT(N) = L) T(N). (2-19)

The differential system 9y ¥(\) = L(A\)¥()\) may be rewritten into a scalar differential equa-
tion for Wy ; that is equivalent to a companion like matrix system. More precisely, defining

W(A) = GOYB(N) with G(A) = <~1 0 ) (2-20)
Liyn Lo
we get that W is a solution of the companion-like system
. 0 1
MWPY(A) = L(A)T(N) with L(X\) = ( ) (2-21)
Loy Los
given by
- - . L
L271 = —detL+ 8)\[/171 — L171 8): 12 R
. Ly
~ L
Lyy = TrL+ Oaliz (2-22)
Ly

)

Note in particular that the first line of ¥ and U is obviously the same: Wy = \ill’l def 11 and
Vig = @172 def 19 so that we immediately get

_ \111,1()\) \11172()\) B 1/11()\) ¢2(>\)
V() = <8)\@171()\) 6»@1,2()\)) N <8A¢1()\) 8A¢2()\)) ) (2-23)

The companion-like system (2-21) is equivalent to say that ¢; and g satisfy the linear ODE:

(1A = La2(N)ds = Loa(N)) s = 0 (2-24)

which is sometimes referred to as the “quantum curve”.



2.5 Introduction of a scaling parameter A

In order to make the connection with formal A-transseries appearing in the quantization of
classical spectral curves via topological recursion of [16], we shall also introduce a formal A
parameter by a simple rescaling of the irregular times.

toor — h2 Y, Yk €L 20 — 2],
A = BIX (2-25)

This very simple rescaling implies that the differential system reads

RONT (X, h) = L(\, h)T(\, h). (2-26)
However, for readers uneasy with this additional parameter, we stress here that & may be
fixed to 1 in the rest of the paper except for Section 3.
2.6 Explicit expressions of the gauge transformation

Using the Darboux coordinates (g;, p;)1<i<g and the irregular times t, one may obtain the explicit
expression of the gauge transformation relating ¥ and W. In order to do so, we shall introduce
an intermediate wave matrix W for the following proposition.

Proposition 2.2. The matrices U and U are related by the gauge transformations

. . 1 0
¥ - b : -
(A h) G1(\, h)U(\, B) with Gy(\,h) (5%72%_2A+go 1)
1 0
T\ h) = JO RN R with JA\R) = | L&D 1 (2-27)
IIO-q) I10-g)

J Jj=1

where Q is the unique polynomial in A\ of degree g — 1 such that (with the convention that empty
products are set to 1)

Q(ai,h) = —pi, Vi € [1, 4] (2-28)

i.e.

g .
Q) = -3 n][ Y (2-29)

=1 T
and the coefficient gg is given by
1 1 J
go = §too,2roof4 + §too,roof2ZQj (2'30)
j=1
Proof. The proof consists in observing that
0 1
G\ = (Gi1(\, B\ R) L = g 2-31
W= EODIAIT= Q) - (toraad +a0) [T -g) [T -g) | &Y
j= Jj=

recovers the matrix (2-20). Indeed, we first have that égg()\) = El,g()\) and by definition ELQ
is a monic polynomial of degree g = 1 — 3 with zeroes given by (¢;)1<i<g. Similarly, the entry

10



62’1(/\) is polynomial in A of degree g + 1 = roo — 2. Moreover, it satisfies @2,1(%) = p; for all
i € [1, g] because of (2-15). Finally its leading coefficients at infinity are

N 1 B 1 9 _ _
G2,1(A) = = stoc2re—2A 2+ | Stooree—2) G —g0 | N2+ O (A=) (2-32)
2 2 pr

so that taking

1 1
go = §too,2roof4 + 2too,roo2j§Qj (2'33)
provides é2,1(>\) = —%too,groo,g)\rw_Q — %too,groo,zl)\’"w_?’ +0 ()\TOO_4). Hence, with this choice
of go, it is equal to Ly 1(\). Consequently, G()\) recovers the matrix G(\) of equation (2-20)
ending the proof. O

Remark 2.3. By definition, the matrix ¥(\, h) satisfies the Lax system:

hoAU(N h) = ( );i’( h)

ROy (N h) = Ay, i) (2-34)

for any irregular time ¢ € t. In particular, the corresponding Lax matrices E(x\, h) and At()\, h)
are given by

LK) = JOLRL,

B)J (N B) + RO\ (N, 1) T H (A, B)
A\ R) = T, h)At()\ h)J

B) + By (J(\, 1) (A, ) (2-35)
and are polynomial functions of A with no singularities at A € {¢1,...,q,4}.

Note that by definition, the entries of L are related to those of L by

Ll,l()\ah) = _Q()\vh)7
g
Lignh) = IO —a),
7j=1
) g
Lao(Mh) = Loo(Ah)+ QN 1) — Z R
j=1 J
i o 0QOK)  Lai(M\h W A, )2
I = - Q) | L0y gy Q0D Q0N
Hl()\—Qj) H( - ;) Hl()‘_QJ) [T(A—4g)
j= j=1 j= j=
(2-36)
Similarly, the entries of L are related to those of L by
B 3 1 3
Li1(\h) = Lii(\h) - <2too,2r002)\ + go) Lis(\h)
Lia(\B) = Lia(\h) )
B 3 1 3
Lo1(M\R) = Lai(Ah)— <2too,2roo—2>\+90> Lyia(\R)
1 Y . 1
+ <2too,2r002)\ + go> (L1,1(A, B) — Laa(A h)) + ihtoo,zrood
- . 1 .
Lya(Ah) = Laa(\h)+ <2too,2roo—2)\ + go) Lia(\R) (2-37)

11



2.7 Wronksians and asymptotics of the wave functions
Combining the gauge transformations G, G1 and J, we obtain the following proposition.

Proposition 2.3. The scalar wave functions 11 = W11 = \i/l’l = \1'171 and Py = V19 = \i’l’g =
V19 have the following expansions around oo.

2rec—2
A—ro0 17 took (&
Pi(A) = <_h kg_l T A2 ——In\+ O(l)) ,
A 1 QT;_z took « k 1
:)OO k boo, K
Pa(N) =" exp <_h ,;1 (-1) T)\2 — Zln/\ + O(l)) . (2-38)
Proof. The proof is done in Appendix A. O

For convenience, we shall also define the Wronskians associated to the Lax systems and
provide their explicit expressions that follow from the previous proposition:

Definition 2.3 (Wronskians). Let us define W (A, h) = det W(X, &), W (A, k) = det ¥(X, h) and
W (A, h) = det U(A, k) the Wronskians associated to the corresponding wave matrices. They are
given by

W) = Woyexp (;/A]sl(s)cw),

0

W) = W) = Woexp (711 /0 ’ ﬁl(s)d8>
W) = Wy (ﬁ(A — q;)) exp <711 /0/\ Pl(s)ds> . (2-39)

=1

where W, and W, are unknown constants (in the sense independent of \) and where we have
defined 3
P(l?k = _too,2k+2 ) Vk e [[07 Too — 2]]7 (2—40)

[e.e]
and regrouped them into the polynomial =%

Too—2 Too—2

PN =Y PUN == 3 tajpeN. (2-41)
j=0 j=0

Proof. The proof starts with W(A) = A(¢1(A)Irp2(A) — ¥2(AN)Oxip1(N)). From the general con-

struction and Proposition 2.3, W(\) exp (—% fo/\ Pﬂs)ds) is a polynomial function of A of de-

8?/1/‘/‘(/)(\3\)7 we get that the zeroes of W(\) are

simple poles of Laa(A). Since Loo(A) may only have poles at infinity or at (¢;)i1<i<g, we get

. g
that W(\)exp (—% OA Pl(s)d.s) = Wo[[ (A — ¢) for some constant Wy (i.e. independent of
i=1

gree roo — 3 = g. Moreover, since Laa(\) = h

A). Formulas for W (\) and W ()) follow from W(\) and the gauge transformations using the
determinants of G; and J. ]
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2.8 Explicit expression for the Lax matrix L

In this section we shall provide an explicit expression for the matrix L()) in terms of irregular
times and Darboux coordinates. Only g coefficients of the matrix shall remain undetermined
at this stage. These coefficients will be put in one-to-one correspondence with the upcoming
Hamiltonians. In order to write down the Lax matrix in a compact form, we shall introduce the

following definition.

Definition 2.4. We define the following quantities:

2reo—2

. 1 .
PO = 7 X (Wtsgtninjea s VE € [roo = 2,2 — 4]
j=2k—2rco+6
127’00—3
" .
Péo,)rorg = 1 D (1) too jloo2rm—j—2
j=1

and regroup them into the polynomial function Py:

2700 —4
BN = Y PN
k=ro0—3
We shall also define

Too—4

Py(A) = Py(N) = ) HoopM*
k=0

where the g = roc — 3 coefficients (Hoo k))<p<po
Using the previous definition, we obtain the following proposition.

Proposition 2.4. The Lax matriz L(\, h) is given by

0 1
L(/\vh) = <L271()\, h) LQ,Q(Avh))

with
~ J h
Loo(Ah) = Pi(\)+ Z
AT
5 roo—4 k g hpj
Lyi(M\h) = —P(A\)+ Z Hoo kA" — Z X—q;
k=0 j=1 J

Coefficients (Hoo ;)

0<k<roy—4 shall be determined later in Proposition 5.1.

_, remain undetermined at this stage.

(2-42)

(2-43)

(2-44)

(2-45)

(2-46)

Proof. The proof is based on the fact that the entries of L are rational functions of A with
poles only at co or at apparent singularities (g;)1<i<q4. Using the knowledge of the asymptotics

expansion at oo provides the result. This is detailed in Appendix B.
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3 Classical spectral curve and connection with topological re-
cursion

Before turning to deformations relatively to the irregular times, let us briefly mention the con-
nection of the present setup with the classical spectral curve and the topological recursion. This
section being independent of the others, we stress that readers with no interest in topological
recursion or in WKB expansions may skip the content of this section.

Let us first recall how one may obtain the classical spectral curve from a Lax system. When
dealing with a Lax system of the form

hONT (N, h) = L\, B)T(\, h), (3-1)

it is standard to define the “classical spectral curve” as %in(l) det(ylo—L(\, k) = 0. It is important
—

to note that the classical spectral curve is unaffected by the gauge transformations ¥(\, k) —
G\, h)U (A, k) with G(A, k) regular in h. Indeed, the conjugation of the Lax matrix does not
change the characteristic polynomial and the additional term 2(9yG)G~! disappears in the limit
h — 0. In particular, in our setup, it means that one may compute the classical spectral curve
using either L, L or L:

lim det(yIy — L(\, h)) = lim det(yIy — L(\, &) = lim det(ylo — L(\, 1)). (3-2)
h—0 h—0 h—0

In our case, the general expression of the matrix L(\, i) implies that the classical spectral curve
is

y? — Py(\ h=0)y + Py(\,h = 0) = 0. (3-3)

It defines a Riemann surface ¥ of genus g = 7o, — 3 whose coefficients are determined by (2-40)
and Definition 2.4. Note that only ¢ coefficients remained undetermined at this stage (i.e.
(Hook)o<p<ro,—s) that can be mapped with the so-called filling fractions (€;);<;<, naturally
associated to the Riemann surface. Moreover, the present twisted case corresponds to the case
where infinity is a ramification point of the Riemann surface. In other words, the twisted case
happens when a pole of the connection is also a ramification point of the underlying classical
spectral curve. The asymptotic expansions of the differential form ydz at each pole is in direct
relation with the asymptotics of the wave functions (2-38) since we have

2r00—2
Z2—00 _} — Efl_ o
N E g 3 tesal)f AR GE

ol

)

) (3-4)

2700 —2

200 1 k_
1(2) D 3 () taep(2)E 7
k=1

e

4x(2) +0 <:c(z)_

where y1(z) and y2(z) are the expressions of y(z) in both sheets.

Let us now discuss the connection of the present work with the Chekhov-Eynard-Orantin
topological recursion [11, 12, 13, 16, 17] as given in [27]. Recent works [26, 15] have shown
how to quantize the classical spectral curve using topological recursion. Indeed, applying the
topological recursion to the classical spectral curve (3-3) generates Eynard-Orantin differentials
(Whon) h>0n>0 that can be regrouped into formal A-transseries to define formal wave functions

( IR g R) that satisfy a quantum curve, i.e. a linear ODE of degree 2 with pole singularities

at infinity and apparent singularities at A = ¢; and whose A — 0 limit recovers the classical

14



spectral curve. The construction presented in [26, 15] implies that this ODE is the same as the
one defined by the Lax matrix L(\, k) of the present paper so that we get

B YR\ h) TR(X, B)
V(A h)=C (nazlplTR(A, B ROUTR(A, h)) (3-5)

where C' is a constant (independent of \) matrix. In other words, the topological recursion
reconstructs our wave functions 7 and 1o making the classical spectral curve the only nec-
essary object to build the full Lax system. However, the price to pay in this perspective is
the mandatory introduction of the formal parameter i to define the formal A-transseries and
then ( IR o R). As explained in Section 2.5, this formal parameter can be removed by proper
rescaling at the level of the Lax system but it is unclear how the topological recursion wave
functions may be defined after this rescaling, since there is no more formal parameter to define
the series. This issue is in deep relation with the analytical meaning that might be given to
the formal A-transseries. In particular, it is presently unclear how to resum analytically the
h-transseries to obtain non-formal identities and current works are in progress to tackle this
problem.

4 General isomonodromic deformations and auxiliary matrices

4.1 Definition of general isomonodromic deformations

The previous sections provide a natural set of parameters for which we may consider deforma-
tions, namely the irregular times (foo,k); <<y, _o- In order to study deformations relatively to
these parameters we introduce the following definition.

Definition 4.1. We define the following general deformation operators.

2rec—2

Lo=h Y oupidr,, (4-1)
k=1

where we define the vector o € C?"~2 = C29+4 by

2700 —2
a = Z Uoo k€ - (4—2)
k=1

Deformations defined by Definition 4.1 shall be seen as general isomonodromic deformations
in Fegro -

Associated to a vector o are general auxiliary Lax matrices Aq(A), Aq(A) and Aq(N) defined
by

Aa(N) = La[FONETI) & LalB(V)] = Aa(NT()
Aa(N) = La[FONEIN) & La[B(N)] = Aa(NT()
Aa(N) = La[FONTTIN) & La[FO)] = AT (43)

In particular, Aq(\) and Aq()) are polynomial functions of A while A()\) may also have addi-

tional poles at {1, ..., qy}. Note that (L(\), Aa(})), (L()), Aa(})) and (i(x), AQ(A)) provide
equivalent Lax pairs but expressed in three different gauges. The corresponding compatibility
equations are

15



Lo[L] = [Aa, L]+ hd)Ag
Ea[L] = [AaaL]+h8AA
LolL] = [Aa, L]+ hoyAg. (4-4)

We shall now use the asymptotic expansions of the wave matrices in order to obtain informa-
tion on the general form of the auxiliary matrices. Then, we shall use the compatibility equations
in order to determine the evolutions of the Darboux coordinates under general isomonodromic
deformations and prove that these evolutions are Hamiltonian as performed in a similar way for
the non-twisted case in [27].

4.2 General form of the auxiliary matrix A,(\, k)

Using compatibility conditions one may easily obtain two of the entries of Aq(A). Indeed, since
L is a companion-like matrix, compatibility equations (4-4) imply that

,1()\),
[Aa(M]; 2 L22(A), (4-5)

so that only the first line of Ag () remains unknown at this stage. The other two entries of the
compatibility equation (4-4) leads to

[AIX()‘)]Q 1 = ho [Aa()‘”l 1T [Aa()‘>]1,2 Ly
11t

’ L0 [Aa(W]
all2i(N)] = T +2hL21(A) Ox [Aa(N)]1 2 + A [Aa(N)]y 2 OrL21(A)

—hLa2(A) Ox [Aa(A )]1,17

LalLao(N)] = hQM—Mh@ [Aa(N)]y 4 + BL2.2(N) 8y [Aa (V)]
o[22 ON2 A o 1,1 2,2 A e 1,2

+h [Aa(/\)]1,2 8>\L2,2()‘) (4-6)
that shall be used later to determine the evolution equations for (¢;, pi);<;<,. Before studying
the compatibility equations, let us observe that the asymptotic expansions of the wave matrix

U at infinity allows to determine the general form of the auxiliary matrix Aq (A, k). This leads
us to the following results.

Proposition 4.1. The asymptotic expansion of entry [Aa ()], o at infinity is given by

(@)

YM>1: [Aa(N)], 22 Z ot 4 o (AN, (4-7)
1=—1
Moreover, coefficients (VOOJC hern s are determined by
(a) 20/00,2'r0073
Voo,—1 (2r00—3)
() 2000 2700 5
V0,0 (2r00—5)
Moo o = > (4-8)
Vggi)roo—s ‘za?’l
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where My, is a lower triangular Toeplitz matriz of size (roo — 1) X (roo — 1) independent of the
deformation o:
too,groo_gg 0 ... 0

too,2roof5 too,2roof3 0 .

too,3 LT 0
too,l too,3 v too,2'r’oo—3
Proof. The proof is presented in Appendix C. O

The previous proposition may be used to determine the general form of the entry [Aq(A)]; 5-
Proposition 4.2. Entry [Aa()N)]; 5 is given by

(@)

Iy
[AaV]y = v o+ Z pp—— (4-10)
j
Coefficients (#ga)) are determined by the linear system
1<j<g
N
: V(a)
vie| = (4-11)
where Voo is a (roo — 3) X g matriz
1 1 cee e 1
q1 q2 cee e dg
Voo = : : , (4-12)
q{""4 q§°°4 q;°°4

Proof. We know that [Aq(A)]; 5 is rational in A with only simple poles in {q,. .., ¢y} and a pole
at infinity. Proposition 4.1 provides the asymptotics at infinity so that (4-10) holds. Moreover
the expansion at infinity of

a

ZZ @ gh=ta=k (4-13)

k=1 j=1

identifies with (4-7) only with (4-11). O

_q‘7

Note that we may determine coefficients (VSL) R by the fact that
) _/r.oo_

Z Tl -a) = (a2 -2l A -2 (H(A—q»)
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00 g
= (ZVS}C)‘_’C> (H(/\_Qi)>
k=1 =1
00 g
= (Z uiz‘p-k> (Z(—ng—’eg_i({ql, e qg}w) (4-14)
k=1 =0

where the L.h.s. is a polynomial in A and (ex({q1, ... ,qg}))0<k<g are the elementary symmetric
polynomials. Thus, for all m > 1: o

g+m gtm—1
0= (D" e tme (@) = veSpen + D0 DT e mor ()
e e (4-15)
so that we obtain the recursive relations
g+m—1
vm>1: 08 = Y ()T R e ({ange}) (4-16)
k=m
In particular, we get for m = 1:
g
Ve = 2Dk an - 40)) (4-17)
k=1

Let us now perform similar computation for [Aa(A)]; ;. We obtain the following proposition.

Proposition 4.3. The entry [Aa(M\)];; is given by

AaWy = Y N+ o (4-18)
i=0 j=1 4
with
vielln] : o\ = —ui®p; (4-19)

are determined by

Coefficients (cs)k) I
b < _TOO —

aOC,QToo*3t Oéoo,2roof2t

(@) T2ro—3 V0021002 T Top 3 l00,2rec—3
00,700 —1

. Too—1

(') Z <aoo,2k+2r0072m73t 9m — a2k+2r0072m72t 9 1)

[0 — — ) — — ’ -

Moo coo,k: — — 2k—+2ro0 —2m—3 00,2 2k-+2ro0 —2m—2 00,2 (4_20)
c(a) el Qoo,2 2m—1 Qg 2
00,2700 —2M — _ Too —2m
00,1 21 < YT l00.2m T 9 om too,?m—1>
m=

with the matriz My, given by (4-9).

Proof. The proof is done in Appendix D. O

Note that ng,)o is not determined but will play no role in the rest of the paper. In the previous
(o) ) d ( (o) )

k) | <k<roo—3 AR\ Coork 1<k<roo—1
independent of the Darboux coordinates and depend only on irregular times and the deformation
(a)>

7 /1<y

propositions, one may easily observe that M, (V are

and V, depend on the Darboux coordinates.

a. On the contrary, (u
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5 General Hamiltonian evolutions

The previous sections provide the general form of the matrices L(\, ) and Aq(\) through
Propositions 2.4, 4.1, 4.2, 4.3 and equation (4-5). As we shall see below, inserting the previ-
ous knowledge into the compatibility equations (4-6) provides the evolutions of the Darboux
coordinates.

The first step is to look at order (A — ¢;) ™2 in La[L22(\)]. We obtain, for all j € [1,g]:

()
1= ,U ‘Hh
Lalgj) = 2u( o) (pj — 2P1(qj)> — fwgg% — hy((;) — hz L m— (5-1)
i#j !

The next step is to determine the coefficients (Hoo,j)o< <, 4 that remain unknown in
L1(A). To achieve this task, we look at order (A —¢;)™2 in Lq[L21()\)] using (4-6). We obtain

Too —4
«@ < r 1
—hp;Lale;] = —2hu™ ( )+ Z Heodf =) —— )
ity 1T
+h2pj cgo)qu+VaO+Z Mz h/% b Pl (g5 JFZ
175](]]_’1 27&]%_(1@
(5-2)
Inserting (5-1) provides, for all j € [1, g],

& pi —Dj

> Heondt =3 — Pi(qj)p; + Palgy) + Y ——2 (5-3)

=0 it q; — 4i

where it is obvious that the r.h.s. is independent of the deformation vector ct. The last relation
can be rewritten into a matrix form.

Proposition 5.1. We have

— Pi(q1)p1 + Polqr) + h> 2=
Hoo,O i#1
(Vo) : = : (5-4)

Hoo,roo—4 Pl <QQ>pg + P2<qg) + hz

q1q

qg Qz

Finally, in order to obtain the evolution equation for (p;)1<;j<4 we look at order (A — g;)~}

of the entry Lq[L21(N)]. We get, for all j € [1, ¢],

(ex) Too—4
1l (i - py) T
alpjl = ﬁz . + i | pi Pl(q5) — Ph(ay) Z kHoopg) "
vy (5 — ai)?
Too—1
S i Y kg (5-5)
k=1

Thus, we have obtained the general evolutions for (p;, ), ;<, through (5-1) and (5-5). We
may now formulate our first main Theorem showing that these evolutions are Hamiltonian.
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Theorem 5.1 (Hamiltonian evolution). Defining

Too—4 g Too—1 g g
Ham'® Z Vé:l)c—l-lHOO,k — hz Z cgs’)kq;-“ — hvc(;% ij — hug)_l Z q;p;, (5-6)
j=1 k=1 j=1 j=1

the evolutions for j € [1, g],
(a) (Oé)

1 - n
Lalg] = 2 <pj2P1(qj)> — = ) gy =y
i£j !
() Too—4
W + 1N i~ i) a -
Lalpj] = hz j_ 2 : +/~L§' ) p;iPi(g;) — By aj) Z ]fHooIc(J;€ !
-y (¢ — ai)
i#j
Too—1
S py +h Y kel (5-7)
k=1

are Hamiltonian in the sense that

= —_ alPj] =

dHam™ (q,p)
op; '

Vje ﬂl,g]] : ['cx[QJ] dq;
J

(5-8)

Quantities involved in the Hamiltonian evolution are defined by Propositions 4.1, 4.2, 4.3 and
5.1.
Proof. Proof is done in Appendix E. O

Remark 5.1. Note that there is an alternative expression for the Hamiltonian (5-6):

() | () g
N h (i 4 ) (pi
Ha(®(@.p) = 5 3 - = hY_acms + v aains)
(i.)€[1,61? e i=1
i#£]
S @2 p -5 e
+> [p§ — Pi(qj)p; +P2(qj‘)} —hYy Y cond;
= j=1 k=1

(5-9)

Theorem 5.1 shows that the Hamiltonian expression for a general isomonodromic deformation
may be split into several contributions

(@)

00,k+1

e Alinear combination of the (Hoo k)< ey — )1<k< K
SRXToo SKRSToo—

Note that the coefficients (Hoo k) )<<, _4d0 not depend on the isomonodromic deforma-
tions and correspond to the unknown coefficients of Lg 1 (\).

4 Whose coefficients are given by (1/

() ) '
= 00k ) | < k<o —1
As we will see in the next sections, these terms will vanish for a suitable choice of non-trivial

isomonodromic deformations.

g
e A linear combination of ( > qf) whose coefficients are given by (c
1<k<roo—1

e Two additional terms Z pj and qupj that are respectively proportional to —hlj(a)
J=1 '
and —hu((; )_1. These terms shall be removed after a suitable symplectic rescaling of

(gis pi)i<i<q-

20



6 Expression of the Hamiltonian and Lax matrices in terms of
symmetric Darboux coordinates

In this section, we show that we may use the symmetric polynomials (e;({gu, - .. ,qg}))1 <icg 1O

obtain polynomial Hamiltonians and polynomial explicit formulas for the matrices L and Alen),

6.1 Notations and identities regarding symmetric polynomials

In the rest of the paper we need to introduce elementary symmetric polynomials and other basis
of symmetric polynomials.

Definition 6.1 (Basis of symmetric polynomials). We shall introduce the following basis of
symmetric polynomials:

¢ Elementary symmetric polynomials are denoted by (e;({z1,...,2n}));~ With the conven-
tion that eg({x1,...,2n}) =1 and ex({z1,...,2,}) = 0 if £ > n. By definition we have:

ex{z1,. .z} = D miy...m,, VeE[Ln] (6-1)

1<i1 << <n

e Complete homogeneous symmetric polynomial are denoted by (h;({z1,...,2n}));>, With
the convention that ho({z1,...,z,}) = 1. By definition we have:

he{zy,an}) = ) @i .omi,, VEE[LN] (6-2)
1<ip <-<ip<n
e k'™ symmetric power sum polynomials are denoted by (S ({z1, ..., Tn}))g>o- By definition,
we have:

So{z1,...,xzn}) = n

Sel{zr, .. zn}) = D 2k VEk>1 (6-3)
j=1
(ex({z1, .- 20 }))ocpans (h({z1, - 2n}))ocpan and (Sk({21, ... 2n})) <<, are some ba-
sis of symmetric polynomials in the variables {z1,...,z,}. We also have the relations
H —aj) = Y (D" e p({z . m DA =D (—DFer({m, . an AT
j=1 k=0 k=0
1 o0
= > m{an,. oz AF (6-4)
Hl()\ ) =0
]:

The relation between the various sets are given by
hol{z1,...,zn}) = eo({x1,...,20})
k
ez = S Y H mep ({1, 2n}) s V€ [1,7]

=1 bybeLAY e
b1+~~+bj=k:
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(6-5)

(6-6)

and Vm > 1:
1.
Spm({xy,. . xn}) = Z% —e1({z1, - 20 })s ey —empr ({1, 20 }))
k=1
(=1)Prtom b\ 1 b
= (=1)™m > — [Te{zs, .- )
by 42+ mb—m (bl 4+ .4 bm) bl, RN bm 1
b120,...,bm >0
where (émk> . are the ordinary Bell polynomials. Finally, we also have the identities
m>k>
k
(n—ker({z1, .. zn}) = Y (Dies—i{z,...,2n)Sil{z1,. .., 2a}) , VE € [0,n]
i=0
k—1
Sk({z1, .., @n}) = (D" e i({z1,. . @ ) Si{zr, o x0})  VE =0
i=k—n
(6-7)
Elementary symmetric polynomials satisfy some useful relations:
Lemma 6.1. For any (i,m) € [1, g]*:
861({1’1,...,1’ }) =l .
- 92 =3 (e j({a1,. .,z })), (6-8)
Proposition 6.1. For any i € [1,g], we have
g g i—1
861 {:L‘l,.. xg}) )\—:L'j . .
= —1)e;_;_ sy N 6-9
; ka_wj Z( ei—j—1({z1 Zg}) (6-9)
= J#k 3=0
These relations allow to express Q(\).
Corollary 6.1. We have
g—1 ‘ g ‘
QM) =) (1)t Z PiQi—j—1 | N (6-10)
j=0 i=j+1
Moreover, the elementary symmetric polynomials satisfy:
V(i,5) € [L,n]? : en—i({z1,. . 2} \ {z;}) = Z(_l)miien—m({xla zn}) A
Vie[l,n] :0 = (=1)" "en—m({x1,. . TR })2] (6-11)
m=0

so that we obtain
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Lemma 6.2. For any i € [1,n] and any M > 0 we have:

n

M = > (1) ™en—m{x1, s o Dhassmjonia({x1, . an al !
Jj=1 m=Maax(j,j+n—1—M)
(6-12)
In particular, we may invert the Vandermonde matrix with the following Proposition.
Proposition 6.2. For any i € [0,n] and M > 0 we have:
= _1 ni n—i yrr j / = n—m
I e e G LD DIV Lo RPN TR (CF
j=1 it Lj = om m=Maz(i,i+n—1—M)
(6-13)
In particular, for M < n — 1 we get:
n A
(=D)""en—i{z1, - wn; \{25}) um
VM e[o,n—-1] : L=0; 6-14
con-1l z; I1 (7 — am) R (1
J= .
m#j
Proof. For completeness, the proofs are presented in Appendix F. O
6.2 Symmetric Darboux coordinates
Let us first recall the well-known result from symplectic geometry.
Lemma 6.3. If we define new coordinates (Ql, ce ,Qg, Py, ... ,]59) from old symplectic coordi-

nates (Q1,...,Qq, P1,...,Py) by
Qi = file”'Qu+B,....a'Qy+ )

g — _
Oépz‘f—h(a_le_’_B) = Oézpkafk’(a 1Q1+g7Q""7a 1Q9+6)
k=1 ¢

, Vie[l,g] (6-15)

with o« € C\{0} and B € C two given constants, h any function of class C' and (fy(x1,...,z4))

any functions of class C? then the change of coordinates is symplectic.

1<m<g

Proof. For completeness, the proof is done in Appendix G O
We may now apply the lemma with the elementary symmetric polynomials (e;(¢1, - - ., dg));<; <q
which is a basis of the symmetric polynomials in (g1, ..., dg). o

Definition 6.2 (Symmetric Darboux coordinates). We define (Q1,...,Qq, P1,. .., Py) using the
elementary symmetric polynomials:

Qi = ei(q17 . 7qg) = ei(Tg_l(jl - T17 so 7T_1qg - Tl)
g
g
Oe N . 1~ 1 .
pi = ZPkM =Topi + 5 PU(Ty ' —Th) , Vi€ [Lg] (6-16)
k=1 8qz 2

We shall denote (Q1,...,Qq, P1,...,Py), the symmetric Darboux coordinates.

It is obvious from Lemma 6.3 that the change of coordinates is symplectic. Indeed, for the
old variables (q1,...,qq,p1,.-.,Pq) this is nothing but an application of Lemma 6.3 with o = 1,
B =0 and h(z) = 0 while for the other old variables (i, ..., dg,q1,---,{q), this corresponds to
an application of Lemma 6.3 with a =T, § = =1} and h(z) = %Pl ().
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6.3 Polynomial expression of the Hamiltonian in the symmetric Darboux

coordinates
Since the change of coordinates (g, pi)i<i<g — (Qi, P;)i<i<g is symplectic, we may compute
the Hamiltonian Ham(Q,...,P) by just replacing the coordinates (g;,pi)i<i<g in terms of

(Qi, Pi)1<i<g in Theorem 5.1.

Theorem 6.1 (Expression of the general Hamiltonian in terms of symmetric Darboux coordi-
nates). We have:

g g Too—1

Ham(o‘) Z p] +u _1quj FLZ Z c(a) qk—i-Zyo“ i+l
=1 =1 k=1 i=1
g—1 Too—1
= —ﬁVég, Z 9= k)QiPys1 — S _1Z/€Qkpk —h Z coorSkars - a4})
k=0 k=1 k=1
—hZVOM Z <— V(g — 1) PyQr—1—; + Z D" PeQr—1-mSm— z({CJ17--~7Qg})>
k= H—l m=i+1

Min(ki—1,i—1)

_’_le(a) Z Z Pk‘lpkz [(—l)i_l Z leflfrle:zfier

k71:1 k}2:1 T1:M(lm(0,i—k2)
g9

+ Z (_1)T1+r2Qk1—1—T1 Qk‘z—l—Tz Z(_1)g_ng—th1+Tz+m—i—g+1({Qh IR Qg})}

0<r1<k;—1 m=i
OS’I"QSkgfl
T1+T2><7
g Min(k—1,i—1)
(a) T
+ g Voo E (—1)"too,2i—2r PrQr—1—r
i=1 k=1 r=0
k—1 g+1 g

+ Z Z Z g+r m oo 2s+2Pka—1—T’Qg—mhr+s+m—i—g+1({QM ey qg})

rOsqrmz

+ Z v D 2N TR Qe bt imeig i (a1 0gd)
- (6-17)

are given by (4-8), and

00,%

here (P2)) )
WHETe \ Foo k g<k<2g+4 _1<i<g

coefficients (Sp({q1, - -- >q9}))k207 (he({q1,- - ?QQ}))kzo are given by Definition 6.1.

are given by Proposition 2.4, <V(a)

The main advantage of the explicit expression (6-17) is that it immediately shows that the
general Hamiltonian is polynomial in (Q;, P;)i<i<g, i.e. it has the same kind of singularities
as the initial connection. In particular, it is quadratic in (F;);.;< 4+ Note also that the explicit

dependence of the Hamiltonian in the irregular times is contained only in (1/(()? 2) i and
’ — _’L_g
( p(2) ) _
ook g<k<2g+1
Proof. The proof is done in Appendix H. O

6.4 Expressing the Lax matrices with the symmetric Darboux coordinates

Symmetric Darboux coordinates (Q1,...,Qq, Pi, ..., P,) are well-suited for the matrix L given
by (2-37) as the following proposition shows
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Proposition 6.3. Entries of the matrix I~/(/\) are given by

—1 g

E1,1(>\) = —Z(—l)jfl < Z PiQijl) N o— (;too 2re0—2A + G0

~_

(-
T
—_
Nt
Q
4
O

<

>
<

j=0 i=j+1 J=0
g
Lia(N) = D (17 "Qg-mA™
m=0
_ 91 . g . 1 g . . T2
Lap(N) = . (-1t (Z PiQi—j—l) M+ (§too,2roo—2>\+go) . (=197 Qg N — Z too,2k+2)\k
7=0 =741 7=0 k=0
B Too—22rco—4 B
Ly = =X 3 (P hmgmilan o iash)) X
=0 j=g+i

g—1 /g—1 g+1 _ g '
—|—Z (Z Z (—1)3—1too,2s+2 ( Z PTQT_]-_1> hS+j—i—g> Az

r=j+1

1=0 \ji1=i+1jo2=g+i—j1 i1=j1+1 in=jo+1
1 2 g 1 g+1
— | =too,2re—2A —1)9 Qg A™ —too,2ree —2A too, 2542’
(2 12700 =2 +90) mZ:o( ) Qg + (2 \27 00 —2 +go) ;) ,2542
1 g—1 - 9 )
Y et IR A 0. . j
<2too,2roof2)\ + 90) JZ::O( 1) i:]z;l PiQi—j—1 | X

1 1
where gy = 5too,2reo—4 t+ §too,2roof2Q1'

Proof. Only the expression of Q(\) is non-trivial and is given by Corollary 6.1.

We remind the reader that <~(2)-)
09 ) g<j<2ro0—4

plete homogenous symmetric polynomials (h;({q1,...,q4})), <j<g MAY be expressed in terms of

(Qk)1<k<g using

hol{q1,---,q0}) = 1

k J
hel{ar, - and) = D 070 Y [0, . Yee[lg]l  (6-19)
-]:1 b17 7b Eﬂl k]]] m:
bi+-+bi=k

In particular Proposition 6.3 implies that the entries of the Lax matrix L are also polyno-

mial in the symmetric Darboux coordinates and at most quadratic in (FP;),_, .
We may also obtain the entries of A in terms of the symmetric Darboux coordinates.

Proposition 6.4. Entries of the matriz Aq()\) are given by

Too—1 g g—1—1 g
A = S donoy Uy (—1>z+m—1ugg~,zn( 3 Perml) N
=0 =0 m=Maz(—1,—1) r=i+m-41

1 «“ 4
_ i—m a) i
<2t002r002)‘+90)z Z ( )g Q —1— mV m>‘
1=0 m=Maz(—1,—1)
~ g+1 9—J _
AaWhe = Y Yoo DT Q e | N

7=0 \m=Maz(—1,—3)

Too—1 Too—2
Aoz = ~ADWh = 3 Jama + 2650 +hlg + Dricly = 3 tooajearic
s=1 7=0

25

g—2 g—1 g—1 ) ] g g
Z( > (1)]1“2( > P’ilQil—jl—1>( > PizQi2—j2—1> hjitin—g—i({ar, ..

are given by Definition 2.4 while the com-

’ QQ})) )‘Z

(6-18)



[Aa()\)b,l = n (a) too72roo—2)‘2 hV 19)‘ FW (_1)ng

2 OO —1
h h h
igtoo 27"00721/( ),1>\ hggOV( ) 1+ 2too 27"00721/( 71Q1 - §gtoc 2roof2yéoz)
Hh(roo = 1)l 1A+ hlro >c£;‘wcz1 + h(roo = 2)eie) p + VAL Hoo oo 4

+ -0 2r -2+ 5 00,200 —4 + 50600,27»00—2621

2
g g—1 g+1 g stj—
S SNED SENED SEED S SN S iR C NPT
i*Oj—Mag;(i 1,0) s=g+i—j—1r=j+1 m=-1
2700 —4 j—g—1t
N V&) 52) yi
) DIED DR SR NI
i= OJ Mazx(g,g+i—1) m=—1
—1 g—1 jit+ja—g—t

g g
_ZZZ > VRS g mei D, > PuPuQr g 1@y N

i=0 j1=0j2=0 m=-1 ri=j1+1ra=j2+1
Too—1 Too—2

1 (@) i
+ <2too,2roo—2)‘ + gO) Z Z t00,25+21/oo,s—i)\

=0 s=Max(i—1,0)

g g—1 g
_(too,Zr(x,72)\+2g())Z Z Z (_ ] ! (O% @P Qr J— 1)\1

=0 j=Maz(i—1,0) r=j+1
29+1

1 —j (@) yi
- <2too72roo2)\+90) Z Z (_1)51 jQQ*jVOO,j—l)\

=0 j=Maz(i—1,0)

(«

Voo,m

u

/N

with gy = %too72roo_4 + %tOO727'oo_2Q1' Coefficients are given by (4-8). Coeffi-

> —1<m<g
cients (c(a)-

00,1

g
: )1<i<r 1 given by (4-20) and ”( Z( 1)9~ Voo}CQg-‘rl—k: from (4-17).

Proof. The proof is rather long and done in Appendix I. O

7 Decomposition and reduction of the space of isomonodromic
deformations

The second goal of this paper is now to provide a decomposition of the space of isomonodromic
deformations (of dimension 2g + 4) into a subspace of trivial deformations associated to trivial
times (i.e. for which rescaled Darboux coordinates are independent) and a subspace of non-trivial
deformations of dimension g associated to non-trivial times while providing the corresponding
Hamiltonian evolutions.

7.1 Subspaces of trivial and non-trivial deformations

In the previous section we considered general isomonodromic deformations relatively to all ir-
regular times by considering L, characterized by a general vector o € C29+4. However, as
we will see below, there exists a subspace of deformations of dimension g + 4 for which the
evolutions of the Darboux coordinates are trivial, thus leaving only a non-trivial subspace of
deformations of dimension g. These non-trivial deformations shall later be mapped to g isomon-
odromic times whose expressions will be explicit in terms of the initial irregular times. Trivial
deformations shall correspond to the fact that only odd irregular times (too2x—1);< f>ro,_1 AT€
relevant whereas even irregular times (foo k), <kSre1 do not appear in the Hamiltonians. In
other words, considering meromorphic connections in gl,(C) or in sl3(C) is essentially
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the same at the level of the Hamiltonian systems. This remark shall provide a subspace
of trivial deformations of dimension g + 2. Finally, the remaining 2 trivial deformations cor-
respond to the remaining two degrees of freedom in the action of the Mdébius transformations.
As we will see below, this choice encodes the necessity of a symplectic rescaling (translation
and dilatation) of the Darboux coordinates. These two degrees of freedom shall be used to fix
the first two leading non-trivial coefficients at infinity: to 2,..—3 (conventionally set to 2) and
too,2r0—5 (conventionally set to 0).

Let us first recall that the space of isomonodromic deformations, denoted T, is given by:

2700 —2

»Ca =h Z aoo,katoo,k (7‘1)
k=1

We make the identification with C?"~~2 by identifying an isomonodromic deformation L4 with
its vector o € C?r—2:

2r00—2 2700 —2
,Ca =h Z aoo,k&too’k = o= Z Qoo k€K (7—2)
k=1 k=1

where we shall denote (e);<j<o,. 5 the canonical basis of CZre—2,

Definition 7.1. We define the following vectors of C2"=~2 and their corresponding deforma-
tions.

W = e, VkE [[1,1"00 — 1]]
1 Too—k—2 Too—k—2
w = g Z (2m — D)too 2m+142k€2m—1 + 3 Z 28 too 25 +2k+2€25
m=1 s=1
1 2700 —2k—4
= 5 T'too,r+2k-+2€7« y Vk' S [[—1, Too — 3]] (7—3)

r=1

and we shall denote:

Uirivial = Span{wi,..., W, _1,U_1,Up}
uiso = Span {ula ceey uroo—S} (7_4)
Note in particular that Uis, is of dimension g = 7o —3 and that (wy,..., W, __1,u_1,..., Uy __3)

is a basis of C?"~~2. The choice of basis is such that the following proposition holds.

Proposition 7.1. We have for all k € [1,roc — 1]:

v =0, Ve [~1,r0 — 3]
p™ =0, vje[Ldl
w 1 .
= — 50k Vi € [Lree =11 (7-5)

and for all k € [—1,7r0 — 3]:

v = g, Ve [F1re — 3]

)= 0 Vel re — 1] (7-6)

Oo?-]
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Proof. The proof is presented in Appendix J. O

Note that Proposition 7.1 and (4-11) imply that

M§‘u_1) —0= NS‘UO) ,Vjiel,q] (7-7)

so that for all j € [1, g]:
Proposition 7.1 combined with Theorem 5.1 provides the following theorem.

Theorem 7.1. For any j € [1, g], we have:

Lw,lgj] = 0,Vke[l,re—1]
h g

Ly, [pj] = _§q§ L oVke[l,70 — 1]
‘Cu—1 [Qj] = _th
Eufl[pj] = hp,

Lyylg)l = —h

Lulps] = 0 (7-8)

Proof. The proof is done in Appendix K. O

Note that £,_, and Ly, do not act trivially on (¢, pj)1<j<g. As we will see below, one needs
to rescale the Darboux coordinates in order to have a trivial action. The purpose of the next
section is to define trivial and isomonodromic times that are dual to the previous deformations.
However, it is not possible to define some times (7i,..., 7, —3) such that hd; = Ly, since the
system becomes non compatible for g > 4.

7.2 Definition of trivial times and isomonodromic times

The split in the tangent space between trivial and non-trivial subspaces may be translated at the
level of coordinates. This corresponds to choosing g non-trivial times and g + 4 trivial times for
which the evolutions of the shifted Darboux coordinates are trivial. In particular, one may then
choose the values of these trivial times to any arbitrary values without changing the Hamiltonian
evolutions. However, it s important to notice that the choice of trivial times and isomonodromic
times is not unique since, for example, one may use any arbitrary combination of isomonodromic
times to provide a new one. We propose the following set of trivial and non-trivial times that
are particularly convenient in our context.

Definition 7.2 (Trivial and non-trivial deformation times). Let us define the following “trivial
times”:

Too,k = too2k Vk e [[1,7“00 — 1]]
1 P
T, = <2too,2'r’oo—3>
¢ 1 ~Fre=3
T, — 2= 2y 3 < 7.9
1 27100 _5 2 00,2700 —3 ( )

We also define the g = ro, — 3 “isomonodromic” times (Tk)1<k<g,f01‘ all k € [1,¢], by:

‘ : 1 VEY _ (2700 =3)i+2re0 =52k 1
k-1 (=1)" < [T (270 — 2k + 25 — 7)) (3too2r—5) (Atoo2r—3) e TP
— E s=1
o =0 i!(2re — 5)?
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_ (k41 (2rog=5)

k
(—1)* ( Hl(zroo — 2k +2s — 7)) (3toozre—5) " Rtooare 5) " 20

(7-10)

* k+ D)k — D1(2re —5)F
We shall denote Tiivial the set of trivial times and Tis, the set of isomonodromic times:
Nirivial = {Too,1, - - > Too2ree—2:T1, T2} 5 Niso = {11,...,74} (7-11)

The previous set of trivial and non-trivial times is trivially in one-to-one correspondence
with the irregular times (ts 1)
by the following proposition.

1 <k<ray—3" Moreover, the inverse change of coordinates is given

Proposition 7.2. One may recover the irreqular times (too7k)1<k<2roc—3 from Tiriviat U Tiso with
the following formulas: -

2r00 —3
too,Zroof?) = 2T2 2
2r00—5
too,2roof5 = (QTOO - 5)T1 T2
too,Qi - Too,i 5 Vie [[17TOO - 1]] (7_12)
and for all k € [1,7 — 3]:
Too—k—2 Too—k—2
oy | Too—k—2 H+1 (2rec —2m —5) I[I (2rec—2m—25)
toook—1 = 2T, 2 m=p reo—k—p—2 Tree—1—k_m=0
00,2k—1 2 pz:; 27“00*’“*?*2(7“00 —k—p-— 2)! 1 Tp + 15 2%071716(7,00 —1— k‘)!
(7-13)
Proof. The proof is computational and is proposed in Appendix L. O

The last proposition allows to obtain immediately the expression of derivatives relatively to
trivial and non-trivial times using the chain rule.

Proposition 7.3. For all k € [1,rs — 3], we have:

Too—1—2

Foo—2—k ]_k[ (2reo —2m —5) -
— m=k+1 roo—i—k—2m~ 3 .
O, =2 ; = = ey Ty % Oy (7-14)
and
6Too,i = atoo,Qi , Vi e [[177"00 - 1]]
2750 —5
or, = (27'00 - 5)T2 2 atoo,2roc—5
Too—k—2 Foo—k—1
R an | e —l_pl+1 (2roc = 2m =5) k—p—3 k—2 l_[0 (2roc = 2m =)
2 T, 2 m= oo —k—p— Tree—k—2 _m=
+ ; 2 pot 2ok Pp2(roy —k—p—3) ! Tp + 13 2700 —1=k(rog — k — 2)!
2ro0 =5 2 — 5 2 2ro0 =7
Or, = (2re—=3)T, * Do 2rae 3 T %Tl Ty ? Otnre s
roo—k—p—2_ "oTET2 Too —k—2
Too—3 oh_g | Teo—k—2 Ty> P H+1 (2rec —2m —5) Tf""fl*k 1T (2re —2m —5)
2% —1)T, m=p m=0
’ ;( 1 ; I 2w —k—p—2) 2o 1=k (rog — 1 — k)!
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For clarity, we shall denote a™ the corresponding vector in the tangent space associated to
Oy, for any k € [1,ro — 3]. Its entries are given by

Tk _ .
alty = 0, Vie[lireg—1]
o’k =0
20,27"0073 -
& _
aoo,Q'roo—S = 0

Too—1—2
2 I (2rec —2m—5) _
. B m=k+1 reo—i—k—2 25\ _
o = T T,? ,Vie[l,reo—3]

; 0 1<roo—k— ; :
00,2i—1 1<i<roo—k 22roo—z—k—2(7noo —i—k=2)!
(7-16)
Remark 7.1. Note that inserting (7-16) into (4-8) implies that
Vke[lg], Vie[-Lk—1] : 12 =0 (7-17)
In particular
vEke[lg] : ) =000 =0 (7-18)
7.3 Properties of trivial and isomonodromic times
Trivial and non-trivial times are chosen so that they satisfy the following properties.
Proposition 7.4. For all k € [1,7., — 1]:
‘CWk [TOOJ] = héj,k ) ‘Cu71[TOO,j] = hthOQj ) ‘Cuo [TOOJ] = hjtoo72j+2 , Vi€ [[1;7’00 - 1ﬂ
EWk [TQ] = 0, Eufl[TQ] =n1s , ﬁuo [TQ} =0
Lo [Th] = 0, Ly ,[T1]=0, Ly [T1] = kT3 (7-19)

Proof. Results on (T j), <<rao—1 follow by straightforward computations using the fact that

Lo, = hoy_, , Vke[l,re—1]

2k )
2r00—2

h
Eu_l = 5 Z Ttoo’ratoow
r=1

h2roo—4
Loy = 5 > rtoori2di, (7-20)
r=1

Results on T5 are also straightforward using the fact that 75 only depends on to 2, —3. Finally
since 17 depends only on ts 2, —3 and too 2, —5, We get that

h h
Lo, [Th] = 5(2750 - B)tOO,2roo—38too,2roo—3[Tl] + 5(2Too - 5)t00,2roo—58too,2roo—s[Tl]
2r00—5
h too,2re0—5 (2Too - 5) T\ 2Zree-3 —2roo=5_
= Z(2r. —3)t P ST hl ¢ ) 2reo—3
2( Too — 3)too 2ree—3 ( e — b (2re —3) \2 (too,2re—3)
2r00 —5
h 1 1 T 2rc0—3
+§(2Too — 5)1500,27“0075%07_5 <2too,2roo3>
_ 0 (7-21)
and
h
LuolTh] = 5(2roc = 5)too2ra—30uc 210 s [11]
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_ 27005

h 1 1 2700 —3
= 5(27”00 - 5)7500,27«00—32%07_5 <2too,2roo—3>

2

1 2700 —3
= h <2too,2r003) = i1 (7—22)

7.4 Shifted Darboux coordinates

Theorem 7.1 indicates that deformations £, , and Ly, do not act trivially on the Darboux
coordinates (gj,pj)i<j<g. However, since the action is very simple, we may easily perform a
symplectic transformation on the Darboux coordinates to obtain “shifted Darboux coordinates”
for which the action of £,, , and £, becomes trivial.

Definition 7.3. The shifted Darboux coordinates (;,p;j)i1<j<g are defined by
¢ = T +T
y _ 1= )
po= T (5P L vie (7-23)
Using Theorem 7.1 and Proposition 7.4, we get that the shifted Darboux coordinates satisfy
the following proposition.

Proposition 7.5. For all j € [1,¢]:

L, [d5] Lw, [pjl=0,Vke[l,re—1]
Lu[q] = Lu,pj] = 0
Luold] = Luolpj] = (7-24)
In other words, for any oy € Uirivial: Laold;] = LaolDj] = 0, hence the terminology “trivial

deformations” and “trivial subspace”.

Proof. The proof directly follows from Theorem 7.1 and Proposition 7.4 but we detail it in
Appendix M. O

Note also that the change of coordinates (g;, p;) < (gj,Pj)1<j<g is symplectic in the

1<5<yg
sense that Z dg; Ndp; = Z dg; N dp;.
J_
We finally get to our second main theorem.

Theorem 7.2. [Independence of the shifted Darboux coordinates relatively to trivial
times] The shifted Darbouzr coordinates ((jj,ﬁj)1<j<g are independent of the trivial times

(Too,15 -+ Toorae—1, 11, T2). They are only functions of isomonodromic times (), <<, More-
over, any function f(tso1,to0,2,- - too2re—3) that is solution of

Vkel,reo — 1] : Lw,[f] =0 and Ly [f] =0 and Ly,[f]=0 (7-25)
is an arbitrary function u of the isomonodromic times:  f(too1,t002s- -5 too2ree—3) =
w(T1, ..., Tg).
Proof. The proof is presented in Appendix N. O

Finally let us mention the following observation.
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Proposition 7.6. For any isomonodromic deformations (Tj)1<j<g, associated to vectors o™,
the trace of the corresponding matrices Aar] and Aarg are independent of A because of the
compatibility equations. Moreover, the matrices (A7 )1<j<q (Tesp. (A )1<J<g) can be set
traceless simultaneously by the additional gauge transformation ¥, = G¥ (resp. U, = G\IJ)
with

. I~ [
G = exp —22/ Tr(Ay7)(s)ds | I

> / K Tr(A, ) (s)ds | I (7-26)

()

I
@]
4
o)

|

|

Note that these additional gauge transformations do not change neither L nor L.

Proof. For any isomonodromic deformation 7 we have hd,[P;] = 0 because the coefficients
of P, are trivial times. From the expression of the Wronskians in Definition 2.3, we get that
TrL = TrL = P;()\). Thus, we get that . [TrL] = 8,[TrL] = 0. The compatibility equation (4-4)
implies that OyTrAa- = 0. Moreover, for g > 2, if we denote (Ti)1<i<g @ set of isomonodromic
times, the compatibility of the Lax system also gives

O [Aari] = 0r[Agri] + [Agri s Aari] , Vi #j. (7-27)

o'l

This leads to &y, [TrA ] = 0,,[TrA,~]. Tt is obvious that the additional gauge transfor-
mation ¥, ; = GWT with G = exp (=5 ™ Tr(Agm )(s )ds) I defines a gauge in which

the corresponding Al 21 is traceless. In this new gauge, (7- 27) implies that 0, [TrA( 2,] =
0 for all ¢ > 2. In particular, a new gauge transformation \Ifng = G(z)\Ilnl with G( ) =
exp (—% r Tr(/lgzz)(s)ds) I, does not change the value of /1221 = /1,(321 and the result fol-
lows by induction. Finally, it is obvious that a gauge transformation independent of A and

proportional to Is does not change neither L nor L. ]

The last proposition shall be useful when L and L are traceless. In this case, it is interesting
to perform this additional gauge transformation in order to obtain a Lax pair that belongs to
sl (C) rather than gly(C). In particular, this is always possible for the canonical choice of trivial
times that shall be proposed in Section 8.

8 Canonical choice of trivial times and simplification of the
Hamiltonian systems

The purpose of this section is to select some specific values of the trivial times in order to obtain
simpler form of the Hamiltonian evolutions of Theorem 5.1. Indeed, the last section indicates
(Theorem 7.2) that the shifted Darboux coordinates are independent of the values of the trivial
times so that we may choose them without affecting the Hamiltonian evolutions. As it turns out,
there exists a natural choice of the trivial times for which the Hamiltonian evolutions drastically
simplify.
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8.1 Canonical choice of the trivial times and main theorem

Definition 8.1 (Canonical choice of the trivial times). We define the “canonical choice of trivial
times” by choosing

Too,k = 0, VkGHO,T‘OO—l]],
T = 0,
T = 1. (8—1)

In the rest of the paper, we shall always set the trivial times to their canonical values. The
canonical choice of trivial times implies that

e All even irregular times are set to 0: for all k € [1,70 — 1]: too 2k = 0.
® too2re—3 = 2 and too,2re0—5 = 0.

o P is identically null. This is equivalent to say that L and L are traceless. Hence, Propo-
sition 7.6 implies that under a potential additional trivial gauge transformation, we may
choose a gauge in which L, L,Aq~ and Ay are traceless for any isomonodromic time
T € Tiso-

e The shifted Darboux coordinates are identical to the initial Darboux coordinates:
Viell,g] : ¢ =q; and p; = p; (8-2)

e The isomonodromic times 75 identify with an irregular time:

1
Vke[l,g] : 7= Floore—2k—5 & Sloo2k—1 = Tro—k-2 (8-3)
o P reduces to Py(A) = =\ if 7o = 3 or for rop > 4:
2700 —7 Too—3
PQ()‘) = _)\27"00—5 - Z 27—2roofkf6 + Z Troo—m—2Troo —k+m—>5 )\k
k=roc—2 m=k—rs+6
Too—3
_ (27-%0_3 + Z Troo_m_ng_2> \Feo—3 (8-4)
m=3
In other words, for r, > 4, we have
5(2
Po(o,)2roof4 =0
= (2
Po(o)2rm75 = -1
(2
Péo,)2rx—6 =0
_ 2700 —T Too—3
Pag)k = - Z (27'2%@—14:—6 + Z TToo—m—27-roo—k+m—5> , Vk e [[Too —2,2r5 — 7H
k=roc—2 m=k—rs+6
B Too—3
ch,)rwffi = - (27—7’003 + Z Trxm27m2> (8-5)
m=3

. [0 . . . . .
e Coefficients (c( ) are vanishing for any isomonodromic deformation 7 € Tis.

00,k )1§k§roo—1
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e The gauge matrices G1(A) and J(\) of Proposition 2.2 simplifies to

1 0
Gi(N) =1, J(\) = ZA s (8-6)
AT T 0-a)
FL

In particular, L(\) = L()\) and for all 7 € T, AT (X) = A@T(N).
We also get the explicit expression

Proposition 8.1. Under the canonical choice of trivial times given by Definition 8.1, the Lax
matrices L is given by

Lig(\h) = —Q(\h),
g
Lish) = T =),
j=1
Loo(Ah) = Q(AN),
’ ﬁQ&’h%
- 11 {A=g; L 2
Loa(\h) = h—"s Lalhh) QLK) (8-7)
[TA=¢) TIA-q)
j=1 j=1
~ Too—4 g
with Lyy (A, h) = —=Py(\)+ Y Hoop A — z 52 and QA h) = =i [] 572 and Los(Ah) =
k=0 i=1 jki
g
Zﬁ Similarly, the matriz Aqr (A, h) is given by
j=1
g ()
py D
AWy = =S 2
SAG
g ()
ILL.
[Aar (A )12 = N
=1 T
g M((XT) g u( T) Too—4
ol = 025 (g ) (o )
=1 iz qj qi = q k=0
g  (a7). g (a7)
1y D) 1
Aar(\ R I J__—~ 1 h J . 8-8
LR Pl v D DY DY e ey .

We may also simplify Propositions 6.3 and 6.4.

Proposition 8.2. Under the canonical choice of trivial times given by Definition 8.1, the Lax
matrices L and Ag may be expressed in terms of symmetric Darboux coordinates as follow. For
any 7 € Tiso:

Lia(\) = - Z(—l)ﬁ

Li2(X)

g
! ( Z PiQijl) N
i=jt1

D ()T m A

m=0
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Lap(N) = Z(—l)j_l(z Pin‘jl) X
=0 i=jt1
ba) = =3 > (P2, (@) »

i=0 j=g+i

J1=i+1j2=g+i—j1 i1=j1+1 i2=j2+1

[Aar N1 = —Z Z (—1)Fmt a>m< Z PQr—i—m— 1)

1=0 m=1 r=i+m-+1
[Aar(N]1,2 = Z(_l)gﬂ m”c(x?%n g—j— M) X
j=0 \m=1
[AarN]22 = —[AYMNa
B g 2760 —5 Jj—g—1 i ]
Aar Nz = =Y. > S Ui g m (@) PN

0]:Maz(g g+i—1) m=1
—1 g-1j1+j2—g—1

Z( Z_: Z_: (—1)7 o < > PilQi1j11> ( > PizQi2j21> hjlﬂ'zgi({q})) A

g9 g
- (71)J1+]2Voo mji+ia—g—m—i({a}) Z Z PT1PT2QT1*J'1*1Q72*J'2*1)‘Z

1=0 j1=0j2=0 m=1 ri=ji1+1ra=j2+1

where (Rﬁ?k) are determined by (8-5) and (hy({@})),> are expressed in terms
) roo—3<k<2ro0—4 =

of symmetric Darbouzx coordinates by ho({q}) = 1 and

k j
DD 0@, , VEe[1,g] (8-10)

Jj=1 bl,...,bje[[l,k]]j m=1
b1+---+bj=k‘

shall be given by Proposition 8.3 depending on the isomonodromic

Coefficients ( (()O;)>1<k< ,
<k<roo—

9
deformation T € Tiso and v = > (-1)97F ( £Qg+1-k-

00,00 —2 =

We shall now apply Theorem 5.1 for the canonical values of the trivial times and obtain our

third main theorem.

Theorem 8.1 (Hamiltonian representation for the canonical choice of trivial times). The canoni-
cal choice of the trivial times given by Definition 8.1 and the definition of trivial times (Definition
7.2) imply that for any isomonodromic time T € Tiso:

Too—4

Ham®")(q,p) = Z v oo (8-11)

In other words, the Hamiltonian is a (time-dependent) linear combination of the isospectral
Hamiltonians (Hoo i;)o<k<r.,—4 that are determined by

TV Pt + Pa(g )+ﬁ2q1 =
. ~g—1 Hoo70
qQ ... ... (s . .
= : (8-12)
' "1 \Hoopreom 72 + Po(Gy) + hY Bbe
TG oo o @t Porree =4 Py + Pod) + Z;gq.rq
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where Py is given by (8-4). Coefficients <V(O‘T shall be given by Proposition 8.3

)
00k ) <h<roo—3
depending on the isomonodromic deformation T € Tiso. In terms of symmetric Darboux coordi-

nates, the Hamiltonian is given by:

k-1
Ham*)(Q,P) = —EZV Z (‘1)i(9—i)Pka—1—i+ > (_1)mPka‘—1—mSm—i({q})>

k= z+1 m=i+1
Min(k1—1,i—1)

+ZU£?,Z) Z Z Pk1Pk2 |:(_1)i_1 Z le—l—ka’g—i—i—rl
=1

k1=1ko=1 r1=Maz(0,i—k2)
g
Y D aon Qo 2 (-0 Qe rimoiogr ()]
0<r1<k —1 m=i
0<ro<ko—1
r1+r2>g
2r00—5 g

+Zv<m ST N (1) B2 Qg i m—ieg1 ({}) (8-13)

r=9 m=t

where (Sk({a}))o<k<, and (hx({@}))o<p<, are determined by ho({a}) =1, So({a}) = g and for
all k € [1,4]:

k j
m(fah) = > (-1 > [[=D"as, , Vke[l.4]

=1 b1,....b;€[1,k]7 m=1
b1+~~~+bj=k'

_1)brttbg
s = o> (e +bk>HQ (5-14)
v i=1

b+ 4b
by+2bo+-+kby =k (b1 4o+ bk)
b120,...,b5,>0

<.

Proof. The proof is obvious since the canonical choice of trivial times implies that the coefficients

(cgo;)) are vanishing for any isomonodromic deformation. Moreover, Remark 7.1
M S 1<k<reo—1

implies tiag V(ig :)1 = VS,Z)) =0. =

Note that only the coefficients (V(aT of the linear combination depend on the

)
0k )1 <k<roo—3
deformation, since the isospectral Hamiltonians are independent of it. We shall now obtain their

explicit values from the simplification of (4-8) depending on the choice of isomonodromic time
7; with j € [1, g].

Proposition 8.3 (Expression of (& ook )) For any j € [1,4], the coefficients (Vé?;”)

1<k<roo—3
are determined under the canonical choice of trivial times of Definition 8.1 by
1 o ... ... ... 0
o 1 0 - of [ v
Bl 0 1 0 : : 2
=—¢€; 8-15
: %o —2j — 57 (8-15)
(a7)
00,T00—3
Tg—2 Tg—3 ... T1 0 1
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One may also obtain a simplified expression for (,u(.aTj)>1<< from (4-11). We find for the
<i<g

)

canonical choice of trivial times:

1 0 B
. 1 1 1 (a9)
0 1 0 i 0 . . .
' g1 G2 dy /*1.
1 0 1 0 RPN : : : _ 2 o
' ‘ T 2 —2j—5"
roo—d  sreo— o (a™)
41> 4 G5 S G 4 Hg
Tg—2 Tg—3 T1 0 1
(8-16)

for all j € [1,9¢].

Finally, the evolution equations under this canonical choice reduce to

(™) (a™)
. LAY Hm +Mz
ha‘rqu = 2:“'%1 J)pm - hz s )
i#m qm — q;
) 4l

ha‘l’jﬁm = hz(u

- - Too—4

Di — P T ~ L k—

= Pn) e (—P4<qm>+ S )
i#m k=1

((jm - (jz)Q
(8-17)

for all (j,m) € [1, g]?.

Let us now underline a few aspects of Theorem 8.1:

e Note that Theorem 8.1 is valid for any choice of the trivial times and not only the canonical
choice of Definition 8.1. Indeed (gj,pj)1<j<q are independent of the choice of trivial times
so that we may choose any value to compute the Hamiltonian system. However, for other
choices of trivial times, the connection between Darboux coordinates and shifted Darboux
coordinates and the relation between irregular times and isomonodromic times may be
more complex and is given by Definitions 7.3 and 7.2. This observation was already made
in the non-twisted case in [27].

e Note that the Hamiltonian system for (¢;,p;), <j<g does not depend on P;. Since P; = TrL,
this means that the non-trivial isomonodromic evolutions are the same in the study of
isomonodromic deformations of twisted connections on gly(C) or sly(C). However, in the
case of gly(C), apparent singularities are no longer the right Darboux coordinates and a
shift by —%Pl(qj) becomes necessary (Cf. Definition 7.3). This observation was already
made in the non-twisted case in [27].

e Hamiltonian evolutions only depend on 7, and 741 through P, (because the matrix in
Proposition 8.3 does not depend neither on 7,1 nor 7,) so that the explicit dependence
of the Hamiltonians in 7, and 74_1 is linear. The explicit dependence of the Hamiltonians
in (7;)1<i<g—2 is polynomial and the corresponding degrees are given by (8-22).
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8.2 Explicit expressions for the inverse of the matrices

One may invert the Vandermonde matrix in Theorem 8.1 in order to have some explicit expres-
sions for (Heo k) <p<p. 4 For all i € [1,760 — 3] we find

Too—3 ;
v D%egi{dny - dot \dm}) [ 2 | 5 Ps — Pm
Hooiy = S Pt )+ h 8-18
! Z E(Qm_QT) S#ZQO_QS ( )

m=1
where we have defined the elementary symmetric functions by

m{us - w) = ) Y Y, YM >0,k > 1 (8-19)

1< < <jm <k

Similarly, one may invert the lower triangular Toeplitz matrix of Proposition 8.3 in order to

(a'7)

have an explicit expression for v ok We find

o’ 2 .
V](f K - m (5]7]6 + F’j—k—l(Tla cee 7Tk—j—1)5k§j—2) ) \V/(j, k) € [[1,9]]2 (8_20)

where we have defined:

1 0 0 1 0 0
0 1 0 0 0 1 0 0
T1 0 1 0 _ F1(T1) 0 1 0
Tg_g Tg_3 T1 0 1 Fg—2(7'17~-~;7-g—2) Fg_g(Tl,...7Tg_3) Fl(Tl) 0
(8-21)
with A
7
ij 2. b b b .
Ei(ry,...,7) = j=1 (=1)=t ..o, Vi>1 (8-22)
b,

For example, the first values of (Fj(71,...,7i));<;<5 are
Fi(n) = -7
Fy(m1,12) = -7
Fy(m1,79,73) = TE—T3
F4(7'1,7'2,7'3, Ty) = 2MTa— Ty
Fs(ri,...,75) = —T 42173475 — 75 (8-23)

Finally, we may obtain an explicit expression for

OO 2 (17 ey i{ar, o} \ @}
(QTOO -2 — 5) I;Ié(qu - (jm)
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’I"QC73 XZ: bs " .
+ D D e ({4} \ {di}) > ( s=1 )(—1) Bl g

r=1+42 (blwn’briiil)eN‘r'fifl

> (s+1)bs=r—i

for all (k,i) € [1, 700 — 3]°.

9 Topological type property and formal WKB solutions

Starting from twisted meromorphic connections on gl,(C) with a pole at infin-
ity, we have obtained some isomonodromic times (7;);.,., and some Lax pairs

(E(A,T,h),Aan (N T,h), ..., Aqms ()\,T,h)) corresponding to the compatible differential sys-
tems

ha/\\ij()‘aTah) - i()‘777h) ) hafj\i(A?T?h) - Aa'rj (A,T,h)@(A,T,h) ) v] € IIl)g]] (9_1)

These matrices are expressed in terms of the isomonodromic times and the Darboux coordinates
(Gi, Pi)1<i<g satisfying some Hamiltonian systems. This construction is independent of the type
of solutions, in particular in [26], it is argued that the most general formal solutions are expected
to be formal A-transseries. However, one may look for a simpler form of solutions. Of particular
interests are formal power series solutions of the Hamiltonian systems:

Gi(r.h) = aP Rt pilr.h) = p® )Rk vie [1,g] (9-2)
k=0 k=0

that equivalently correspond to formal WKB solutions

T(\,T,h) = exp < i \I/k()\,’r)hk> (9-3)

k=—1

of the Lax system. In [26], the authors proved that, in this formal WKB setup, the Lax sys-
tems arising from general isomonodromic deformations (twisted or not) always satisfy the so-
called “Topological Type property” of [3]. In particular, the central argument (section 4.2 of
[26]) to prove the topological type property is the existence of an isomonodromic time 7 (built
from isospectral deformations in [26]) for which the auxiliary matrix Aq- (), ) is of the form
/Nlar(/\, h) = Blp)ar)BO where By and Bj are independent of A and p is a polynomial. Our for-
malism generates a similar result without using isospectral deformations. Indeed, it is obvious
that the isomonodromic time 7 . —3 provides a matrix flarm_g that satisfies the condition
presented above.

Thus, in the context of formal WKB solutions (or equivalently of formal power series solu-
tions of the Hamiltonian systems), the Lax pair satisfies the topological type property and one
may reconstruct the formal correlation functions (W, (A1, ..., An)),,~; built from “determinantal
formulas” (see [4] for definitions) of the differential system Ad\W(\, k) = L(X, k)W (A, h) by the
formal h-power series of the Eynard-Orantin differentials (wy ) k>0m30 produced by the topo-
logical recursion on the classical spectral curve (that always reduces in this formal WKB setup
to a genus 0 curve):

WA Ans TB) =) win (A, Ay )RRy > 1 (9-4)
k=0
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Moreover, the formal Jimbo-Miwa-Ueno 7-function 7yyu [24, 6] is reconstructed by the free
energies (wWg,0),~, Produced by the topological recursion

In rypu(T, h) = z:w/rc,o(T)h%_2 (9-5)
k=0

We stress again that the Hamiltonian systems and Lax pairs obtained in this article do not
depend on the type of the solutions considered. As explained above, when considering solutions
expressed as formal power series or formal WKB series in £, the picture simplifies since the
genus of the classical spectral curve drops to 0, the topological type property is verified and one
may reconstruct the formal correlation functions or the formal tau-function of the Lax system
directly from the topological recursion. Nevertheless, it is presently an open question to prove
that the same picture remains valid when considering more general solutions of the Lax system
like h-transseries solutions. Even in the formal WKB setup, the issue of giving some analytic
meaning to the formal solutions is currently a widely open question.

10 Examples

Let us now apply the general theory to the first cases of the Painlevé 1 hierarchy.

10.1 The Airy case: 1o, =3

The Airy case corresponds to ro, = 3 so that ¢ = 0. The canonical choice of trivial times
corresponds to too4 = to2 = 0, to3 = 2 and to1 = 0 so that ]52(/\) = —A\. There is no
Darboux coordinates and any Hamiltonian evolutions. However, one may still write the Lax
matrices L and L. They are given by

L\ = (_OA é) — PN (10-1)

giving the Airy spectral curve: y?> = . Since g = 0, the only interesting result provided by
the paper is that the wave function ¥ may be reconstructed by topological recursion after the
introduction of the formal parameter A. This is of course in agreement with known results about
the Airy spectral curve [25, 17, 14].

10.2 Painlevé 1 case: ro, =4

Let us consider ro, = 4, i.e. g = 1 corresponding to the Painlevé 1 case. In this setup, the
canonical choice of trivial times corresponds t0 too6 = tooa = too2 = 0, too5 = 2 and to 3 = 0.
The only non-trivial isomonodromic time is 7 := 71 = %twl. Since g = 1, we shall drop the
useless index in this case (i.e. ¢ := q1, p := p1, etc.). Application of the general results to this
case is straightforward and give under the choice of trivial times made in Definition 8.1:

Py(\) = X3 —27)

Hwp = P+ Po(Q) =9 — ¢ —27¢

QAR = —p

v = 2, e =2 (10-2)
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Thus, we get that the Hamiltonian is
Ham!®") (¢, p) = 2Hso0 = 20° — 2¢° — 474 (10-3)
It corresponds to the ordinary differential equations
ho-G=4p , hd.p = 6> + 47 (10-4)

so that ¢(7) satisfies a Painlevé 1 like equation:
2 d%q 2
WL = 244% 4 167 (10-5)
dr

The associated Lax pairs are given by

L(\, h) 0 !
) = - < M hp h 5
)\3+27)\+p2—q3—27'q—)\_pq e
_2p 2
Agr(\,h) = A=q A4 10-6
A B) (Aﬁq (N + 21X+ p° = ¢° — 27¢) —fj}) (10-6)

or equivalently

. _ P A—q\ s _ 0 2
L) = <A2 + A+ @ +2r  —p >  Aar(A 1) = (2(A+2q) 0) (10-7)

Remark 10.1. If we perform ¢t = 227', q = 2_%@ p = 2%15 we find that g(t) satisfies the
normalized Painlevé 1 equation:
d*q .
h2# =62+t (10-8)

Moreover, one may recover the Jimbo-Miwa Lax pair (eq. C.2 of [23]):

Livu(z) = <4( ) w4yt 4 §> . Ay () = (O 2t y(t)> (10-9)

z —y(t)) z(t) 2 0
o) = (2% é) B, w=2 R, b= 280 g = dt) . O =Bt)  (10-10)

10.3 Second element of the Painlevé 1 hierarchy: r., =5

Let us consider 7o, = 5, i.e. g = 2 corresponding to the second element of the Painlevé 1
hierarchy. In this setup, the canonical choice of trivial times corresponds to ts 8 = too,6 =
tood = too2 = 0, too7 = 2 and to5 = 0. The only non-trivial isomonodromic times are
™ = %toqg and 7 = %too’l. We have also

Py(\) = =X —2703 — 2102
(A —G2)  P2(A— g iy — Pr)A + Prda — Pad

QB = A =@) pA-d) 2= )N+ PG — D (10-11)
a1 — Qg2 Q2 —q1 q1 — g2

Coefficients (Hoo,0, Hoo,1) are determined by (8-12):

s X2 < =2 D — 7
(qgf_ ;22);;1) CpPLIPE) L (@ 4 4 27) + 27

H
oo (41 — ¢2)

)
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-

1 — G2

Hool

)

—21(F + Gudo + @3) — 2m(d1 + G2) — GF — o — G243 — Quds — G
(10-12)

Coefficients (V(aTl) (™) (@) (an)) are determined by Proposition 8.3 whose L.h.s. is

00,1 7Vc>o,2 7Voo,l 7]/00,2

trivial for g = 2 so that

L N
v =0, W8 =2 (10-13)

(@) (a™) (a™) (am

Coefficients (,ul ),,u2 S sy )) are determined by (8-16):

M(aTl) — 2¢2 M(aTl) _ 2q;
! 3&@1 — o) T 2 S)(Ch —G2)
(™) (™)
= - S - — - 10-14
= q1 — q2 Ha q1 — q2 ( )

The Hamiltonians are

oy 2 ( (2 — Gop?
Ham(*™)(q,p) = = ((QIPQ @) h( —P2) + (41 + G2) 12 (d5 + G5 +271) + 272Q1Q2>
g (G1 — G2)? (41 — ¢2)
= §(P22 1= Q2) + Pl + 2P PQ; + hP)
5
Ham®™)(q,p) = 2 ( o 271(G3 + Gido + @3) — 272(G1 + o) — Gt — did — 413 — Guds — q2>
= 2(-P; Ql — 2P Py — Q1 +3Q3Q2 — Q5 +2(Q2 — Q)11 — 2Q172) (10-15)
where s s . _
Q=G +q, Q=0dk, Pr= APy — ©2p2 , Py = A (10-16)
q1 — g2 q1 — q2
The Lax matrices are
L(NR) = 0 !
( ’ ) - )\5 + 27—1)\3 + 27—2)\2 + I{oo,lA + Hoo,O ﬁ + )\lti
2p1Go2 2q1p2
Ao (M R)11 = — — - .
Aar 0l =5 )0 @) 30— )8
q2 q1
AaTl )\7h s - - = - - + ) - -
[ A Wlz 3@ —@)A—a)  3(0 —d2)(A — d2)
q2 q1 5 3 2
Agri (A B Y — I ) (A 42703 + 2702 + Hoo 1\ + Ho
[Aars (A 1))z G —R0—a) 3@ @) N TN At Hoco)
3A=q1) (N —¢2)
2@2]51 2¢192 ( 2 >
Aari (M R)|2e = — — = — +h - -
Aar (A ) 3(q1 — —m C3(¢1 — @2) (N — o) 3A=a1)A — ¢a)
D2
Agm (MR = 2 + = -
| )l ( (@1 —Q2

—q1) (Q12— G2) (A — ¢2)
[Aara (N, R)12 =

2) —Q1) (@1 — G2)(A — Ga)

(1 —
1
Agm (N ki = SE— . A 421N + 21902 + Hoo 1A+ Hoo
[ A Bz ( (G — (I2 - Q1) (G — Q2)(f\ — Q2)) ( i & ! ’0)
Agrs N\ H)]os = ( I - — 10-17
| A )l (1—d@)A=q) (@1 —d@)A—q¢) ( )
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or equivalently

R le:??2)\ =+ QII?Q:QIZ[’] A=g1)(A—g2)
L(/\) 41—4d2 a-dz o oL
N4 (@ + @)N + (@ + @idz + 6 +2m)N — B2 4 (G + G5+ 2m0) (o + o) + 272 —PZE2 ) — DZ2-Gn
—PQ)\—Q1P2—P1 AQ_Q1A+Q2
<>‘3+Q1>\2+(Q%—Q2+27'1)>\—P22+Q1(Q§—2Q2)+2Q17'1+272 P2>\+Q1P2+P1) (10-18)
2(p1—p2) 2(/\ )
Aoﬁ'l ()\) = 301 -a) 5 2(p1—p2)
@+ RN+ @E+ G +2n) -5y
_2p2 2(/\ _ Q1)
2 (2 pavs 3y
(VP + QA+ Q7 —20Q2+2n) 3P
~ 0 2 0 2
Agm(N\) = S = 10-19
2 () <2()\+2(Q1 +G2)) 0) <2(>\+2Q1) 0) ( )

10.4 Third element of the Painlevé 1 hierarchy: r,, =6

Let us consider 7o, = 6, i.e. g = 3 corresponding to the third element of the Painlevé 1 hierarchy.
In particular, this case is the first case where the Hamiltonians are non-trivial linear combinations
of the coefficients (Hw:k)0<k<rw—47 this is due to the fact that the matrix of Proposition 8.3 is
no longer diagonal. Indeed we have

2 2

Ham(@™) gHOO’O — 5 1Hoo o
Ham(a"'g) — g 00’1
Ham®™) = 2H,, (10-20)

In this setup, the canonical choice of trivial times corresponds to tso 10 = too,8 = too,6 = tocd =
too2 = 0, too9 = 2 and t7 = 0. The only non-trivial isomonodromic times are 71 = %too,g,,
Ty = %too,g, and 73 = %twl. For compactness, we shall only present results expressed in terms
of the symmetric Darboux coordinates (Q1, Q2, @3, P1, P2, P3). One may recover the expression
in terms of shifted Darboux coordinates using

Q1 = 412+ Go +ds , Q22= G142 + 143 +242qu , Q3 = q1G2G3
P = 41 (G2 — @3)p1 — G5(d1 — 3)p2 + 45(d1 — G2)p3
@ -e)a-e)e—-a)
p, — D@2 = @)P — D0 — ds)P2 + G3(01 — G2)bs
o (1 - (12)@1 - 613)@2 —V(]:a)v
P, = (G2 — Q3v)p1 - (Q1V - Q3V)p2 + ((hv — ¢2)P3 (10-21)
(Q1 - QQ)(Ql - QB)(Qz - Q3)
We have
PN = =X\ =21\ — 20t — (72 4 2m3) N8
Q()\) = —Pg)\z + (PSQl + PQ))\ — PgQQ — Png — P1 (10—22)
The Hamiltonians are
Ham(aﬂ) = %[(—Qng—FQg)P;-FQ(Ql+Q2)P1P3+Q%P22+2Q1P1P2+P12+2(Q1Q2_QS)P2P3_2Q1P1P3
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—Q3(Q1 — 3Q1Q2 +2Q1Qs + Q3) + 2(QF — Q2)m172 + 2QumiTs + QuTY + (2Q7 — 4Q1Q2 + Q3)7¢
—(—QF +4Q7Q2 + 2Q1 P2 Ps + Q2P3 — Q1Qs — 3Q1Q3 + 2P1 P + P3)11 — 2Q1Q37 — 2Q3T3

FR(Q1Ps + 2P2)]

Ham©®™)  — % [ —2Q1P2Ps — 2Q1P1Ps — 2P1 Py + (Q3 — Q1Q2)P5 — 2Q1P5 +4Q1Q2Qs + Q1Q2 — Q1Q5
—Q1Qs + Q3 — Q3 + Q2 +2(Q1Q2 — Q1Qs — Q)71 +2(Q1Q2 — Q3)T2 + 2Q273 — hP:s}
Ham©@™) — 2 [2Q1P2P3 +Q2PF +2P1Ps + P5 — Q7 +4Q7Q2 — 3Q1Qs — 3Q1Q3 + 2Q2Qs
~Qif +202Q1Q2 — Q1 - Qa)m1 +2(Q2 — QD)2 — 2Qu73] (10-23)

The Lax matrices are

Lia(A) = PN — (Po+ QiPs)A+ Pr+ QoPs + Q1 Py

Lia(0) = N —Qi)\? + Q2 — Qs

Loa(N) = M+ QN+ (QF — Qo+ 21)A2 + (= P5 + Q3 + Q3 — 2Q1Q2 + 2Q171 + 272) A
2Py Py 4+ Q1P + QF — 3Q2Q% +2Q3Q1 + Q3 + 7 +2(Q? — Qo)1 + 2Q1 7 + 273

Lop(A) = —P\2+ (P + QiPy)A — Pl — Q2P — Q1 Py (10-24)

and

Aan(h) = <2 , ., s(PA—QuPs—Py) %(32—Q1A+Q2—ﬁ)>
2N+ —; (Qf — Q2+ 1) —2P3 +QF —2Q1Q2 +2Qs +2m)  —2(PsA— QiP5 — P)

Aem (V) = (% (V+ QA +§C]2D% CoQutom) (igp§l))

Aars (V) = <2(A +02Q1) (2) > (10-25)

11 Outlooks

In this article, we complemented the results of [27] by dealing with the case of twisted meromor-
phic connections in gly(C) obtaining explicit expressions of the Hamiltonians and Lax pairs in
various sets of Darboux coordinates. Moreover, we provided a reduction of the initial space of
irregular times (of dimension 2g+4) to a set of non-trivial isomonodromic times of dimension g.
In particular, we recover in the twisted case the fact that meromorphic connections in gly(C) are
equivalent at the level of Hamiltonian systems to meromorphic connections in sly(C), a point
that was already raised in [27] in the non-twisted case. The method used in the present article
opens the way to several generalizations:

e This article and [27] ends the study of meromorphic connections in gly(C). Thus, a natural
issue is to know if the present setup extends to gl ;(C) with d > 2. In principle, a similar
strategy shall be used but it is unclear if all technical issues might be overcome when
the dimension is arbitrary, especially in the twisted case where the underlying geometric
construction is far less understood. We let this very exciting question for future works.

e This article deals with meromorphic connections in gly(C). However, one may be interested
in a more general abstract setup with any Lie algebra and not only a matrix representation
of it. In this case, we believe that most of the results shall be generalized upon the adequate
quantities and terminology.

e As mentioned in Section 3 and similarly to [27], this article makes the connection with for-
mal WKB expansions and A-transseries via topological recursion. At the level of isomon-
odromic deformations, the introduction of the formal parameter A is done by a simple
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rescaling of irregular times (Section 2.5). A better understanding of the role of % and
its limit to 0 in the context of meromorphic connections would be interesting in order
to address the issue of resumation and analytical properties associated to the formal A
(trans)series.
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A Proof of Proposition 2.3

As mentioned in Proposition 2.1 there exists a local gauge transformation Goo(2) = Goo —12 +

Gooo+ Goo12+ ... with z = )\% and G, —1 of rank 1 such that ¥, = Goo\if is given by (we
recall that we added the extra parameter i by rescaling)

2700 —2 2700 —2
Voo(N) = UI%(2)diag (exp <_:i Z to;;’k 24 ;lnz> , €Xp (—; Z (—l)kto;;’kzk + % 1nz>>

k=1 k=1
(reg) 1 P e k2 (reg)  2re? koo kb 4 1
[\I’oo (z)} exp|—3 > 2"+ 3;Inz [\Ifoo (z)] exp|—5 > (=1)"=£2" 4+ 3Inz
1,1 T k=1 1,2 )
B (reg) 1 P o k2 (reg) 1 2re? klook k | 1
[\I/oo (2’)]2 Lexp (=3 > Stz 4 glnz [\I/Oo (Z)]QQGXP D G e S
) k=1 ) k=1

(A-1)

Since ¥ is normalized at infinity by (2-13), the verification is straightforward when one considers the highest
order in the expansion

X 0

Goo,—1 = (X 0) (A-2)
In particular, the expansion of G;l is of the form G;} = CAJOO,O—i—Goo,lz*l —&—G’oo,zz%—i—. .. with éoo,o = <)0( )0()
Thus, multiplying on the left by Gt provides

R(reg)(z) ex _lQToo_Qtoo,k k _ ll R(reg) _12?400_2 —1 took Lk _ ll
~ S0 P oYL T2 sInz (%) exp DR G § 4 5Inz
V(z) = s 2’2:172 " 2’:“:172
[Rgfg)(z)k Zexp (—% > ti’kzk — %lnz) [R&Cg)(z)h , 2 exP (—% > (—1)kt°°T”“z’c — %lnz)
, k=1 ) k=1
(A-3)
where ([R(ogeg)(z)} ) ) are regular at infinity. Let us now prove that these asymptotics are consistent
©1/ (i.5)€l1,2]2

with the one proposed for W. Since ¥ is the solution to a companion-like system, we have ¥ = (

U1 P2
hoxpr  hdaba )
Hence, equation (2-38) is equivalent to

Ui1(A) = exp (—12%2 too’kzk—llnz—i—O(l))
’ ho Tk 2
1 el ktook & 1
Ui2(A) = exp -5 Z (-1) & 7 —§lnz+0(1)
k=1
2700 —2 2700 —2
1 — _ 1 _ 1 — took k 1
Uyi1(A) = (— too,kz]c 2= + o(z 3)) exp (— : - lnz+O(l)>,
2 = 422 h = k 2
Uyo(A) = (—12T§:2(—1)kt kzkfz—i—i—o(z*?’) exp —l2rm*2(—1)kﬂzk—llnz—i—O(l)
’ 2 = ’ 422 h = k 2
(A-4)
Thus, U =G JU is given by
! 0 T Tra(N)
V(A = %too72roo—2)‘+90+ gQ()\) g - (‘I’LI A \11172 )\) (A-5)
[10-q) [10-g) | \P21(3) ¥22(})
j=1 j=1
and behaves like
U11(A) = exp (‘1%?2 tw’kzk_llnz+0(1)>
’ B2 Tk 2
= 1 el klook & 1
Uio(A) = exp ~7 Z (-1) & ? —ilnz—FO(l)
k=1
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~ 1 too 1 1
Us1(A) = exp <_h Z k}k P 3 Inz + O(l)) [57500,27«007222 + go

1 Too — 1 Too — Too —6 —2r ] T T
+ <_*too,2roo—222 o g are, 327 T 4 O(27 6)) (z Frooth 4 Z%Z2 =t L 0? °°+2)> ]

2 2 -
=1
1 17& 1
- oo 1 _- look k2 1
( 2t 2ree—32 + O( ))exp( 7 ; w ? 2nz+0( ))
2700 —2 ¢ 1 1
& = = 3T (kR o 1 [foor, 2
2,2(\) eXP( h o2 (=1 e 2 T 5 nz+ O( )> 5 loo.2rec—22" + g0
1 2700 —4 1 2700 —5 2700 —6 —2roc+6 zg : 2r00+4 2700 +2
+ <_§too,2roc—22 + §too,2roo—32 +O(Z )) (Z + . IQjZ +O(Z ) ]
iz
1 17&s? t 1
= (Zteor 1 - —1)kek k2 1 A-
(Gtemms =0l ))exp< IR e )) (A-6)

in accordance with (A-3). Moreover, asymptotics (A-6) of ¥ implies by direct computations
that (A0, W)W ~! = L may be set in the form given by (2-13).

B Proof of Proposition 2.4

From Proposition 2.3, the local asymptotics of the wave functions ¢, and vy are

A 17t e 1
—00 00, z =
P1(A) "= exp <—h ;:1 A2 4ln)\+0(1)>
A 127“00_2 took « k 1
=2 - _1)kI®%RNg T _
Pa(N) "= exp( 5 kgl( 1) . 2 4ln)\+0(1)> (B-1)

In particular, the Wronskian W () = 11 (A)ROx12(X) — P2 (X)hOx11(N) is given by Definition 2.3:

W) = Wo T[4 exp (% /0 ' ﬁ1<s>ds) (B-2)

J=1

The standard relation between Tr L(\) and the logarithmic derivative of the Wronskian provides

the expected result of Ly (A, 7). As an intermediate step we define Y;(\) = ﬁa/\dji()\)- Then

Y2(A)aY1(A) — Y1(A)ohYa(N)

Loi(A) = —Yi(A\)Ya(A) — B-3
2,1( ) 1(A)Y2(N) Ya(\) — Y1(\) ( )
One may thus study the asymptotic behavior of Lo 1 at A — co. We have
\ 1 2reo—2 . h 3
—oo 1 5s—1 v -3
i(A) "= 5 ; to kA2 4>\+O()‘ 2)
\ 1 27*0:—2 X i 3
—oo 1 _1\k s—1 _ ' -3 -
Yao()) 2 5 ; (=1) ¥t o0 kA2 4A+O(A 2) (B-4)
o that Ya(\)OrYi(A) — Vi(A)dyYa(A B
_ 2RI ~ Vi(A)0aY2(A) Asse oo 22X 0 4+ 0 (A=) (B-5)

Ya(A) — Yi(A) 4
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Hence we obtain:

2700 —2 2100 —2
Loy 2 1 ; 3 )it st N2 ATee™8 4 O (Nt
2,1( ) - 4 Z Z ( ) 00,1b00,7 2 00,2700 —2 + ( )
i=1 j=1

Note that terms with odd values of i + j cancel by symmetry, we end up with

Lai(\) =° % > (—l)jtoo,itood-)\#*+O()\T°°_4)

(i,4)€[1,2r00—2]?
i+j even
2700 —2 2700 —2

A 1 ;
e D DI I N

k=roc—2 j=2k—2750+6
1 2re0—3 '
—= Y (D teo oo e 2N =P+ O (N1

4 4
7j=1

= P\ +0 (=Y

(B-6)

(B-7)

Since Lo 1 (A, h) is a rational function of A with only poles at infinity, we get that it is a polynomial

in A and the previous asymptotics provide its leading coefficients.

C Proof of Proposition 4.1

Let us first observe that the entry [Aa(A)]; o is given by

~ Wa(A)  Za2(A) = Zaa(N)
AeMhe =0 = TRm) - wmo
where we have defined
Zoi(N) LalviV] , Vie[1,2]

V()
Wa(A) = La[2(MN]Y1(A) = Lafthr(N)]2(N)

ZaaV) = = Y = toq)
k=1
2roo—2 Qoo 1
Zaa(\) = — (=1)* ‘: A2 +0(1)
k=1
so that )
Zap(N) = Zag(N) =2 Y %v—% +Oo(1)
j=1

Thus, since
[Aa(N]12 (Y2(X) =Y1(A) = Za2(A) = Zaa(X)

using (B-4)

Too—1

(A Vi) = 3 tapatN 2 40 <>\_%)
j=1
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we obtain the form of the entry
AaW iz =3 V2740 (ﬁ’“w*?)) (C-7)

(@)

are recursively determined by
Oovk) 1<k<roo—3

where the coefficients (1/

Too—3 Too—1 Too—1
() Too - — . Ooo,2k—1
Y AT 40 (ATt <k§:l:tm72k_1Ak1+O(A 1)>_2k§:: Qk_l)\’“+0()

j=—1
(C-8)
These relations may be rewritten in a (7o — 1) X (oo — 1) lower triangular Toeplitz matrix form:
2000 27y 3 too,2r00—3 0 o 0
Véoa,)*l 0(420:?;;315 too,2r00—5  loo,2reo—3 0
Mo | ¢ | =] "= | with My =
() : ) ‘
00,7003 20000,1 too,3 . . 0
too,l too73 e too727»00_3
(C-9)

D Proof of Proposition 4.3

A straightforward computation shows that

[AalV)], = 2ot = Tea AT 1)

which we rewrite as
[Aa(V)]1 1 (Y2(A) = Y1(V)) = Za1(N)Y2(A) = Za2(W)Y1(A) (D-2)
We proceed using (B-4) and (C-3) that give

200 —2 2700 —2

Zat W) = Zaz (Vi) = 5 32 D0 S8t (-1) = ()N

(D-3)
We make use (C-6) also in order to obtain
Too—1
AaN W)=Y PN 101 (D-4)
j=1

(@)

are recursively determined b
Oovk) 1<k<roo—1 Y Y

where the coefficients (c

Too—1 Too—1 Too—1Toc—1
( Z C(a) A] + O ) < Z too 2k— 1>\ 2 + o ( )) Z Z <a00 25 1too,2m - 00205’28 too,Qm—l) )\m-‘r?—f_'_o (ATOO_Q)

k=1 s=1 m=1

(D-5)
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These relations may be rewritten in a (7o — 1) X (1o — 1) lower triangular Toeplitz matrix form:

Qoo,2ro0 —3 _ Qo0,2r00—2
(a) 2o0—3 too,QToo—Q Moo—2 too,QT'oo—3
Coo,roofl :
Too—1
( ) Z (Oéoo,zk+2roo—2m—3t om — Q2L 42700 2m72t 9 1)
@ oy AT Y o 5 5 _
Moo Cok — B 2k+2r00—2m—3 700,am 2k+27r00 —2m—2 700,2M (D_6)

C

Qoo, 2700 —2m— lt [ 2'mt

c0,1 roo—2m—1 1002m = 2r o om 0072m—1)

(;) Too—1
POl

Finally, the coefficients (pg.a)) i<y are obtained by looking at order (A—g;) ™3 of La[L2,1())].

E Proof of Theorem 5.1

This appendix is devoted for the proof of Theorem 5.1.

E.1 Preliminary results

We start with the following lemma:

Lemma E.1. For all j € [1,¢]:

reo—4 g Too—4
Z Z Hoo kq@ aq] ( ) M§a) Z kHoo,kQ;?_l (E_l)
k=0 =1 k=0

(@)

Proof. The proof follows from the expression relating the coeflicients (vak) and (Mﬁ?) given

by (4-11). Taking the derivative relatively to ¢; and using the fact that (Vég%;)—lgkéroo% are
independent of g; gives:

g
Vk € (0,70 — 4] = D (O™ ek = —kui¥ef ! (E-2)
i=1
Thus
ro—4 g Too—4
SN Hoendf 0 1l = (Z kHoopd) ™ 1) (E-3)
k=0 i=1 k=0
so that the lemma is proved. O

We may now provide an alternative expression for Lq [pj]:

Proposition E.1. Let j € [[l,g]], we have an alternative expression for Lq[pj]:

L [ ] _ hz +'U’§ ))( pj) n E Z (ps —pr)(aqj,ufna) +aq]/$§a))
apJ q] —qz) 5 p—
i#] (T,s)i[l,g]P
(@ (5 < J 5 )
— 145 (le(%') —ij{(Qj)) = (g, ut™) (Pz(qr) yp?o pl(qr)pr)
r=1
Too—1
R Sy )
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Proof. Using Lemma E.1, the expression (5-5) for L]p;| becomes:

(@)
+u )Pi—pi) | @ (4 _
L i (piPilay) - Pi(w)) + Sl

(
talpl = ny 2

@) 1 ) (s — p, o
Lalps] = ﬁz(ul )W p)+u(a) (ij{(Qj)—Pz’(qj)>

oy (g5 — i) !
Too—1
S pi Y ket
k=1
Z DPr — Di
- Z(%uga) [pz Pi(qi)pi + Polgi) + 0y }
i q;i — d4r
(o)
VNP - s .
= hz - 7 + (pj 1 (g5) — PQ/(QJ))
it QJ qi
Too—1 g ~ ~
S i+ Y kel T =3 (0g,1n() (Pf — P1(gi)pi +P2(qz'))
k=1 =1
+hz ) S = (E-6)
ki qr — 4i
The last sums may be split into a symmetric and anti-symmetric part: d;; ul( @) (8qJ ul(a)

Oy ul(a)) + 5 (3% qu(a) + 0y, qu(a)) The term involving J,; 1, (@) _ g j,uga) is trivially zero because
the sum is anti-symmetric so that we end up with

(e)
Vi -p) (- -
alpi] = hz qjj_ql) L. )<P£(Qj)—PjP{(Qj))
i#]

g
+hv S ipj +h Z keldhah ! Z(aq;/%(a)) (Pf — Pi(@:)pi +P2(qz'))

() ( )
+ O,
+p >y e D) =)
1=1 r#i i
proving Proposition E.1. O

E.2 Proof of the Theorem 5.1

We may now proceed to the proof of Theorem 5.1. We recall that the Hamiltonian is given by:

()

(1™ + 1) (i~ p

q; — 4j

9
hz ooopJ+V —1%193)

(1.5)€[1,9]° J=1

]

51



g Too—
F o 1 Pl Pt - OO0 G IS

j=1 k=0
A straightforward computation from (5-6) and from the fact that the < éo L) <pem 3 and
(c(og)k> are independent of ¢; provides
FI1<k<reo—1
() + (e ))( ) ) (o) ) (o) _
~ 0Ham (q,p) _ 5 Z My Py n h Z (Og;pr " + Og; s ) (Pr — Ps)
Jq; (¢ — qj)* 2 , Gr — gs
i€[L.g] (r,s)€ll,g]
i#£] r#£S
g
) 1ps = 3 84, (1) (0F = Prlapi + Palar))
i=1
_ ~ Too—1
— (PZI(QJ) —ij{(Qj)) +10 Y kel
k=1
Prop. (E.1
LY Lalp)] (E-9)
Similarly a direct computation using the fact that (l/(a)) and (C(a) ) and
k) _1<k<roo—3 ok ) 1<k <roo—1
(a)) :  giveg:
(,ul L<icy are independent of p; gives:
(o) (a)
BHam(o‘) (q,p My o o a >
T —h Z L . huéo}) — hu(go’)_lqy' + ,ug- ) (ij - P (qj)) (E-10)
! ic[lg] LA
i#£]
which is exactly La[g;] given by (5-1).
The last step is to verify that from Propositions 4.2 and 5.1:
pi —
Zﬂ(a) 2 Pl(q])p] + P2 (q;) + hz
it q; — (:IZ
— Pu(g)pr + Po(@1) + hZ’;g -
(e ,M;w) o
Py — P1(qg)pg + P2(gq) + ﬁZZ’g e
Hoo,O Hoo,()
e o [ 2 e )
Hoo,roof4 Hoo,roof4
Too—4
= > ) Heok (E-11)
=0
so that (E-8) becomes
@ S (@) (@) § (@ N
Ham(®) (q,p) = Z Vozk‘-i-lHoovk — hz Z cogkqf hl/ozo ij - hyo(ol,fl qupj (E-12)
k=0 j=1 k=0 j=1 j=1



F Proofs of the identities involving elementary symmetric poly-
nomials

Let us prove Lemma 6.1. By definition we have

g g

[T =) => (—Diei({ar, ..., zg)A" (F-1)

j=1 1=0
Taking the derivative relatively to z,, provides:

[T = Syt 2ot (F-2

ox
j#Em i=0 m

Thus, (—l)i_lw is the coefficient of order A9~% of [] (A — z;). However, the last
" j#m
quantity is also given by

ﬁl(A - xj) g 00
H A—z;) = ]_)\733 = (Z(—l)rer({xl, . ,xg}))\g_r> (Z xfn)\_s_1>
m r=0 s=0

=y Z Yer({a1, ...y} )as, N5 ] (F-3)

r=0 s=

@

Identifying the coefficient of order A9~% provides

dx1,...,x =
(_1)1‘—186@({ gr ) g}) :Z(_l)rer({ﬂfl,u xg}) i—1—ir (F-4)
m r=0

proving the lemma.

Let us now prove Proposition 6.1. From, Lemma 6.1, we get that both polynomials take the
same value at x,, (the value is M) for any m € [[1, ¢g]. Since both sides are obviously
polynomials of order at most g — 1, we immediately get that they are equal.

Finally, let us prove Corollary 6.1. By definition

Q()‘) = —ZpiH ZP Zaez {QI;---an})H)\—qj

it % — Iqy, o
Prop 6.1 J it
= - Pz Z<_1) Qz—]—l)\
i=1 7=0
g—1 g
= (17 D] PQija |V (F-5)
j=0 i=j+1

ending the proof.
Let us now prove (6-11). We have for all j € [1,n]:

n—1 (Aka)
2D e (mnm DX = [[0-a0) = 55
=0 k#i J
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- <Z(—1)"—men_m({x1,.. A ) (Zﬂ?”‘l p>
=3 > (1) en_m({x1, .. wp }aE AP

m=0 p=0
g m—1

i:m;l*p Z Z (_1)n—menim({$1,” ;(;n}) m—l- Z)\Z

m=0i=—o00
g—1 g

- Z Z (71)n7m6n—m({9317.. :L'n}) m—1— Z)\z
i=—o0 m=i+1 (F_G)

Identifying the coefficient \? for i € Z leads to

()" eno1—i({m, .\ {a) = >

g9
(~)" e m({1, o 22 Vi € [0,n— 1]
m=i+1
g
_l)n

TMen—m({z1, e b =vi<0  (F-7)
m=i+1

which is equivalent to
g .
enil{zi, ) \{z)) = D (=) enm({z1, . @ e T Vi€ [1,n]

0 = Z(—1)”*men,m({x1, Lz )T T V<0 (F-8)

Let us now prove Lemma 6.2. We have the trivial identity for large A:

= 1 .ﬁ()‘_fﬂj)
My—M-1 =
2w = N—n 0
( _wz)l;[( —l'j)
ol T 3 3 Lt

(F-9)
Identifying the coefficient of order A=~ gives
M= (1" enm({@1, - 20D hmnirr—jr ({21, Dl (F-10)
m=0 j=1

but only terms with m —n+ M — j+1 > 0, i.e. m > Max(j,j +n —1— M) contribute. In
particular, since j < m < n, we also have j < n ending the proof.
Let us now prove Proposition 6.2. Let M > 0, the system

1z ... zf” 1 4 1:%
1 z9 ... x5 Cy x

. ? ~| (F-11)
1 z, xn—t Cy M
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is equivalent to say, by inverting the Vandermonde matrix, that for all i € [1,n]:

N D e il ma \ ) _

The system is also equivalent to, for all ¢ € [1,n]:
Z :Uj 1oy =aM (F-13)

Lemma 6.2 implies that the last identity is equivalent to, for all j € [1,n]

n

Cj = Z (—1)n_m€n7m({l‘1, e al'n})hM—l-m—j—n—l—l({l‘la e ,:L'n}) (F-14)
m=Max(j,j+n—1—M)

Identifying (F-12) and (F-13) finally proves Proposition 6.2.

G Proof of Lemma 6.3

1 . .
Let J = <_OI 0) be the canonical 2¢g symplectic matrix and define
S 0Qs
AZ,] - gg]
<A B> h B = o, =0
M = wit g 2¢ (o1 -1
C D .. _ 9P _ afr Qutf,,07 Qgth) _ \—1pr(n—1 Qi
Cij 0Q; T; 9Q;0Q; (o™ Qi+ )aQJ
D.. — 9P _ 0fi(a7'@i4B,..a71QetB) _ 9Q;
1, - a[) - E)Qz BQZ
(G-1)

The change of coordinates is symplectic if and only if M*JM = .J which is equivalent to prove
that A’D = I and (A'C) is a symmetric matrix. We have for all (4, j) € [1, g]*:

and
(4'C)ij = ZAmck,]_;p ;ggf:a2fr<a‘1621;£gé;a—1@g+/3>
e
J ~1 o1
= ;g 0 fr(a ngc}ﬁ;éc:}; Qu+8) 1222,;23,; (010 + B)
(A'C)ji = gAk,jck,iziﬁrggg’;yﬁ(a @ ;c}’ié@;’ 0"'Q, + )
- ‘1zggfggfh’ (a"'Qi+ 5)
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_ ip Pfr(0'Qu+ B, 07" Qg+ )

= 0Q;0Q:

so that (A’B); ; = (A'B);; proving the lemma.

H Proof of Theorem 6.1

_12

(a™'Qk + B)

(G-3)

The proof is based on the computation of each term appearing in the Hamiltonian. Let us

compute for i € [1, g:

S ) e g g e —
A= R D ()

=l r# aj

q; — 4qr

J -1 giieg_i 15---54g j -
_ _hzz( ) ({q 93 \ {g;}) p

Py al;[j(Qj — qa) ar — g
“ 3oy <—1>9ieg_rz-[<«%g;:;)qg} Vo s p 3
J=1r#j ki Jo k=1  m=0
g —1)9 % i sy j J =
_ _hzz( ) gl_[({(g%_qa)‘lg}\{QJ})ZPk
j=1 r#j by J k=1  m=0
L& () egmifan 0 \ ) <=
= —h Iy
JZ; r=1 al;[j(% ~ kzl =
g g k—1
hy (—1)9-te, 11[(21,;.(.1;;19} \ {g;}) SRS (-
j=1 ki J k=1  m=0
k—1 m—1 g 9
= —h (=)™ Prep—1-m({aq1,---,qq}) Zq Z
m=0 s=0 r=1 j=1

e
L
3
L

3
]
o
»
]
(=)

E
L
3
L

L
s [0 I
¢
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k—1

Q

[
(]
(]

k=i+1m=1

)" Prex—1-m({aq1, - -

(—=1)" Prer—1—m{a1, .-

( 1)mP]€€k,1,m({q1, e

(—1)"Prer—1-m({aq1, .-

—1)"mPreg—1-m({a, ...

(_1)mpk€k—1—m({Q1, ...

Py (=D)™ep—1—m({a1, .-
( 1)m6k—1—m({q1, -
(_1)m€k—1—m({q1, -

m—1
ek 1-m {q17"'7QQ} Zq
s=0

" —q;"
qr — 4qj

s=0
m—1

) D@
s=0

,_.

.. 7QQ} \ {Qj}) m—1—s

H (95 — 9a)
£j

Lqg}) zg: (—1)9—iegfz‘({ﬂh, co g\ {qJ})qm—l

J

Jj=1

) qg})él,m

3 Qg})di,m

g })Sm—il{aq1, ...
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o
o

+hz5k 15i(=1)%%Prer_1-i({q1,---,q4})

g
—h Z Z mPkek 1— m({q1a---7QQ})Sm7i({Q17~--¢QQ})

k= z+1m 7

+h Z szek 1— Z({Cha---aQQ})
k=i+1

g
—h Z Z Pkek 1— m({(ha---7qg})5’m*i({Q17"‘>q9})

k= z+1 m=i+1

—h Z 1)'gPrer—1-i({aq1, .-, qq})

k=i+1
g

+h Y (=D'iPeer1—i({qr,- - qq})

k=i+1
g k—1 g

0> Y ()" PeQr-1-mSm—i{ar,- -, 5}) = Y (—1)'(g — ) PeQr—1- (H-1)

k=i+1m=i+1 k=i+1

_Zg: (D7 egillar a0} \a}) 5 (4;)p;

I (4 — ga)
= a#] T
g g+l g .
—1)9%e,_; e ;
Pk Y en1n( {Q1,--~,Qg})( ) g ({a QQ}\{QJ})tOO - qurr
I1 (g — qa) g
Jj=1s=0 k=1 r:O a;éj dj — da
g k—1g+1
e qi,---,94 qj
Z Z Z(_l)rpkekflfr({QL e QQ} 00,2542 Z g ﬁ{( — )g} \ { J})q;-i-r
k=1 r=0 s=0 ot q4i — 4a
g k—1g—1-r
—1)9"egi({q1, -, q qj
SN S ) B (a1 g e 3 s o A L) e
k=1r=0 s=0 =1 ot qdj — da
g k-1 g+1
e qi,--.,q qj
—1—2 Z (=1)" Prer—1-r({aq1,-- -, qq}) 0025+2Z gﬁ{( 1_ )g}\{ J})qj”
k=1 r=0 s=g—r oy q; Qa
g k—1g—1-—r
Z Z (_1)TPka—1—r({Q1a s 7QQ})too,2s+25s+r+l,i
k=1r=0 s=0
g k-1 g+1 g
+ Z Z (_1)TPkaflfrtoo,2s+2 Z(_l)ging—mhr—&—s-‘,—m—i—g—i—l({q17 s 7Qg})
k=1 r=0s=g—r m—i
g Min(k—1,i—1)
Z (—1)"too2i—2r PeQr—1-r
k=1 r=0
k—1 g+1

(1H-2)
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g “leg_i )
c, = Z (1) g—ﬁ({(z»_ q;)qy} \ {qJ}>P2(q]')

g 2roo—4 i
P(2) (_1)9 leg_i({qh cee 7%/} \ {QJ}) r
2 2 P I1 (4 — ¢a) K

-y

(6.2) Z Z( 1)9-m P2 )eg m({ars -, @g ) hrgm—icgr1({a1, - -, qq})

r=g m=1
2rcc—4 ¢

- Z Z(_ 9 mP Qg m r+m i— 9+1({Q17'-'7QQ}) (H—B)

r=g m=i

g »
PR NGV ORRRNAR
=1 I (4 — qa)
a#j
g k1—1ko—1 .
. —1)9 %e4—i ey
= Z Z Z Py, P, Z Z 7"1+7"2Qk1717”@k2717r2( ) gﬁ(?h, )qg}\{%}) ri+ry
j=1ki=1ko=1 r1=0 ro=0 a#j @ e
ky—1ko—1 g —i
: (1) "eg—i({a1,--- a9} \ {ai})
= Z Z PiPey > Y (1) Quy 1y Qry 1oy Y qﬁ(qv > )q L 6 <
1=1ko=1 r1=0 ro=0 j=1 wk J @
ky—1ko—1 g —i
(_1)9 1?—'({(117"'7‘1}\{’]'})
I D B Bl B T e A
k1=1ko=1 r1=0 ro=0 j=1 ki J @
(©6.2) ky—1ko—1
6.
= Z Z Pk1Pk2 Z Z T1+T2Qk1—1—nng717r25i,r1+7‘2+15m+72§g*1
k1= le 1 r1=0 ro=0
ky—1ko—1 g9
+ Z Z Pk1Pk2 Z Z T1+T2Qk17177'1Qk27177'26r1+7“229 Z(_1)g_ng—mhr1+r2+m—i—g+1({q17--~7QQ})
k1=1ko=1 r1=0 ra=0 m—i

Min(ky—1,i—1)

g g
= (71)i71 Z Z Py, Py, Z Qrky—1—r1 Qkoy—itry

k1=1ka=1 r1=Max(0,i—k2)
g g g
+ —
+ Z Z Pk1Pk2 Z ( 1)T1 TQQk1—1—T1 Qk2—1—7“2 Z(fl)g mQQ*thlJrerrmfi*ngl({qlv cees qg})
k1=1ko=1 0<ry<ki—1 m=i
0<ro<ko—1
r1+ra>g

We also have:

g
~h> pi = h
=1

Lemma (6.1)

86'm {CIL ) QQ})
9q;
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ﬁ
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(=1 Pmem-1—({ar, .- qg}) Y _dl
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x> .
|l
—_

i
—
<
Il
o

3
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(6-7)
and
g
~h> " qgpi =
=1
Lemma (6.1)

k=m—1

l=]_+].
(H-9)

_hZPk+1Z Yew—i({ar, - q9})Si{ar, - - qq})
gfl
—hY (9 k)QkPr (H-5)
k=0
g9 g
aem({Qh ey qg})
—h i P,
g g m—1 ‘ )
_hz Z (_1)ij€m—1—j({QIa~-vq9}) I
m=1i=1 j=0
g k-1
—h > > (1Y Prem-1-j({a1,- -, qg}) ZQJH
m=1 j=0
g m—1 .
3 P S Demorans- g Sin({an- s a})
m=1 7=0
g—1 k
—h Pk-i—lz ek: -7 {‘ha--~an})Sj+1({QI,~--7Qg})
k=0
g—1 k—l—l
~hY  Pep Z Terii{an gD Sian - q0))
k=
=
hZ(k + 1) Prrers1({qr,-- -, qg})
k=
o1
—h ) (k+1)Pe1Qr+1
k=0
g
~h) _ kPQs (H-6)
k=1

where we have used a modified version of (6-7). Indeed, (6-7) implies that for any k£ € [0, g —1]:

k+1

D erpi-ilfars - a)Sil{ars -, q6}) = (n =k = Deprr({ar, -, 4q}) (H-7)
=0
Isolating the term ¢ = 0 and reminding that So({q1,...,qq}) = g gives:
k+1 A
—(g—k—-Derr1{a,--.,q9}) = Z(—l)’_lekﬂﬂ'({fha o qeD)Si{a, - a6})
1
= Z(il)z_lekﬁ-l—i({qlv v ,QQ}) ({qlv v ,Qg}) - gek-‘rl({(h? s
i=1
ie. . |
> (=0 e i{ans gD Sil{ans -, a0}) = (k+ Deppa({ar, -, 4g}) (H-9)

i=1
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I Proof of Proposition 6.4

From Proposition 2.2 we have

g
a2 = AW (H(A - qa) (1)
i=1
Let us recall from (6-4) that:
[Aa (W12 = 2 A+ 1) Z (@) A7 oA"Y (1-2)

so that we get from (F-14):

[AQ(A)]LQ = (Z I/a’zn —i—O(/\_m—l)) (Z(_DQ—TQQ_T)\?")

m r=0

g
=Y LG N OO

m——l r=0

= Z Z (=178 Qg N ™ + O(A)

m=—1r=Max(m,0)

g+1 9—J 4 4
= 2. Y. VTR Qg jem | ¥ O
j=0 \m=Max(—1,—j)

(I-3)
Since we know that [Aq()\)]1.2 is a polynomial in A, we end up with

g+1 9—Jj
ENEVITEDY ( > (1)gjmv<§<‘§‘,%ngm) N (I-4)

Jj=0 \m=Max(—1,—j)

Let us now compute [Aa()\)]m. We have from Proposition 2.2:

~ 1 g
A1 = a1 - (Q(A) + (tara2r+ ) [T qj>) AaWhs  (15)
j=1
Since we know that [Aq()\)]11 is a polynomial in A and using (4-18), we get
Aaha = 3 doni- ( )+ (Gtoraart o) (1)“Qg—s/\8> Aa (]2
i= s=0

\ o

Cor 6.1 OOZ C(a).)\i

( PQT_]-_1> ) (Z VAT O(A‘g‘1>>
r=j+1 m=—1

teo 2roo—2/\+go> zg:(—l)g_SQg—s)\s) ( Z V(a) AT O 1))

s=0 m=—1

g9

M

Il
<}

g
-

N | =
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Il
‘lM%

c(a) )\z Z Z 7 1V<(>?,)m < i Prerl) )\j—m

m=—1 j=0 r=j+1

VRS

m=—1 s=0

1 @) ys—m -1
Etoo,2Tocf2)\+gO) Z Z( Qg SVoo m)‘ O(A )
1

i

I

3
M

o
I
<}

g Min(g—1—m,g—1) ( g

Cg,)iAi_ Z Z ( 1)z+m ! ég)m Z PrQr—i—m—l) Y

m=—1 i=m r=i+m-+1
g+1

1 —i—m (a)
Etoo 27‘00—2)\ + gO) Z Z (_1)9 Qg—z mVoo A

i=0 m=Max(—1,—1)

Too—1 g—1—1 g
= N — Z PG 1u§?1n< > PTQT_I-_M) Al
=0 =0 m=Max(—1,—1) r=i+m+1
g+1

1 g—i—m a) %
= (trar ) S g,

i=0 m=Max(—1,—1)

| /‘\

(1-6)
Let us now consider [A4(\)]2.2. The compatibility equation reads
LalL] = iO\Ag + [Aa, i] (1-7)
Taking the trace on both sides leads to
La[Tr(L)] = La[P1(N)] = A Tr(Aa) (I-8)
Since
~ Too—2 Too—2
LalPiN] == ) LaltoopstalX = —h Y 0o 2eia)’ (1-9)
s=0
we get
~ _ Too—2 1 _ Too—1 1
[Aa(N)]22 = —[Aa(N)]11 — SZ% maoo,25+2)\s+1 +¢o = —[Aa(N)]11 — ; gaoo,Qs)\s + ¢
(I-10)
Let us now compute ¢y, we observe from (4-5) that
TrAa(/\) = Q[Aa(/\)]Ll + ha)\[Aa()\”l,Q + [Aa()\ﬂl’gL(A)Zg (I—ll)
Moreover, from the gauge transformation we get:
. g 1
TrAa(\) = TrAdaN) +0 | [N -¢) | La | 57—
j=1 [T(A—4q))
_—j:1
g
= TrA. Z - qj)
j=1
" Lalg;] _
= TrAa ] I-12
g S (I-12)

But since fla()\) is a polynomial in A\, we may discard the last term and thus we end up with

TrAa(N) = TrAa(N) = 2[Aa(N)]11 + hOA[Aa(M)]12 + [Aa(M)]12L(N)22 (I-13)
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The coefficient & is thus the coefficients of \° in the r.h.s.

Too—2
~ 1)
do = 2¢ 00+ 1w+ hgr & Z POV, =26 + g+ 10— 3 toonjartS) (1114)
j=0
here 1@ $2 @ 13 1 the end
where v, ;. o= Zluj ¢;="". In the en
j:
_ ~ Too—1 Too—2
Aoz = ~[AaWa = Y ~ax, 2 A+ 2600 + (g + DS = N teejorS) (115)
s=1 7=0

Let us now turn to [Aq(\)]2,1. From the gauge transformation, we have denoting P(\) =

10— g):
j=1
AaWl2r = (AaOi ~ a2 () + gmare2h+ao) + Ll
00112000 (BN 4t 200) — (R A b ) PO
e 2 (b)) ]
= (Aol = UaWlaa) (B + gloar-23+0 ) + 222
]1 2Q(A (g) Loo, 270 —2A + 290) - <;t0072r002)‘ + 90)2 PN)[Aa(M,2
et 2?;?‘2“9” o 10

The last quantity gives Zase 2r.c—2 + La[g0] — Stoo,2re—2 z Lagj] + O (A1) which is equal to

g
gaoogroo,g + gaoogroo,z; + gaoo,gmo,g > qj. Since we know that [Aa()\)]g’l is a polynomial in
j=1
A, we get:

[Aa(A)]Q,l — ([Aa()‘)]l,l — [Aa()‘)]l?) (?)Ei\\i + %too,Qroo—ZA + go) + [‘Ac;)((i\))]zl

2
a0 () + o zrm_2x+zgo> ~ (Gtearasr+a0) PO
+gaoo,2roo—2 + gaoo,2roo—4 + Zaoo,Qroo—ZjZ;Qj (I-17)
Replacing [Aq(N)]1,1 and [Aa(A)]2,1 using (4-5) gives:
AaWlzr = = (103 a0, + (a0, L2aV) (53] + gtmire-2h )
hox [Aa(V]1 1 + [Aa(V)]1 5 L2,1 (V)
+ POV
~AaW12QW) (B + tmare-ad+ 20) = (Gtomareah +0) POAa(]1
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+§aoo72roc—2 + 5 000,270 —4 + 5040072%—2@1

- - (naA Az + e, (ﬁam Pyt )) (ﬁ&i " étm,zrw_gﬂgo)

hox [Aa(N]y 1 + [Aa(V)]; 5 L21 (V)
P
QM)

2
—[Aa(N)]1,2Q(N) (()\) + too,2re—2A + 290) - (;too,2rx2)\ + go) P(N[Aa(N)]1,2

iaoo,Qroo—él +

70400,27“00—2Q1

+7Oéoo,2roc—2 + 2

2
(1-18)

g
Note that the polynomial part of — (héh [Aa(N)]1 2 + [Aa(N] 2 <Z )) (% + Ftoo2reo—2A + go)
j

is given by (From corollary 6.1, we have Q(\) = (—1)9P,\9"1 + O(\972))

—El/( o) tooZroo 2)\2 hlj(a) 190 )\ hl/( ) (—1)9Pg

9 o0, —1
h h h
§gtoo 27"00—27/( )_1/\ hggOV( )_1 + 2too 27“00—27/( _1Q1 - §gtoo QTOO—QVCEO)O (1‘19)

Keeping only the polynomial part of (I-18) leads to

~ h
Aa(Wlo1 = =50 st pr—2X = ZL1g0A = L1 (-1)7F,
(e) (e )

h
—§9toozrw72V ol 1A — hggovee (=)

h h
+ 2too 2TW72V _1Ql - 7gtoo 2roof2yoo 0

2
. QW 1
~Ua PO (B3] + Gtmar2 a0
(7o = D) A+ Ao = D) 1Qu+ hlroe =206l o+ WL Hog oo = ——p s
A 1 2
~UAaN12Q0) (PG + tare-ad+ 2m) = (tmare2d +a0) PO
+§a];>o,2roo—2 + §aoo,2rm—4 + 50400,27"00—2621
- _§V§o )t QTW,ZA — & goA — & (~1)9P,
h h h
*ggtoo 27“00—21/ A — hggol/ 1t 2too 2r<,c—2l/( 71Q1 — §gtoo QTOO—QVCEO)O

+h(reo — 1>c§2‘,’rw,1x + Hi(roo — 1>c£:,>roc,1@1 + h(roe = 2S5+ VS Hoo oo

+ Qo 2r,, -2+ 5 000,270 —4 + 5040072%@72@1

2 P D 2
+ [AOL()‘)]I,2 [_Q(A)Pl(A);(;Q()\) — Q()\) - (;tOO,QTOC—QA + gO) Pl ()‘)

2
— (too,2ree—2A +290) Q(N) — <1too,2roo2)\ + 90) P()\)}

2
b («)

= SV ttoor —2A” — W goA — & (~1)9P,

h h
—597500 27"00—2V _1/\ hggOV( ) 1+ 2too 27"00—2V( _1Q1 - 592?00 27«00—21/(()0%)

+A(roo — 1)C<(>g,)roo—1/\ + M(roo — 1)C$,roc—1Q1 + M(roo — 2)053)%0—2 + V(a) 1Hoo v -4

+-0oo,2r—2 + 50400,27“0074 + §aoo,2roc72Q1

2
g g—1 g+1 g stj—

_Z Z Z Z Z 0025+2Vc(>c2nh8+j m—g— iPr Qr i— 1)\

i=0 j=Max(i—1,0) s=g+i—j—1r=j+1 m=-1
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2700 —4 j—g—1

_Z Z Z VSl —g—m- 1P(2,)j/\i

i= 0] Max(g,g+i—1) m=—1

—1 g—1 ji+j2—g—1 g g
§ § E E Jjitiz,,(a § : § : . . i
- ( 1) pr ( ) hJ1+]2 g—m—1 PT1PT2QT1*J1*1QT2*J2*1)‘
i=0 j1=0j2=0 m=-1 ri=j1+1ra=j2+1

Too—1 Too—2

1 .
+ <2too,2rm—2)\ + 90) Z Z too,2s+2’/$)s—i)‘l
1=0 s=Max(i—1,0)
g g—1 g ‘
— (too, 270 —2A + 290) Z Z Z (=1~ V(a,z PrQr_j N
1=0 j=Max(i—1,0) r=j+1
29+1

1 , o
- (2tc>o,2r002)\ + gO) Z Z (_1)g_]Qg*ch(x>7)j_i)‘z (1'20)
=0 j=Max(i—1,0)
where we have Véo)r o= Z,u] )qj
=

J Proof of Proposition 7.1

Let k € [1,ro — 1] and consider wy. It is obvious from (4-8) (whose r.h.s. only implies
odd entries of «) that yj(wk) = 0 for all j € [-1,7o0 — 3]. Consequently, (4-11) implies
that ,u(w’“) =0 for all j € [1,g]. For j € [1,700 — 1], the j*® line of the r.h.s. of (4-20) is

Too—1

. (0% —24— — (0% —24— — .

given by > (%tmgm — g 23.‘7_22;):_;7500’2771_1). For ¢ = wy, it reduces only
M=rec—j

1 .
to _ﬂtoo,4roo—3—2j—2k5j27’oo—k Thus we get.

too,2re —3 0 . 0 0
) . (W) L
too,Qroo—S too,27‘00—3 0 c- . E):;]:)QC_ :
00,0 —2 _ i 0 (J 1)
o 2k too,27‘0073
too,s 0 ) :
toc,l too,3 o too,QToo73 too,2roc72k71

We recognize that the r.h.s. is —i times the (roo — k)™ column of the matrix on the Lh.s. so

that we immediately get cfx)]) = —ﬁéj,k for all j € [1,ro —1].
Let us now take k € [—1,75 — 3] and consider uy. The (k 4 2)'" column of M, is given
Too—1

by Y toc2r.—2i+2k+1€i. Similarly, the r.h.s. of (4-8) only implies odd indexes of ug and it is
i=k+2

given by
reo—1 o (ug) Too—1g (k)
2a ; e —i 2
RHS = 200 —1—21 ) m—?":oo 2 2m—1 3
;2%0—1—21'8’ Z2m—1e’"°°m
Too—k—2 . Too—1
= > tecomilem€ram = Y too2re—2it142k€i (J-2)
m=1 i=k+2
We recognize the (k + 2)™ column of M. Hence, we conclude that (v 1’“), s yﬁikli,))t = €p42,

ie. I/](-uk) =0, forall j € [-1,7 — 3].
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Let us now take i € [1,75 — 1] and compute the i*® line of the r.h.s. of (4-20). It is given
by:

Too—1 (uk) roo—1 (ug)
RHS. _ Yoo, dres —2i—2m—3 " B Hdroo—2i-2m-2
7 — 3 00,2m 3 00,2m—1
Aro —2i—2m —3 Areo —2i —2m — 2
M=T00—1 M=T00—1
reo—1 _(ug) Too—1 uy
§=2T0c —i—m—1 Z aoo,Qs—lt Z ags )t
= 00,4700 —21—28—2 T 00,4760 —21—25—3
2s—1 > ® . 2s =
S=Too—1 S=Too—1
Too—k—2 Too—k—2
1 1
= 3 E too,25+2k+1000 4ree —2i—25—2 — 3 E oo, 25+2k+2800,4reg —2i—25—3
S=Too—1 S=Too—1
Too—k—2 Poo—k—2
m=2r,—2—i—s—k 1 1
= 3 E too,ar e —2i—2m—3too,2m+42k+2 — B E too,25+2k+28 00,4700 —2i—25—3
M=T00—1 S=Too—1
= 0 (J-3)

Thus, the r.h.s. of (4-20) is null for & = uy, so that since M is invertible, we get cgj“j) =0
for all je [1,700 — 1].

K Proof of Theorem 7.1

Let j € [1,g] and k € [1,75—1]. From Proposition 7.1 we have VZ-(W’“) =0foralli € [—1,ro—3].
Consequently, from (4-11), p) = 0 for all i € [1,g]. Therefore Ly, [g;] = 0 from Theorem 5.1.

)

Similarly, we also have from Proposition 7.1 that cg’:’;) = —ﬁ@,k for all 7 € [1,ro — 1] so that
Theorem 5.1 provides
Too—1
< . i o
Lolpj) = h Y ielHq ™ = —Za) ™ (K-1)
i=1

Let us now consider £,,_,. From Proposition 7.1 we have ui(u’1> = 0;1 foralli € [—1,r—2].

Consequently, from (4-11), ugu’l) =0 for all 7 € [1,g]. From Theorem 5.1, we get that

Ly, lg] = _hyc(;l,_—ll) qj = —hq; (K-2)

Similarly, since from Proposition 7.1 we have cg’;l) = 0 for all i € [1,7o — 1], Theorem 5.1
provides:

[e.e]

Ly [pj] = hl/(u,ilfpj = hp; (K-3)

Let us now consider £,,. From Proposition 7.1 we have yi(uo) = 0;p0 for all i € [—1,ro —2].
(o)

Consequently, from (4-11), p; " = 0 for all i € [1, g]. From Theorem 5.1, we get that
Lulaj] = v = —h (K-4)
Similarly, since from Proposition 7.1 we have Cc(:;?i) = 0 for all ¢ € [1,70 — 1], Theorem 5.1
provides:
Luo[ps] =0 (K-5)
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L  Proof of Proposition 7.2

Since

2ro00—3

too2ree—3 =2T5 2 | tocore—5 = (2rec —B)11 T,

we first observe that we may rewrite for all k£ € [1, ¢]:

>
|

(0 (T2 =204 252 7)) Gt o) (boars)

2700 —5
2

2700 —3

(2roc —3)i42r00 —5—2k

(L-1)

1y )
000,21 —5—2k+4-21

|
[ﬁ

i=0 i!(2re — 5)?
(—1)k < 11 (2re — 2k 4+ 2s — > too2r 5) k+1 (Looro_z) 7=
n =1
(k+1)(k — 1)!(2re — 5)*
i  2reo—5+2i—2k
k-1 (=1)’ (H(27"oo — 2k + 25 — 7)) TiT, 2 )
s=1
B Z 901 5 too2ree —5-2k42i

~.

=0
(—=1)k <kﬁ1(2rw Ok 4+ 25— 7)> Tk
+ _2k+1(k+1)(k71)!

(ki oreg 525
(—1)k—d (1‘[ (2roe — 2k + 25 — 7)) TF T,

s=1

k
L 1
J=Kk—1 2 : + )
- 2k_j(1€ _])' 2too,2'roo—5—2]

k+1
(—1)* < [1 (2ro0 — 2k +2s - 7)> !

261 () + 1) (k — 1)!

We now insert the ansatz

2ro0 —5—2j

loo2ree—5-2j = 215 2 Za(] T P, + TV oy Ul vje 1,70 — 3]

p=1

which gives:

k—
paI(JJ)Tp

L (DR <kH (2reo — 2k + 25 — 7)) Ty
Z s=1

[k—j .
(—1)’“‘3 < [T (2re — 2k +2s — 7)) Tf“a((f)

s=1
+ — :
= 2870 (k = J)!
k
(—1)k (H (2700 — 2k + 25 — 7)) TF+
s=0
+ (k4 D)(k —1)!

k

(=1)k—d ( [T (2re—2m— 5)) T

P (J)
Qp " Tp

k k
= — =j+1
EE D 9) DR

=
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k
22 23 (k — )

(—1)k (mlio(Qroo —99m — 5)) le+1

21 (k+ 1) (k — 1)!
k
(—1)k—r—p I (2rs —2m— 5)) TEPa P

k k—p
r:éfp Z m=r-+p+1
== 2k=r=p(k —r — p)!
. k .
L (—1)k ( H+1(2Too —2m— 5)) THH oY)
m=j
+ » -
j; 2k=3 (k — j)!
k
(—1)* ( [1 (2reo —2m — 5)> T
* P+ 1)(k — 1)!
(L-4)
Let us now take ,
j
‘ II 2ree —2m —5)
Vi€l re —3] : al) = m=0 (L-5)

20+ + 1)!
and prove that for all k € 1,7 — 3]:

k .
p (F1)F < 1T (2rec —2m— 5)) Tfag) (L ( ﬁ (2700 — 2m — 5)> Tk+!
D dgf m=j+1 m=0 =0
F ‘_; 25— (k — j)! * 2+ (k +1)(k —1)! -
(L-6)
Indeed we have:
g (—1)k7 ( ﬁ (2700 — 2m — 5)) TFH (—1)k ( ﬁ (2700 — 2m — 5)> TF+!
D _ Z m=0 + m=0
BT = G+ DI2F Ik — j)! 25+ (k+ 1) (k — 1)!
ko (—1)kitt < ﬁ (2100 — 2m — 5)) TFH (—1)k ( ﬁ (2700 — 2m — 5)> Tk+
1=j+1 Z m=0 + m=0
- N2k — i+ 1)! 2k+1(k + 1) (k — 1)!

[\

1=

—1)ktt [ L (—)i(k+ 1)
(k_: 1)! (H()(QTOO —2m — 5)) le—H; i!2(k+1)(k(+ 1 —)Z)'

(—1)k ( ﬁ (2700 — 2m — 5)> Th+

m=0

21 (% + 1)(k — 1)1

(v (P -
= 2k+1(k+1)!<1‘[(2rm—2m—5))Tl+ (0—1—(=1)(k+1))

_|_

m=0
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(—1)*k < ﬁ (2res — 2m — 5)) Tkt

m=0
+ (k4 1)!
— 0 (L-7)

Thus, under the choice (L-5), equation (L-4) simplifies into

k
—r— k r+
(—1)k=r=p ( [ (2re—2m-— 5)) pa( p)Tp

k k—p
_ Z m=r+p+1 (L8)
= YT e — .
p=17r=0 28=r=p(k — 1 —p)!
We now rewrite:
Too—3 Too—3
& I[I @re—2m-=5) J[ (2rec —2m—25)
m=r+p+1 m=p+1
H (2roc —2m —5) = — 3
m=r+p+l1 [T 2ro—2m—5) ][ (2re—2m—25)
m=k+1 m=p+1
Too—3
. [T (2rec —2m —5)
o m=p+1
T r+p Too—3 (L-9)
[I 2reo—2m—-5) [I (2re—2m—25)
m=p+1 m=k-+1
and we take _
j
[ 2reo—2m-—5)
. . i =p+1
V(p,j) € [1,4] x [1,700 = 3] : ) = == 570 =) (L-10)
T+p
27" [ (2roo—2m—5)
so that a(Hp) e ———— . Thus, the sum from r = 0 to k — p in (L-8) reduces to
k=—p . .
Zom = (k—p)!(1 — 1)*P = §;_,—o. We obtain:
r—=

k
<—1>’”p( 1 <2roo—2m—5>> T o s,

k
=r+p+1
3 ML : ' =7 (L-11)
p=1r=0 ( _T_p)‘
Thus, we conclude that for all j € [1,7rs — 3]:
J J
2roo—5-2j [1 (2rec—2m—5) [T 2rec —2m —5)
g m=p+1 j—p j+1m=0
Fooroa=s-2j = 213 Z G e
(L-12)
In other words, taking k = roc — 2 — j we get for all k € [1,r. — 3]
Too —k—2 Too—k—2
2k—1 Too—k—2 H—H (QTOO —2m — 5) H (QTOO —2m — 5)
toook—1 = 2Ty 2 mp Treok=p=2p | prec—l—k_m=0
S B DI oy e T a 2T K — 1= )
(L-13)
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M Proof of Proposition 7.5

Let j € [1,9]. Let k € [1,70 — 1] and consider Ly, . Since L, [T1] = Lw,[12] = Lw,[q;] =0
from Proposition 7.4, we immediately get L, [¢;] = 0. Moreover from Proposition 3-3, we

observe that:
Too—2

Ly, [PL(N)] = — Z Ly, [too2ita] A = —hAFT! (M-1)

so that Theorem 7.1 provides for all j € [1, g]:

_ 1 ~ _ h 1.,
Lw,[p;] =T, ! <£Wk[pj] - iﬁwk [Pl}(Qj)> =1, ! ( ZQ;C L+ ihQ;'c 1) =0 (M-2)
Let us now consider £y _,. From Proposition 7.4, we have £y ,[T2] = hT» and Ly ,[T1] = 0.
We also have from Theorem 7.1 Ly_,[g;] = —hq; and Ly_, [p;] = hp;. Finally we observe that
_ Too—2 roo—2 2700 —2
Eu_l[Pl()\)} = —h Z Lu 1 002'L+2 = 3 Z Z 'rtoo ratOOT 0021+2]
=0 =0 r=1
Too—2 A
= =5 Z (20 + 2)too2i42\ (M-3)
i=0

Thus, we get for all j € [1, ¢]:

‘Cu—l [CI]] = £U71[T2]QJ + TQ‘CU—l[QJ] + £llfl[Tl] = hTZqJ + T2( th) =0
»Cu,l T2 = -1 D/
talp) = =2 (- 1)) + 75 (Lun o) - 3o [P - 3Lu0Pl(@)

_ 14
= Iy (Pj - 2P1(Qj))

B 1 Too—2 - ) 1 Too—2 - -
+hT2 ! (pj + Z Z (22 + 2)too)2i+2q; — 5(]]' Z Ztoo,2i+2q;- 1
=0 i=1

~ 1 Too—2 ) 1 Too—2 . ) roo—2
= Iyt (2 Z too,2i4+24; + 1 Z (20 4 2)too 2i+24; — Z itoo,2i+24)

=0 1=0

= 0 (M-4)

Let us now consider Ly,. From Proposition 7.4, we have Ly,[T2] = 0 and Ly, [T1] = hT5.

We also have from Theorem 7.1 Ly,[g;] = —h and Ly, [p;] = 0. Finally we observe that
_ Too—2 '
‘Cuo [Pl(/\)] = —h Z Luo[too,2i+2])\l
1=0

roo 22r00—4

- —— Z Z Ttoor+gatooT[oo2z+2]

=0 r=1
Too—3 o Too—2
= -3 3720+ Dtooniral TE Y stagpesaX®T! (M-5)
=0 s=1
Thus, we get for all j € [1, ¢]:
Looldj] = Lug[T2lgj + ToLug[gs] + Lo [T1] = —hT2 + T =0
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culpl = 22 (0= 500 )+ 13 (Ll - 3lPl0) - GomlulPla) )

Too_2 Too_z
= 0 + T2_1 ( Z Stoo 23+2q‘7 R Z Ztoo 21—&-2(]] 1)

N Proof of Theorem 7.2

Let us first observe that a function f(tec1,%00,2; - -, toc,2r—3) solution of Ly, [f] = 0 for all
k € [1,7o — 1] is independent of (toc2,. - ., toc,2r, —2). Hence, the function f may only depend
on odd irregular times:

f(too,b - 7too,2r0072) = g(too,la too,3 cee 7too,2roof3) (N'l)
Let us now consider £y _,[g] = 0. It is equivalent to

Too—1
h oo
0="Lu,lg] = 9 Z (2m — D)too 2m—10t00 21 [9] (N-2)

m=1

whose solutions are arbitrary functions of

1
7t .
yj = 2Bl with j € [1,700 — 2] (N-3)
(%too,?roo—?)) roo—3
In other words:
0= »Cu_l [g] d g(too,b too,?) cee 7too,2roof3) = h(yl» ceey yroon) (N‘4)

Let us now translate this result to Ly,[h] = 0. We find

Too—2

0 = Euo [h(yb Y yrooi2)] - 5 Z (2m - 1)too72m+18t00,2m71 [h(yla s 7y'f'0072)]
1
h Too—2 ’I”OOWZQ
= 35 2m — 1)t — 0y, h(y1, . Yro
2 Z_:l( m boo,2m+1 Z 3too amo1 Y (1 Yreo—2)
h N 1 1 e
2700 —3
= *(27”00 - 5)*7500,27"0073 7too,2r0073 ayroo_Qh(yl, C ,yTOO,Q)
2 2 2
2m—1
hroo 3 1 1 _27“00—3
+§ mZZI (2m — 1)§too,2m+1 <2too,2roo3> Oy B (Y15 -+ s Yroo—2)

Il
Do | St
/\
DN | =

2r00—3
. 2%3> [(2rs0 =510y, a1, )

2m+1

Too ™ 1 T 2ro-3
Z 2m - 1 oo,2m+1 <2too,2roo—3> 8ymh(y17 vee 73/7’00—2)
m=

h(1 reo—3
= 3 (2 o 27’00—3) [(27"0o —5)0y,. (Y1, Yree—2)

We proceed using the following lemma.
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Lemma N.1. The general solutions of the differential equation

M?
&

(2100 = 5)0y, o h(Y1, - Yree—2) + D (2m = D)ym410y,.h(y1, - Yro—2) =0 (N-6)
are arbitrary functions of

A Ure—2) = Yre-3 — 55—V

k-1 (—1)° <H (2700 — 2k + 25 — 7)> Yy 2Yreo—2—k+i
— s=1
Jeise o Ure—2) = Yra—2-k + ;_1 (2re — 5

(—1)k (kﬁl(%o — 2k +2s — 7)> (2reo = Ty Ly

s=1

(k+ 1)(k — 1)!(2r0 — 5)F

2

k-1 (—1)° (H (2ro0 — 2k + 25 — 7)) y,’;oo_gyroo,g,kﬂ

_|_

_ . s=1
= i!(2re — 5)?
k
(—1)¥ <H1(2roo — 2k + 25 — 7)) urtl,
+ (k+ 1)(k — 1)!(2ro0 — 5)F (N-7)
where k € 1,70 — 3].
Proof. Let k € [1,7 — 3]. We have:
o1 (0 (T2 =264 25 1) ) i 2
2o — = =1 :
( T 5)ayr0072fk? ZZ:; (7, o 1)'(27"00 o 5)1_1
k—1
(—1)* < 1:[1(21”00 — 2k +2s — 7)) (2re0 — Yk __,
* k— 1)!(2ree — 5)F 1
g (—1)° (Hl(Qroo — 2k + 25— 7)) yi;l_eroo_g_kH
- ; (i — 1)!(2reg — 5)i- 1 (N-8)

Moreover, we have:

Too—3 k-1 (—1)(2roo — 2k + 2i — 5) (1‘[ (2700 — 2k + 25 — 7)) Yh o oYr—1—kti
2m — 1) Y110 = =l :
mZ:l( m — 1)Ym+10y,, fr 2 i(2r00 — 5)’
. j—1 )
(12 = 2042 = 1) (T 2o = 204 25 = D)) 42 st inim
j=itl _Z s=1 .
~ (j — D)!(2re —5)i—1

(N-9)
since in the first equality only m = roo — 2 — k + ¢ provides non-vanishing contributions. We
now observe that (N-8) and (N-9) provides opposite contributions so that
Too—3

(QTOO - 5>ayroo_2fk‘(y17 o 7y7'<>o*2) + Z (27’7’1, - 1)ym+laymfk:(y17 s 7y7“0072) =0 (N_]-O)

m=1
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Combining Lemma N.1 with (N-3), we obtain arbitrary functions of

. 4 1 i1 _ (2rog=3)it2rec —5-2k 1
k-1 (—1)° ( [T (2rec — 2k + 25 — 7)) (3too2re—5) (Ftoc,2r0—3) oo =3 500,210 —5—2k+2i
_ s=1
= ; (2700 — B’

_ (k+1) (2100 —5)

(—1)k? ( :1(2Too — 2k + 25 — 7)) (%too,Zroofg,)kle (%too,Qr(x,73) pro—
(k+1)(k —1)!(2r — 5)k

e

_|_

(N-11)

with k € [1, 75 — 3].
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