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Using Brownian dynamics simulations, we investigate the effects of confinement, adsorption on surfaces and ion-ion interactions on the response of confined electrolyte solutions to oscillating electric fields in the direction perpendicular to the confining walls. Nonequilibrium simulations allow to characterize the transitions between linear and nonlinear regimes when varying the magnitude and frequency of the applied field but the linear response, characterized by the frequency-dependent conductivity, is more efficiently predicted from the equilibrium current fluctuations. To that end, we (re)derive and use the Green–Kubo relation appropriate for overdamped dynamics, which differs from the standard one for Newtonian or underdamped Langevin dynamics. This expression highlights the contributions of the underlying Brownian fluctuations and of the interactions of the particles between them and with external potentials. While already known in the literature, this relation has rarely been used to date, beyond the static limit to determine the effective diffusion coefficient or the DC conductivity. The frequency-dependent conductivity always decays from a bulk-like behavior at high frequency to a vanishing conductivity at low frequency due to the confinement of the charge carriers by the walls. We discuss the characteristic features of the crossover between the two regimes, most importantly how the crossover frequency depends on the confining distance and the salt concentration, and the fact that adsorption on the walls may lead to significant changes both at high- and low-frequencies. Conversely, our results illustrate the possibility to obtain information on diffusion between walls, charge relaxation and adsorption by analyzing the frequency-dependent conductivity.

I. INTRODUCTION

The dynamics of bulk and confined electrolytes play an essential role in fields as diverse as electrochemical energy storage in batteries and supercapacitors1, energy harvesting from salinity gradients (so-called blue or osmotic energy) and desalination2–6, biological and bio-inspired systems7, or contaminant transport and retention (e.g. by clay minerals) in the environment8. The motion of ions in colloidal suspensions, polyelectrolyte solutions or porous materials contributes significantly to the overall electric response of these complex systems9–15, characterized by the complex, frequency-dependent conductivity or permittivity, or observables quantifying more involved properties such as electro-acoustic couplings. The interpretation of electrochemical impedance spectroscopy, routinely used to characterize energy storage devices, requires taking into account charge transport and interfacial processes occurring at the surface of electrodes16,17.

The equilibrium fluctuations of the ionic current, quantified e.g. by its power spectral density, encode information on the underlying microscopic dynamics of the ions in the solvent. Following earlier studies of bulk charge transport18,19, the “electrical noise” measured through nanopores20–24 and in (nano)electrochemical devices 25–27 can in principle be used to infer information on charge transport and interfacial processes. However this step requires disentangling the contributions of the various processes that contribute to the current fluctuations, such as diffusion, migration, advection, adsorption/desorption on surfaces, or (redox) reactions, and resorting to modelling is necessary to interpret the experiments.

Since the pioneering work of Debye, Hückel and Onsager, the canonical theory of ion transport in bulk electrolytes relies on the description of ions experiencing the effects of an implicit solvent28–30: thermal fluctuations (Brownian motion) and friction, screening of electrostatic interactions (permittivity), and hydrodynamic interactions (viscosity). Various levels of refinement can be adopted, for example to capture the short-range repulsion between ions due to their finite size31–36. The more recent development of stochastic Density Functional Theory37,38 also allowed to recover earlier results for electrolytes and provide in principle a way to couple consistently the ionic and solvent fluctuations39–42. Additionally, Brownian descriptions have been used to predict the frequency-dependent conductivity or electro-acoustic couplings in bulk electrolytes43–46.

For confined electrolytes, the above-mentioned experiments prompted theoretical efforts to model current fluctuations through nanopores47–53. The charging dynamics in electrochemical devices and its link to charge or current fluctuations is an old problem, which regained interest in the context of nanocapacitors, with various approaches from molecular simulations to meso- and macroscopic scale studies54–62. The possibility to extract information on the microscopic dynamics of ions from the frequency-dependent permittivity of materials was examined e.g. for salt-free charged lamellar systems (such as biological membranes, clay-like minerals), with an analytical solution of the coupled equations describing diffusion, electrostatics at the mean-field level, and ad-
adsorption/desorption of counterions. In other contexts, numerical simulations on various scales can be used to describe the dynamics in electrolytes beyond the regimes, usually limited to low concentrations, where analytical descriptions apply. While some studies used molecular simulations to investigate the frequency-dependent conductivity of electrolyte solutions, the natural approach to capture the above-mentioned effects of an implicit solvent (even though the treatment of hydrodynamic interactions requires special care), is to describe the motion of ions by Brownian dynamics, i.e. overdamped Langevin dynamics. It has been successfully used to investigate transport in bulk electrolyte solutions and suspensions of charged nanoparticles, or confined electrolytes. Various nonlinear responses have been identified depending in particular on the importance of ion-ion interactions (weak vs strong electrostatic coupling regime, hydrodynamic interactions), the magnitude of the applied external field and confinement.

Here, we use Brownian dynamics simulations to investigate the field- and frequency-dependent response of confined electrolytes, and assess the effects of the geometry, adsorption on the confining walls and ion-ion interactions. We show the benefits of using linear response theory to predict the frequency-dependent conductivity from equilibrium simulations, using the Green–Kubo expression appropriate for overdamped Langevin dynamics. Even though the static limit of the latter has already been used in Brownian dynamics simulations to determine the effective diffusion coefficient or the static conductivity, the frequency-dependent result (for which we provide a slightly different derivation inspired from Ref. 2) does not seem to have been much exploited in the literature. Section II introduces the model of confined electrolyte solutions, the relevant observables to characterize the field- and frequency-dependent response to an applied electric field and the simulation details. All results are then presented in Section III.

II. BROWNIAN DYNAMICS OF CONFINED ELECTROLYTE SOLUTIONS

In order to investigate the influence of confinement, adsorption on surfaces and ion-ion interactions on the response of electrolyte solutions to an oscillatory electric field, we consider Brownian particles confined between two parallel walls and compare several models introducing progressively the above physical features, as described in Section II A. We then introduce the relevant physical observables in Section II B and simulations details in Section II C.

A. Model

We consider an aqueous NaCl electrolyte solution confined in a slit pore between walls separated by a distance L, as illustrated in Figure 1. The simulated systems consist of $N$ ion pairs with ionic charges $q_i = Z_i e$ (with valencies $Z_i = +1$ for cations and -1 for anions, respectively, and $e$ the elementary charge), in an implicit solvent characterized by its relative permittivity $\varepsilon_r = 78.5$. The ions are described as Brownian particles with a diffusion coefficient $D_i$. Their positions $\bm{r}_i$ evolve according to the overdamped Langevin equation:

$$\dot{\bm{r}}_i = \beta D_i \bm{F}_i + \sqrt{2D_i \eta_i}$$  \hspace{1cm} (1)

where $\beta = 1/k_B T$, with $k_B$ Boltzmann’s constant and $T$ the temperature, $\eta_i$ is a Gaussian white noise, and the force $\bm{F}_i$ acting on the ions may include the interactions between them and with the walls, as well as the force $q_i E$ due to the applied time-dependent electric field in the $z$ direction with magnitude

$$E(t) = H(t) E_0 \sin \omega t$$  \hspace{1cm} (2)

where the Heaviside function $H$ indicates that the field is applied only after some initial time taken as $t = 0$ (the system is at equilibrium without field for $t < 0$). For the model system considered here (whose limitations are emphasized below), the response to an electric field parallel to the walls does not significantly differ from that of a bulk electrolyte and will not be discussed here.

When interactions between ions are considered (as discussed below, we also study as a reference the case of ideal, i.e. non-interacting, particles), they interact via pairwise additive potentials including electrostatic interactions, screened by the solvent, and a Week–Chandler–Andersen (WCA) po-
tential to describe short-range repulsion:
\[ v_{ij}(r) = \frac{q_i q_j}{4\pi \varepsilon_0 \varepsilon_r r} + v_{WCA}^{ij}(r), \]  
(3)
with \( \varepsilon_0 \) the vacuum permittivity and
\[ v_{WCA}^{ij}(r) = \begin{cases} v_{ij}^L(r) - v_{ij}^L(r^*), & r \leq r^*, \\ 0, & r > r^*, \end{cases} \]  
(4)
with the Lennard–Jones (LJ) potential
\[ v_{ij}^L(r) = 4\varepsilon_{ij} \left( \frac{\sigma_{ij}}{r} \right)^{12} - \left( \frac{\sigma_{ij}}{r} \right)^6, \]  
(5)
and \( r^* = 2^{1/6} \sigma_{ij} \) the position of the minimum of \( v_{ij}^L \). The LJ energy and diameter \( \sigma_{ij} \) and \( \sigma_i \) are computed from the corresponding parameters for ions \( i \) and \( j \) using the Lorentz–Berthelot mixing rules.

Each ion interacts with the two walls placed at \( z = \pm L/2 \) through the potential
\[ U(z) = V_w(z + L/2) + V_w(z - L/2), \]  
(6)
which depends only on \( z \). The chosen form arises from the integration of LJ interactions with atoms in a closed-packed face centered cubic lattice, with lattice parameter \( \sigma_w \), cut along a (100) face. The resulting potential includes short-range repulsion and an attractive well leading to adsorption\textsuperscript{83–86}.

\[ V_{w}^{ads}(z) = 2\pi \varepsilon_w \left[ \frac{2}{5} \left( \frac{\sigma_w}{z} \right)^{10} - \left( \frac{\sigma_w}{z} \right)^4 \right] - \frac{\sqrt{2}}{3} \left( \frac{z}{\sigma_w + 0.61/\sqrt{2}} \right)^4, \]  
(7)
where the energy \( \varepsilon_w \) tunes the strength of the ion-wall attraction. In order to model purely repulsive walls, we use the same truncation and shifting as for the short-range ion-ion interactions, i.e.
\[ V_{w}^{rep}(z) = \begin{cases} V_{w}^{ads}(z) - V_{w}^{ads}(z^*), & z \leq z^*, \\ 0, & z > z^*, \end{cases} \]  
(8)
with \( z^* \approx 0.987 \sigma_w \) corresponding to the minimum of \( V_{w}^{ads} \). Fig. 2 illustrates these ion-wall potentials for some cases considered (described in more detail in Section II C).

Despite its limitations (see e.g. Ref. 87 for a recent discussion), the overdamped Langevin equation (1) provides a good description of the dynamics of monatomic ions for the prediction of the static conductivity or the effective diffusion coefficient of ions\textsuperscript{71,73,74}. Since we focus here on the frequency-dependent response, we should emphasize that it neglects all inertial effects, corresponding to the relaxation of the ion velocity. This occurs on a time scale \( \tau_i = \beta m_i D_i \), with \( m_i \) the mass of the ion. For frequencies such that \( \omega \tau_i \gg 1 \), Eq. (1) should be replaced by an underdamped Langevin dynamics or even a molecular description. However for NaCl, \( \tau_i \) is in the range of 10-25 fs, corresponding to frequencies \( f = \omega / 2\pi \) as high as 1 THz, which will not be considered here. The present model also neglects the frequency dependence of the solvent permittivity, which decreases significantly for frequencies larger than 10 GHz.

Another important aspect neglected in the present Brownian description is the role of hydrodynamics, which modifies the dynamics of ions in several ways. In the bulk, hydrodynamic interactions between ions impact (even more so for increasing salt concentration) their self-diffusion as well as the conductivity of the solution via the so-called electrophoretic effect (see e.g. Ref. 36). A second point related to the coupling of the ions with the solvent is that the presence of solid walls perturbs the hydrodynamic flows, an effect which is captured at the continuum level by imposing a vanishing normal velocity (no flux into the solid) and either no-slip or slip boundary condition for the tangential velocity. This solvent-mediated solute-wall coupling changes the mobility (or the diffusion coefficient) of the solute, which becomes anisotropic, to an extent which depends on the distance to the wall (or the relative position with respect to both walls under confinement) and on the hydrodynamic boundary condition\textsuperscript{88–90}. We further note that the presence of interfaces leads to the layering of the solvent, which may also impact the dynamics of ions in the close vicinity of the surface beyond the continuum hydrodynamic description. The decrease of the collective or individual mobility as solutes approach a surface has also been reported in molecular simulations (see e.g. Refs. 91–93), and hydrodynamics also explains finite-size effects due to the periodic boundary conditions in the directions parallel to the walls on the diffusion coefficient of confined particles\textsuperscript{94}.

More generally, the couplings between ions and solvent give rise to so-called electrokinetic effects such as electrorheology (solvent flow induced by an electric field), which arise at charged interfaces. Such couplings may develop over various scales and pose specific challenges for modelling (see e.g. Refs. 64,67,95–99). In order to address progressively the contributions of confinement, adsorption on the walls and ion-ion interactions on the frequency-dependent conductivity,
we leave the above effects related to the hydrodynamic coupling to the solvent for future work. Such an approximation is of course expected to be less accurate as the salt concentration increases and the distance between walls decreases. We note that for sufficiently low applied fields normal to the walls (in particular in the linear response regime), there is no flow in that direction (see e.g. Ref. 61), so that neglecting hydrodynamics might be sufficient, but that convective flows may develop for large fields.

Finally, an interface between media with different dielectric properties modifies electrostatic interactions, which can be accounted for by the concept of image charges, and in practice require special care when performing simulations of confined electrolytes. The two extreme cases are that of a liquid/air interface, where the relative permittivity $\varepsilon$ of the liquid is larger than that of air (close to that of vacuum), especially for water, and that of an interface between a liquid and a metallic wall (which can be considered as the limit of infinite permittivity). It is for example well known that such dielectric jumps at water/air, water/oil or water/membrane interfaces play an important role on the distribution of ions and the interfacial tension, even when the interface is charge-neutral.

Starting from an equilibrium configuration in the absence of the field, applying from $t = 0$ an external field $E(t) = E_0 \sin \omega t = \text{Im}[E_0 e^{i \omega t}]$, leads after a transient regime to a stationary regime where the current is also periodic with the same period $T = 2\pi / \omega$. In the limit of vanishingly small perturbation, $E_0 \to 0$, the response is linear so that the current oscillates at the same frequency. The complex, frequency-dependent conductivity $\tilde{\sigma}(\omega)$ can then be defined from the stationary current by

$$\lim_{E_0 \to 0} \frac{J_{el}(t)}{V E_0} = \text{Im} \left[ \tilde{\sigma}(\omega) e^{i \omega t} \right].$$

The conductivity is in general a complex quantity, but its real and imaginary parts are linked by the Kramers-Kronig relation. In practice, it is therefore sufficient to study the real part $\sigma(\omega) = \text{Re}[\tilde{\sigma}(\omega)]$ to fully characterize the frequency-dependence.

While it is possible to determine the conductivity in nonequilibrium simulations in the presence of an applied field, for reasons discussed below it is however standard practice in molecular simulations to determine the linear response from the equilibrium fluctuations, i.e. in the absence, using Green-Kubo (GK) relations. In molecular dynamics (MD) simulations, the complex conductivity is obtained from the Laplace transform of the current autocorrelation function (ACF) as

$$\tilde{\sigma}_{\text{MD}}^{\text{GK}}(\omega) = \frac{\beta}{V} \int_0^\infty \langle J_{el}(0) J_{el}^{\text{MD}}(t) \rangle_0 e^{-i \omega t} \, dt$$

with $J_{el}^{\text{MD}}(t) = \sum_i q_i v_i(t)$ (for a bulk isotropic system, it is often written as an average over the 3 directions of space). However, in Brownian dynamics the relevant current is given instead by Eq. (9) and linear response theory leads to a different expression of the complex conductivity:

$$\tilde{\sigma}_{\text{BD}}^{\text{GK}}(\omega) = \sigma_{\text{NE}} - \frac{\beta}{V} \int_0^\infty \langle J_{el}^{0}(0) J_{el}^{0}(t) \rangle_0 e^{-i \omega t} \, dt.$$ 

Note that the current ACF is at equilibrium, i.e. in the absence of applied field, so that the only contributions to the electric current in Eq. (9) come from the interactions between the ions and with the walls (hence the notation $J_{el}^{0}$ to emphasize this point). Eq. (13) has been derived (in a simpler form for the sedimentation of a one-component system, but the extension is straightforward) by Felderhof and Jones. In Appendix A we provide a slightly different derivation based on the Fokker–Planck (FP) equation for the evolution of the probability distribution $\rho(\mathbf{R}, t)$, with $\mathbf{R} = \{r_i\}_{i=1..2N}$ corresponding to the trajectories of ions following Eq. (1). The FP equation can be solved directly in the case where the ions interact only with the walls but not with each other. This provides an
alternative route to compute the frequency-dependent linear response given by Eq. (11) to validate the numerical method in this ideal case. Details on this approach are provided in Appendix B.

Even though the static limit of Eq. (13) (i.e., the limit \( \omega \rightarrow 0 \)) has already been used in Brownian dynamics simulations to determine the effective diffusion coefficient or the static conductivity\(^{11,73,74} \), the frequency-dependent result does not seem to have been much exploited in the literature. This expression highlights the fact that the frequency-dependence arises only from the interactions. It follows immediately that for case of noninteracting particles and smooth walls, there is no force in the directions parallel to the walls and the corresponding conductivity (which will not be further discussed here) reduces to \( \sigma^{\text{NE}} \) for all frequencies. Anticipating the results, in contrast the confinement of the particles by the walls results in all the considered cases in \( \lim_{\omega \rightarrow 0} \sigma(\omega) = 0 \) in the \( \hat{z} \)-direction. Such a separation between the underlying Brownian motion and the interactions has also been introduced to determine the velocity ACF of Brownian hard spheres (from the time-dependent mean-square displacement) in Ref. 114; however the possible connection with the above result was not noted and the assumption of a correlation between the ideal and interaction term (which was verified numerically) was necessary.

The nonlinear response is a priori multimodal and can be analyzed using various properties of the stationary regime of \( J_{\text{el}}(t) \) over a period \( T \). In order to facilitate the comparison with the linear regime, we use the following linear combination of Fourier coefficients of the current at the frequency of the applied field

\[
J_{\text{el}}(\omega) = \frac{2}{T} \int_{0}^{T} J_{\text{el}}(t) \sin \omega t \, dt
\]  

(14)

to define the field- and frequency-dependent conductivity as:

\[
\sigma(E_0, \omega) = \frac{J_{\text{el}}(\omega)}{E_0}. \]  

(15)

In the limit \( E_0 \rightarrow 0 \), one recovers \( \sigma(E_0, 0) = \sigma(0) \) by definition (see Eq. (11), which states that \( J_{\text{el}}(t) \) is, in the small field limit, the sum of \( \sigma(0) \sin(\omega t) \) and a term proportional to \( \cos(\omega t) \), which disappears when integrating in (14). Other properties to characterize the nonlinear response are defined and discussed in Appendix C.

### C. Simulation details

Table I summarizes the considered systems (see Fig. 1), in terms of composition, dimensions and interactions. A first series allows to consider the effect of the confining distance \( L \) between repulsive walls for ideal particles. The introduction of attractive walls then allows to consider, for a fixed \( L \), the effect of adsorption. Finally, we investigate the effect of ion-ion interactions as a function of concentration \( C_i \) for various \( L \), with repulsive walls. The salt concentrations corresponding to the chosen number of ion pairs \( N \), box size \( L_{\text{box}} \) and distance \( L \) between walls range from 0.004 to 0.8 mol L\(^{-1} \). In all cases, periodic boundary conditions are applied in the directions \( \hat{x} \) and \( \hat{y} \) along the walls. For nonequilibrium simulations, an oscillatory electric field \( E(t) = E_0 \sin \omega t \) is applied in the \( \hat{z} \) direction perpendicular to the walls.

We consider diffusion coefficients \( D_+ = 1.28 \times 10^{-9} \text{ m}^2 \text{s}^{-1} \) for Na\(^+ \) and \( D_- = 1.77 \times 10^{-9} \text{ m}^2 \text{s}^{-1} \) for Cl\(^- \). These values were obtained for ions at infinite dilution and room temperature by MD simulations with an explicit solvent (SPC/E water model)\(^{115} \). The overdamped Langevin equation (1) is solved numerically using the LAMMPS simulation package\(^{116} \), adapted with the overdamped BAOB integrator\(^{117} \). The interactions of the ions with the walls are given by Eqs. (6), (7) and (8) with \( \varepsilon_w = 3 \text{ Å} \), and \( \varepsilon_w = 0.1 \text{ kcal.mol}^{-1} \) corresponding to \( b \varepsilon_w \approx 0.17 \) or 0.5 at \( T = 300 \text{ K} \) (see Fig. 2). For the WCA interactions between ions, we use \( \sigma_{\text{Na}} = 3 \text{ Å} \) (resp. \( \sigma_{\text{Cl}} = 3 \text{ Å} \)) and \( \varepsilon_{\text{Na}} = 0.1 \text{ kcal.mol}^{-1} \) (resp. \( \varepsilon_{\text{Cl}} = 0.1 \text{ kcal.mol}^{-1} \)), with the Lorentz-Berthelot mixing rule to compute the interactions between Na\(^+ \) and Cl\(^- \). Long-range electrostatic interactions are computed with the P3M algorithm, using a cutoff of 15 Å for the real-space part and a slab correction (with an equivalent system width of 3\( L_z \) including the empty slab) to model a system with periodicity in the \( \hat{x} \) and \( \hat{y} \) directions only\(^{118} \). Note that this treatment of electrostatic interactions only applies to the special case where there is no dielectric jump between the confined liquid and the surrounding medium (see Section II A).

For equilibrium simulations, we use a time step \( \delta t = 50 \text{ fs} \), except for the electrolyte with the largest salt concentration \( \left( C_i = 0.8 \text{ M} \right) \) for which we use \( \delta t = 25 \text{ fs} \). The total length of the trajectory is \( T_{\text{tot}} = 50 \mu \text{s} \), except for the same system \( (T_{\text{tot}} = 25 \mu \text{s}) \) and in the case of ideal particles with the most attractive walls \( (T_{\text{tot}} = 100 \mu \text{s}) \). For each simulation, the trajectory is divided into \( N_{\text{blocks}} = 100 \) blocks (200 for the most attractive walls) on which the properties such as time-correlation functions or their Fourier transforms are computed. The reported results and uncertainties correspond to the average and the 95% confidence interval computed using the standard deviation among blocks, respectively. The length of each block (500 ns for most systems, 250 ns for ideal particles with the most attractive walls) is much longer than all the correlation times in the various systems, so that the blocks can be considered as statistically independent from each other.

<table>
<thead>
<tr>
<th>System</th>
<th>Ion pairs N</th>
<th>( L_{\text{box}} ) (Å)</th>
<th>( L ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rep. walls</td>
<td>200</td>
<td>40 [20, 16, 12]</td>
<td></td>
</tr>
<tr>
<td>Attr. walls</td>
<td>200</td>
<td>40 [20, 20]</td>
<td></td>
</tr>
<tr>
<td>Electrolyte I</td>
<td>(30, 60, 120, 240, 480)</td>
<td>100 [100]</td>
<td></td>
</tr>
<tr>
<td>Electrolyte II</td>
<td>(20, 45, 90, 180, 360)</td>
<td>200 [35]</td>
<td></td>
</tr>
<tr>
<td>Electrolyte III</td>
<td>(45, 90, 180)</td>
<td>800 [35]</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I.** Simulated systems. In the first two cases, the ions are treated as ideal particles and their interactions with the walls can be repulsive (Eq. (8)) or attractive (Eq. (7)). In the last three cases ("Electrolytes"), ions interact with each other via WCA and electrostatic interactions (see Eq. (3)) and repulsively with the walls.
For each block, the real part of the frequency-dependent conductivity is computed using a non-uniform sampling of the current ACF and numerical integration of Eq. (13) using the trapezoidal rule for the considered frequencies. Specifically, the short-time behavior of the ACF (for \( t < 100 \) ps) is estimated from the first 2000 steps of each block with the current evaluated at every step, while the rest of the ACF is estimated from samples of the current every 100 time steps over the whole block.

Nonequilibrium simulations are performed with repulsive walls separated by \( L = 20 \) Å with 200 pairs of particles (first entry of Table I) and in the presence of a field \( E(t) = E_0 \sin(\omega t) \), using a time step \( \delta t = 50 \) fs, with a total trajectory length \( T_{tot} = 1 \) µs. The results presented in Fig. 3 are obtained for field magnitudes \( E_0 \in \{0.001, 0.01, 0.1\} \) V/Å and frequencies \( \omega/2\pi \in \{2, 4, 8\} \times 10^{-1,0,1} \) GHz. While the largest field considered is beyond what could be sustained by real water, it remains interesting to include it in the discussion of the various regimes that may arise upon increasing the external driving. For the results presented in Fig. 4, the magnitudes and frequencies are \( E_0 = 2^{p} 10^{-2} \) V/Å with \( p \in \{-3, -2, ..., 9, 10\} \) and \( \omega/2\pi \in \{1, 4\} \times 10^{-1,0,1,2} \) GHz. In such nonequilibrium simulations, we monitor the nonequilibrium current \( J_{el}(t) \) in the stationary regime, which is reached after a transient regime that depends on \( E_0 \) and \( \omega \) but is shorter than 10 periods \( T = 2\pi/\omega \) of the field in all cases. We therefore discard the first 10 periods of the signal and the results are averaged over the \( T_{tot}/\omega/2\pi - 10 \) remaining periods (90 periods for the smallest frequency).

III. RESULTS

We first discuss generic features of the field- and frequency-dependence of the response to an applied electric field for a confined electrolyte, for ideal particles confined between repulsive walls, with a fixed distance \( L \) between the latter in Section III A. We then consider the effects of confinement and adsorption on the walls in Sections III B and III C, respectively. Finally, we discuss the effects of ion-ion interactions in Section III D.

A. Ideal particles: field- and frequency-dependent response

We first consider the simplest case of ideal particles confined between repulsive walls (system I in Table I) for a fixed distance \( L = 20 \) Å. Fig. 3 shows the electric current \( J_{el}(t) \) defined in Eq. (9), in the stationary regime of nonequilibrium BD simulations with various magnitudes \( E_0 \) and frequencies \( \omega \) of the applied electric field (see Eq. (2)). Results are shown for 3 values of \( E_0 \) as a function of \( \omega t \) to compare the currents over a single period, and normalized by the maximal current for ideal particles in the absence of confinement by the walls (bulk case), \( V\sigma^{NE}E_0 \). The figure also shows (dashed lines) the time-dependent current in that case, \( J_{el}^{NE}(t) = V\sigma^{NE}E(t) \).

Let us first consider panel 3a, for the largest considered field \( (E_0 = 10^{-1} \) V/Å). For high frequencies, the current almost exactly follows the result corresponding to unconfined electrolytes. For low frequencies, the current first follows the same trend, but then reaches an extremum and decays to zero within each half-period. Upon decreasing the frequency, the maximum current \( J_{max} \) decreases and this maximum is reached after a characteristic time \( t_{max} \) occurring earlier within the period (see Appendix C for a more detailed discussion).
As the magnitude of the field decreases (panels 3b and 3c for $E_0 = 10^{-2}$ and $10^{-3}$ V/Å, respectively), for a given frequency, the deviations from the ideal response $I^{\text{NE}}_{\omega}(t) = V \sigma^{\text{NE}} \dot{E}(t)$ are less pronounced, and the uncertainty on the stationary current increases (for the fixed trajectory length considered here). The latter observation indicates that it is difficult to obtain the frequency-dependent conductivity of the system by considering numerically the limit $E_0 \to 0$ in Eq. (11).

From the definition Eq. (9) of $J_0(t)$, it immediately follows that the deviations from the ideal current are due to the forces experienced by the particles other than the effect of the applied electric field, which in the present case are limited to the short-range repulsive forces exerted by the confining walls. One should then consider two time scales, corresponding to the diffusion and migration of the particles over the relevant characteristic distance between the walls ($L$, discussed below), namely

$$\tau_{\text{diff}} = \frac{L^2}{\pi^2 D} \quad (16)$$

and

$$\tau_E = \frac{L}{\beta e D E_0} \quad (17)$$

where for simplicity we consider the same diffusion coefficient $D$ for cations and anions, with charges $q_i = \pm e$.

A systematic investigation of the deviations from the ideal response is shown in the frequency domain in Fig. 4, which reports the field- and frequency-dependent conductivity $\sigma(E_0, \omega)$ (see Eq. (15)) for ideal particles confined between repulsive walls separated by a distance $L = 20 \, \text{Å}$. The ideal behavior, corresponding to $\sigma(E_0, \omega) \approx \sigma^{\text{NE}}$, is always recovered at high frequency. In contrast, at low frequency the effect of the confining walls manifests itself as $\sigma(E_0, \omega) \approx 0$. The transition between the two regimes depends on the magnitude of the applied field. For sufficiently large fields, the migration of the ions over the pore width occurs fast with respect to their diffusion ($\tau_E \ll \tau_{\text{diff}}$) and deviations of the ideal response are observed when a significant fraction of the particles reaches the walls within the period, i.e. $\omega \tau_E < 1$. In the opposite limit where the motion of ions is dominated by diffusion, the transition occurs when the latter process is sufficiently fast to homogenize the system within a period of the field, i.e. $\omega \tau_{\text{diff}} < 1$.

Further discussion of the nonlinear response in the high-field regime is provided in Appendix C, which confirms that the main origin of the nonlinearity is the fact that the ions reach the walls within the (half-)period of the applied field.

We now investigate in more detail the linear response obtained in the limit of vanishing fields (see Eq. (11)), i.e. $\tau_{\text{diff}} / \tau_E \to 0$, and characterized by the (field-independent and) frequency-dependent conductivity $\sigma(\omega)$. Fig. 5a compares the results obtained over the whole frequency spectrum from equilibrium BD simulations, using Eq. (13), for ideal particles confined between repulsive walls separated by a distance $L = 20 \, \text{Å}$, to $\sigma(E_0, \omega)$ from nonequilibrium simulations with several fields, corresponding to various values of $\tau_{\text{diff}} / \tau_E$, and selected frequencies, as well as to the results obtained by solving the Fokker-Planck equation in the absence of an applied field (see Appendix B).

The predictions from equilibrium simulations using linear response theory (blue line) are in excellent agreement with the solution of the FP equation in the absence of applied field (dashed line) over the whole frequency range. This validates the use of the Green–Kubo expression for BD simulations, Eq. (13). The uncertainty obtained with this method grows at lower frequencies, due to the finite length of the trajectories. Both results are also consistent with the results from nonequilibrium simulations with small applied fields, as expected. However, the latter have to be determined separately for each frequency, whereas the equilibrium routes provides $\sigma(\omega)$ for all frequencies from a single simulation. In addition, the uncertainty on the results grows as the magnitude of the field decreases (as already observed for the stationary current in Fig. 3). Finally, we note that the nonequilibrium route to $\sigma(\omega)$ requires simulations with several fields to ensure that one is in the linear response regime. It allows considering the response of the system beyond this regime, as illustrated with the results for the larger fields. The latter show that the transition between the confined regime at low frequency and the ideal response at high frequency is shifted towards higher frequencies upon increasing the magnitude of the field, as already discussed in Fig. 4.

Fig. 5b then shows both the real (as in panel Fig. 5a) and imaginary parts of the frequency-dependent conductivity. The results from equilibrium Brownian dynamics simulations are in good agreement with the solution of the Fokker–Planck equation also for the imaginary part. The latter displays a maximum for $\omega \tau_{\text{diff}} = 1$, pointing to the role of this diffusive time scale, which will be further discussed in Section III B.
mentioned when introducing the complex conductivity (see Eq. 11), all the relevant information is encoded in either the real or imaginary part, since they are related by the Kramers-Kronig relations. However the imaginary part provides a more convenient way to define the characteristic crossover frequency as:

$$\omega^* = \arg \max_{\omega} \text{Im} \left( \tilde{\sigma}(\omega) \right).$$

(18)

In the case shown in Fig. 5b, the real and imaginary parts are approximately equal to \(\approx 0.4\sigma_{\text{NE}}\) for this frequency. As a final remark, we note that the plateau at high-frequency of the real part of the conductivity, \(\lim_{\omega \to \infty} \sigma(\omega) = \sigma_{\text{NE}}\), is a consequence of the Brownian description Eq. 1, which neglects the relaxation of velocities at short times, as discussed in Section II A. With a more realistic description of these timescales, using underdamped Langevin dynamics or molecular dynamics, one would recover the expected decay to zero of the conductivity in the limit \(\omega \to \infty\) where ions cannot follow the applied field.

B. Ideal particles: effect of confinement

FIG. 5. Frequency-dependent conductivity \(\sigma(\omega)\) (see Eq. (11)) for ideal particles confined between repulsive walls separated by a distance \(L = 20 \) Å. The results are shown normalized by the ideal conductivity \(\sigma_{\text{NE}}\) as a function of the frequency \(\omega\), scaled by the diffusion time \(\tau_{\text{diff}}\) (see Eq. (16)). (a) Results from equilibrium Brownian dynamics simulations (blue line) using Eq. (13) within linear response theory (LRT) are compared to \(\sigma(E_0, \omega)\) from nonequilibrium simulations with several fields (corresponding to various values of \(\tau_{\text{diff}}/\tau_E\)), indicated by the color) and selected frequencies (symbols). The shaded area and the error bars indicate 95% confidence intervals. Results obtained by solving the Fokker–Planck equation in the absence of an applied field (see Appendix B), are also shown (dashed lines). (b) Real (blue) and imaginary (red) parts of the frequency-dependent conductivity from equilibrium Brownian dynamics simulations (solid lines) and from the Fokker–Planck equation (dashed lines). The vertical dotted line indicates \(\omega \tau_{\text{diff}} = 1\).

FIG. 6. (a) Normalized equilibrium density profiles for 3 distances \(L\) between the repulsive walls. The simulation results (solid lines, with shaded areas indicating 95% confidence intervals, follow the Boltzmann distribution expected for ideal particles (dashed lines). The vertical dotted lines indicate the positions of the Gibbs Dividing Surfaces (see Eq. (19)); the distance between the latter defines the characteristic length \(\tilde{L}\). (b) Frequency-dependent conductivity \(\sigma(\omega)\) for the 3 distances \(L\). The results are shown normalized by the ideal conductivity \(\sigma_{\text{NE}}\) as a function of the frequency \(\omega\), scaled by the diffusion time \(\tau_{\text{diff}}\) defined from \(\tilde{L}\) in Eq. (16). The inset shows the same quantity when defining the diffusion time \(\tau'_{\text{diff}}\) using \(L\) instead of \(\tilde{L}\).

All the results presented so far correspond to a fixed distance \(L = 20 \) Å between the repulsive walls. We now consider the effect of this distance on the frequency-dependent conductivity and discuss the characteristic length \(\tilde{L}\) introduced to define the diffusion and migration time scales in Eqs. (16) and (17). Fig. 6a shows the normalized equilibrium density profiles for 3 distances \(L\) between the repulsive walls. As expected for non-interacting particles, they follow the Boltzmann distribution \(\rho(z) \propto e^{-\tilde{U}(z)}\). In the present case of short-range particle-wall repulsion, this leads to a flat profile except near the wall, where the density decays to zero over a typical distance \(\sim \sigma_w\) (see Eqs. (7) and (8)). For such smooth
density profiles, an equivalent sharp interface between a homogeneous region with bulk density $\rho_b$ and an empty region inside the wall can be defined as the Gibbs Dividing Surface (GDS), at the position $z_{\text{GDS}}^+$ such that (for the left interface in the region $z < 0$, and a similar definition of $z_{\text{GDS}}^+$ for the other interface):

$$\int_{-\infty}^{z_{\text{GDS}}^+} \rho(z) \, dz = \int_{z_{\text{GDS}}^-}^{0} [\rho_b - \rho(z)] \, dz. \quad (19)$$

These positions are indicated as vertical dotted lines in Fig. 6a. The width of the region occupied by the fluid, which defines the characteristic confining length is then the distance between these two interfaces, i.e.

$$L = z_{\text{GDS}}^+ - z_{\text{GDS}}^- \quad (20)$$

In practice, we find numerically that for the considered repulsive wall this is well approximated by $L \approx L - 1.7 \sigma_w$. In order to illustrate the relevance of Eq. (20) to define the characteristic times in Eqs. (16) and (17), we show in panel 6b the frequency-dependent conductivity for 3 distances between walls, as a function of the frequency scaled by $\tau_{\text{diff}}$. This scaling perfectly captures the effect of confinement, while it is not the case if $L$ is used instead of $L$ to define the diffusion time, as illustrated in the inset.

C. Ideal particles: effect of adsorption

The effect of adsorption on the frequency-dependent conductivity is explored by considering the 3 particle-wall interaction potentials illustrated in Fig. 2, for a fixed distance between the walls $L = 20 \text{ Å}$: repulsive with $\beta \varepsilon_w = 0.17$, attractive with $\beta \varepsilon_w = 0.17$ and attractive with $\beta \varepsilon_w = 0.50$ (see Eqs. (7) and (8)). The first case corresponds to the one discussed in sections IIIA and IIIB and serves as a reference. Fig. 7a shows the normalized equilibrium density profiles, which follow the Boltzmann distribution $\rho(z) \propto e^{-\beta U(z)}$, as expected for ideal particles. Upon introducing short-range attraction to the wall, one observes the desired adsorption of particles with peaks in the density near the surfaces, which grow with increasing $\beta \varepsilon_w$.

Fig. 7b then reports the corresponding frequency-dependent conductivity. The simulation results (solid lines), are in good agreement with the numerical solution of the Fokker–Planck equation for ideal particles (dashed lines). While adsorption does not change the limits of vanishing conductivity for $\omega \to 0$ (due to confinement by the walls) and of ideal conductivity for $\omega \to \infty$ (when the driving oscillates too fast to feel the presence of the walls), it does change the cross-over between these limits. On the one hand, the frequency at which $\sigma(\omega)$ starts increasing is shifted towards lower values of $\omega$. On the other hand, the regime of ideal conductivity is reached for higher frequencies. These observations, which are also visible in the imaginary part of the frequency-dependent conductivity (insert of panel Fig. 7b) indicate that adsorption results in both slower and faster equilibrium current fluctuations than with repulsive walls. Without entering into a systematic analysis of the combined effects of the attraction strength $\beta \varepsilon_w$ and the distance between walls $L$, which is out of the scope of the present work, one can identify the faster process as the diffusion within the potential wells at the surface and the slower one as the diffusion between the two potential wells. These results confirm the possibility to use the frequency-dependent conductivity as a probe of adsorption on surfaces – and the relevance of BD simulations to analyze it.

D. Electrolytes: effect of ion-ion interactions

In the previous sections IIIA to IIIC, the particles interacted only with the confining walls and the external fields, but not between themselves. A more realistic model of electrolyte solutions requires taking into account the long range electrostatic interactions between ions, as well as short-range
repulsion preventing in particular the collapse of oppositely charged ions. Here, we explore the effect of such ion-ion interactions (see Eq. (3)) on the frequency-dependent conductivity \( \sigma(\omega) \), and consider the role of the salt concentration \( C_s \) and the effective distance \( \tilde{L} \) between the walls.

In the bulk, the mean-field Debye–Hückel theory of electrolytes, valid for sufficiently low concentrations, results in the well-known picture of an ionic cloud around each ion. The electrostatic potential and ionic concentrations decay as \( e^{-r/l_\mathrm{D}}/r \), with \( r \) the distance from the ion and the Debye screening length

\[
\lambda_D = \left( 4\pi l_B \sum_\alpha c_\alpha Z_\alpha^2 \right)^{-1/2},
\]

where the sum runs over species \( \alpha \) with concentrations \( c_\alpha \) and with the Bjerrum length \( l_B = e^2/4\pi\varepsilon_0\varepsilon k_B T \). In the present case of a 1:1 electrolyte, this reduces to \( \lambda_D = 1/\sqrt{8\pi l_B C_s} \). In addition, charge fluctuations are predicted to relax over a typical timescale called the Debye time

\[
\tau_{\text{Debye}} = \left( 4\pi l_B \sum_\alpha c_\alpha Z_\alpha^2 D_\alpha \right)^{-1},
\]

which simplifies to \( \tau_{\text{Debye}} = \lambda_D^2/D \) when cations and anions have the same diffusion coefficient \( D \). In the following, we will compare the numerical results to this simpler estimate using the average diffusion coefficient \( D = (D_+ + D_-)/2 \), i.e. neglect the higher-order effect of the transient internal field induced by different diffusivities and leading to the coupled diffusion of both ions (Nernst–Hartley equation)\(^{119}\). While many features of the ionic dynamics are overall preserved for unequal diffusion coefficients (see e.g. Ref. 120 for an illustration on the charging dynamics of nanocapacitors), dramatic effects have been reported for bulk electrolytes under large AC fields\(^{121}\).

The situation is expected to be more complex under confinement, as discussed in particular by Bazant \textit{et al.} for the charging dynamics of a nanocapacitor\(^{58}\). In the linear response regime and in the limit of thin electric double layers (\( \lambda_D \ll \tilde{L} \)), they confirmed the previously reported results\(^{122,124}\) of \( \tau_{\text{RC}} = \lambda_D \tilde{L}/2D \), which corresponds to the characteristic time of an \( RC \) circuit with capacitance predicted by Debye–Hückel theory and resistance corresponding to the Nernst–Einstein conductivity (Eq. (10)). They further provided the leading correction in terms of the ratio between the Debye length and inter-electrode distance (\( \tilde{L} \) in the present work, instead of \( 2\tilde{L} \) in Ref. 58).

Fig. 8 reports the frequency-dependent conductivity \( \sigma(\omega) \) normalized by the ideal conductivity \( \sigma_{\text{NE}} \) for a fixed distance \( L = 100 \text{ Å} \) and 5 salt concentrations \( C_s \) (see “Electrolyte I” in Table I), corresponding to the limit of thin electric double layers (\( \lambda_D \ll \tilde{L} \)). The shape of the curves is similar to the case of ideal particles, with a crossover from a vanishing conductivity regime at low frequency (due to confinement) to an ideal conductivity regime at high frequency. Compared to the previous case of noninteracting particles, the transition occurs for \( \omega \tau_{\text{Debye}} \approx 1 \) for all concentrations (with the crossover frequency defined by Eq. (18), even though we do not report the imaginary part in Fig. 8), i.e. the relevant time scale is now the Debye relaxation time \( \tau_{\text{Debye}} \). The latter captures the dependence on the concentration, illustrated in the inset which reports the same results as a function of the frequency scaled by the diffusion time \( \tau_{\text{diff}} \).

---

**Fig. 8.** Frequency-dependent conductivity \( \sigma(\omega) \) normalized by the ideal conductivity \( \sigma_{\text{NE}} \) for a fixed distance \( L = 100 \text{ Å} \) between the walls and 5 salt concentrations \( C_s \) (see “Electrolyte I” in Table I). These conditions correspond to the limit of thin electric double layers (\( \lambda_D \ll \tilde{L} \)). The frequency is scaled by the Debye time \( \tau_{\text{Debye}} \) (with the dotted vertical line indicating \( \omega \tau_{\text{Debye}} = 1 \)). The inset shows the same results as a function of the frequency scaled by the diffusion time \( \tau_{\text{diff}} \) (with the dotted vertical line indicating \( \omega \tau_{\text{diff}} = 1 \)).

---

**Fig. 9.** Frequency-dependent conductivity \( \sigma(\omega) \) normalized by the ideal conductivity \( \sigma_{\text{NE}} \) for a wide range of concentrations and several distances between the walls (see Table I for the definition of the systems labeled I, II and III). The results are shown as a function of the frequency scaled by the Debye time \( \tau_{\text{Debye}} \) and colored according to the ratio \( \pi \lambda_D / \tilde{L} \), with \( \lambda_D \) the Debye length. The vertical dotted line indicates \( \omega \tau_{\text{Debye}} = 1 \), which corresponds to the crossover between low and high frequency regimes in the limit \( \pi \lambda_D / \tilde{L} \ll 1 \).

---

Fig. 9 summarizes the results for all the considered electrolyte systems (see Table I) covering a wide range of salt concentrations \( C_s \) and several distances \( L \) between the walls. The frequency-dependent conductivity is shown as a function of the frequency scaled by the Debye time \( \tau_{\text{Debye}} \) and colored according to the ratio \( \pi \lambda_D / \tilde{L} \), with \( \lambda_D \) the Debye length. The
results for the systems labeled with I, where $\pi \lambda_D / \bar{L} \ll 1$, are the same as in Fig. 8, with a transition between the low and high conductivity regimes for $\omega^* \tau_{Debye} \approx 1$. Fig. 9 shows that beyond the limit of thin double layers, the crossover is not simply governed by the Debye relaxation time.

![Graph showing crossover frequency $\omega^*$ defined by Eq. 18, scaled by the Debye time $\tau_{Debye}$ as a function of the ratio $\pi \lambda_D / \bar{L}$ between the relevant length scales for electrostatic screening ($\lambda_D$) and diffusion ($\bar{L} / \pi$), for a wide range of concentrations $C_i$ and several distances $L$ between the walls. The red solid line corresponds to $\omega^* = 1 / \tau_{Bazant}$ using Eq. (23) (from the results of Ref. 58), while the two dotted lines indicate the scalings expected for small and large values of $\pi \lambda_D / \bar{L}$.](image)

A quantitative analysis of the crossover frequency is provided in Fig. 10, which shows $\omega^*$, defined by Eq. (18), scaled by the Debye time, as a function of the ratio $\pi \lambda_D / \bar{L}$ between the relevant length scales for electrostatic screening ($\lambda_D$) and diffusion ($\bar{L} / \pi$), for all the considered systems. In the thin double-layer limit ($\pi \lambda_D / \bar{L} \ll 1$), $\omega^* \tau_{Debye} \approx 1$. For larger values of the ratio $\pi \lambda_D / \bar{L}$, the transition depends not only on the bulk relaxation time but also on the confining distance $L$. For $\pi \lambda_D / \bar{L} \gg 1$, the quadratic scaling of $\omega^* \tau_{Debye}$ with $\pi \lambda_D / \bar{L}$ shows that the transition between low and high conductivity regimes occurs for $\omega^* \sim 1 / \tau_{diff}$. In this limit, the Debye length is much larger than the confining distance and the relevant process for charge transport is the diffusion of ions between the walls. The crossover between two regimes occurs for $\pi \lambda_D / \bar{L} \approx 1$, as expected.

Interestingly, all our numerical results are very well described by an analytical prediction (also shown in Fig. 10) following from the work of Bazant et al. who solved the Poisson–Nernst–Planck (PNP) equation to analyze the charge dynamics in a capacitor. Here, we do not consider the response of an electrolyte confined between metallic electrodes to a voltage step, but rather the response to an applied electric field, which corresponds to boundary conditions of fixed surface charge rather than surface potential. In the linear response regime, to which this section is restricted, the conductivity corresponds to the fluctuations of the current under conditions of vanishing applied field, hence vanishing surface charge. This case can be recovered in Ref. 58 by considering the limit $\delta \to \infty$ in their result Eq. (50) for the time scale characterizing the total charge in a half-cell. Indeed, while the effective thickness $\lambda_S$ introduced in the electrostatic boundary conditions (Eq. (14) in Ref. 58) has a different interpretation in their work, the limit $\lambda_S \to \infty$ amounts to imposing a zero electric field at the surface of the solid. Using the notation of the present work for the distance between the walls ($L$ instead of $2L$), and scaling the characteristic time defined in Eq. (50) of Ref. 58 by the Debye relaxation time (instead of the $RC$ time), one obtains in this limit:

$$\frac{\tau_{Bazant}}{\tau_{Debye}} = 1 - \frac{L}{4\lambda_D} \coth \frac{L}{4\lambda_D} \sech \frac{L}{2\lambda_D}. \quad (23)$$

The solid line in Fig. 10 corresponds to the assumption $\omega^* = 1 / \tau_{Bazant}$, which is in excellent agreement with the simulation results. One recovers in particular the two limiting regimes, $\tau_{Bazant} \sim \tau_{Debye}$ and $\tau_{Bazant} \sim \frac{48}{\pi^2} \tau_{diff} \approx 0.97 \tau_{diff}$ for small and large values of $\pi \lambda_D / \bar{L}$, respectively. In the intermediate region, $\tau_{Bazant}$ is close to $\tau_{RC}$, but the corresponding range of $\pi \lambda_D / \bar{L}$ is rather limited. The time scale in Eq. (23) corresponds to the dynamics of the total charge of the half-cell, but other time scales could be determined in Ref. 58, such as for the local charge density of the electrolyte at the surface of the electrodes. The good agreement between our results for the crossover frequency and the former time (instead of the latter or other measures of the charge dynamics) suggests that the evolution of the total charge of a half-pore better reflects the slower fluctuations of the total ionic current.

The shape of $\sigma(\omega)$ depends on the functional form of the current ACF (see Eq. (13)): A mono-exponential decay results in a Lorentzian function for the frequency-dependent conductivity, but the current ACF may display more complex features, such as several exponential modes with different weights. Another, somewhat more surprising observation is that the simulation results are well described by the mean-field PNP equation even for concentrations as high as 0.8 M. At such concentrations, this theory is not expected to be accurate, as for example the Debye screening length becomes comparable to the size of ions and water molecules, which questions the validity of continuous descriptions. Nevertheless, the above discussion further supports the relevance of the present approach to predict the frequency-dependent conductivity from current fluctuations in Brownian dynamics simulation.

### IV. CONCLUSION

Using Brownian dynamics simulations, we investigated the effects of confinement, adsorption on surfaces and ion interactions on the response of electrolyte solutions confined between parallel walls to oscillating electric fields. The frequency-dependent conductivity characterizing the linear response always decays from a bulk-like behavior at high frequency to a vanishing conductivity at low frequency due to the confinement of the charge carriers by the walls. We discussed the characteristic features of the crossover between the two regimes, most importantly how the crossover frequency depends on the confining distance and the salt concentration, and...
the fact that adsorption on the walls may lead to significant changes in both the high- and low-frequency regions. Conversely, our results illustrate the possibility to obtain information on diffusion between the walls, charge relaxation and adsorption on the walls, by analyzing the frequency-dependent conductivity. The interplay between adsorption on the walls and ion-ion interactions, which were considered separately in the present work, will be of particular interest.

We obtained the frequency-dependent conductivity from the equilibrium fluctuations of the electric current, using the Green–Kubo relation appropriate for overdamped dynamics, which differs from the standard one for Newtonian or underdamped Langevin dynamics. This expression (Eq. (13)) highlights the contributions of the underlying Brownian fluctuations and of the interactions of the particles between them and with external potentials (here, confining walls). While already known in the literature, the practical use of this relation seems very limited to date, beyond the static limit \( \omega \to 0 \) to determine the effective diffusion coefficient or the static conductivity. We hope that the present work will motivate readers to consider it to investigate the response of other Brownian systems to various time- or space-dependent external drivings, e.g. to determine transport coefficients from equilibrium simulations along the lines developed in Ref. 125 for heat conductivity, or the frequency-dependent response of soft matter systems to magnetic fields. 126

As a natural extension of this case of insulating walls, one might for example consider the dynamics of a Brownian electrolyte between metallic walls (see Ref. 127 for static properties), or more generally the effect of dielectric jumps between the confined liquid and the surrounding media. In addition, future studies should also assess the effect of the coupling of ions with hydrodynamic flows, which was not considered in this work. In particular, the conductivity in the directions parallel to the surfaces (not discussed here) may deviate more significantly from the bulk response.

The nonequilibrium response further allows to investigate the transition from linear to nonlinear regimes upon increasing the magnitude of the electric field. Even though we did not explore this regime in the case of interacting particles, previous work has shown the variety of behaviors that can arise by driving Brownian particles in opposite directions 128,129, from charge correlations and hydrodynamic interactions in confined electrolytes under strong electric fields (see e.g. Ref. 78), or when the central region of the liquid becomes depleted from ions due to their migration towards the walls. 58 Compared to the Green–Kubo approach for the linear response, which provides the full frequency spectrum from equilibrium fluctuations, the nonequilibrium study requires running a simulation for each frequency. For a more efficient investigation of the nonlinear regime, it might be possible to take advantage of the recent developments based on large deviation theory, to predict the response far from equilibrium from the fluctuations in nonequilibrium steady-states. 130,131

**Appendix A: Green–Kubo formula for Brownian dynamics**

We provide in this appendix a derivation of Eq. (13), already obtained by Felderhof and Jones in Ref. 79, using arguments similar to those in Ref. 82. The basic idea is to write out the perturbation of the probability distribution of the system (described by the positions \( \mathbf{R} = \{ \mathbf{r}_i \}_{i=1,2N} \) corresponding to the trajectories of ions following Eq. (1)), which determines the linear response of the electric current introduced in Eq. (9):

\[
J_{el}(\mathbf{R}, t) = \sum_i \beta D_i q_i F_{i,z}(\mathbf{R}, t) = \sum_i \beta D_i q_i F_{i,z}^0(\mathbf{R}) + E_0 \sin(\omega t) \beta \sum_i D_i q_i^2 = J_{el}^0(\mathbf{R}) + E_0 \sin(\omega t) \beta \sum_i D_i q_i^2,
\]

where we denote by \( J_{el}^0 \) the forces for the system in the equilibrium situation \( E_0 = 0 \), and introduced the corresponding current \( J_{el}^0 \).

For a given strength of the external field \( E_0 \), the stationary probability distribution \( \rho_{E_0}(\mathbf{R}, t) \) corresponds to a periodic cycle which has the same period as the external forcing. In particular, \( \rho_{E_0}(\mathbf{R}, t) = \rho_{E_0}(\mathbf{R}, 0) \). The space-time probability distribution satisfies the following Fokker–Planck equation with periodic boundary conditions in time:

\[
\left[ -\partial_t + \mathcal{L}^\omega_{eq} + E_0 \sin(\omega t) \mathcal{L}^\omega_{pert} \right] \rho_{E_0}(\mathbf{R}, t) = 0,
\]

where

\[
\mathcal{L}^\omega_{eq} = \sum_i D_i (\beta F_{i,z}^0(\mathbf{R}) \partial_{q_i} + \Delta_{q_i}), \quad \mathcal{L}^\omega_{pert} = \beta \sum_i D_i q_i \partial_{q_i},
\]

are respectively the generator of the equilibrium dynamics and the generator of the external perturbation, with adjoints

\[
\mathcal{L}^\omega_{eq}^\dagger f = \sum_i D_i (\Delta_{q_i} f - \beta \partial_{q_i} [F_{i,z}^0 f]), \quad \mathcal{L}^\omega_{pert}^\dagger = -\mathcal{L}^\omega_{pert}.
\]

In the absence of external field, the equilibrium distribution \( \rho_0(\mathbf{R}) \) does not depend on time and satisfies Eq. (A2) for \( E_0 = 0 \). We write \( \rho_0(\mathbf{R}) = e^{-\beta \mathcal{H}(\mathbf{R})} \), where \( \mathcal{H} \) is the potential energy function of the system (shifted in order to incorporate the normalization that the probability measure should sum to 1), so that \( F^0 = -\nabla_{q_i} \mathcal{H} \).

Linear response theory corresponds to identifying the leading order term \( v_1(\mathbf{R}, t) \) in the expansion of \( \rho_{E_0}(\mathbf{R}, t) \) in powers of \( E_0 \):

\[
\rho_{E_0}(\mathbf{R}, t) = \rho_0(\mathbf{R}) + E_0 v_1(\mathbf{R}, t) + E_0^2 v_2(\mathbf{R}, t) + O(E_0^3) \quad (A5)
\]

Upon identifying terms with the same powers of \( E_0 \) in Eq. (A2), the first non-trivial condition reads

\[
( -\partial_t + \mathcal{L}^\omega_{eq}^\dagger ) v_1(\mathbf{R}, t) = -\sin(\omega t) \mathcal{L}^\omega_{pert} \rho_0(\mathbf{R}). \quad (A6)
\]

Given that \( v_1 \) is real valued, and that the time dependence of the right hand side of the previous equation involves...
only $e^{\pm i \omega \tau}$, and in fact Im$(e^{i \omega \tau})$, we look for a solution of the form
\[ v_1(R, t) = \text{Im} \left( \tilde{v}_1(R) e^{i \omega \tau} \right). \] (A7)
The function $\tilde{v}_1$ satisfies
\[ (-i \omega + \mathcal{L}^\tau_{\text{eq}}) \tilde{v}_1(R) = -\mathcal{L}^\tau_{\text{pert}} \rho_0(R). \] (A8)
A simple computation shows that the right hand side is equal to $\beta J_{\text{el}}^0 \rho_0$. Therefore,
\[ \tilde{v}_1 = -\beta (i \omega - \mathcal{L}^\tau_{\text{eq}})^{-1} (J_{\text{el}}^0 \rho_0). \] (A9)
The function $\tilde{v}_1$ is well defined as it can be shown, similarly to what is done in Ref. 82, that the operator $i \omega - \mathcal{L}^\tau_{\text{eq}}$ can be inverted on spaces of functions with average 0 (which is the case here for the function $J_{\text{el}}^0 \rho_0$), while the adjoint operator $i \omega - \mathcal{L}^\tau_{\text{eq}}$ can be inverted on spaces of functions with average 0 with respect to $\rho_0$.

The linear response of a real valued observable $\theta$ with average 0 with respect to $\rho_0$ is
\[ \int \theta(R) v_1(R, t) dR = \text{Im} \left( s_\theta(\omega) e^{i \omega \tau} \right), \] (A10)
where, using (A9) and performing an integration by part in order to let the operator act on $\theta$,
\[ s_\theta(\omega) = \int \theta(R) \tilde{v}_1(R, t) dR = -\beta \int \theta(R) \left[ (i \omega - \mathcal{L}^\tau_{\text{eq}})^{-1} (J_{\text{el}}^0 \rho_0) \right](R) dR \]
\[ = -\beta \int \left[ (i \omega - \mathcal{L}^\tau_{\text{eq}})^{-1} \theta \right](R) J_{\text{el}}^0(R) \rho_0(R) dR. \] (A11)
Since $e^{\tau \mathcal{L}_{\text{eq}}} \to 0$ as $\tau \to +\infty$ on spaces of functions with average 0 with respect to $\rho_0$, it holds
\[ (i \omega - \mathcal{L}^\tau_{\text{eq}}) \int_0^{+\infty} e^{-i \omega \tau} e^{\tau \mathcal{L}_{\text{eq}}} d\tau = \int_0^{+\infty} d\tau \left[ e^{-i \omega \tau} e^{\mathcal{L}_{\text{eq}}} \right] d\tau = \text{Id}. \] (A12)
This leads to the following operator identity on functions with average 0 with respect to $\rho_0$:
\[ (i \omega - \mathcal{L}^\tau_{\text{eq}})^{-1} = \int_0^{+\infty} e^{-i \omega \tau} e^{\mathcal{L}_{\text{eq}}} d\tau. \] (A13)
Therefore,
\[ s_\theta(\omega) = -\beta \int \int_0^{+\infty} e^{-i \omega \tau} \left( e^{\mathcal{L}_{\text{eq}}} \theta \right) \left( \mathcal{L}_{\text{eq}} J_{\text{el}}^0(R) \rho_0(R) dR \right) \int_0^{+\infty} e^{-i \omega \tau} \left( \theta(R) J_{\text{el}}^0(R) \rho_0(R) \right) dR \]
\[ = -\beta \int \int_0^{+\infty} e^{-i \omega \tau} \left( \theta(R) J_{\text{el}}^0(R) \rho_0(R) \right) dR \] (A14)
where
\[ \langle \theta(\tau) J_{\text{el}}^0(0) \rangle_0 = \int \left( e^{\mathcal{L}_{\text{eq}}} \theta \right) \left( \mathcal{L}_{\text{eq}} J_{\text{el}}^0(R) \rho_0(R) dR \right) \] (A15)
is the correlation function between $\theta$ and $J_{\text{el}}^0$ obtained by averaging over trajectories of the equilibrium dynamics started from initial conditions distributed according to $\rho_0$.

Using the decompositions Eqs. (A1) and (A5), as well as the normalization $\int \rho_0(R) dR = 1$, we can now express the stationary current to linear order in $E_0$ as
\[ J_{\text{el}}(t) = \int J_{\text{el}}(R,t) \rho_0(R,t) dR \]
\[ = \int J_{\text{el}}^0(R) \rho_0(R) dR + E_0 \left[ \sin(\omega t) \beta \sum_i D_i \omega_i^2 \right. \]
\[ \left. + \int J_{\text{el}}^0(R,t) v_1(R,t) dR \right] + O(E_0^2). \] (A16)
The first term vanishes, while the second one can be rewritten using Eqs. (A10) to (A15) for $\theta = J_{\text{el}}^0$. One finally obtains (see Eq. (11))
\[ \lim_{E_0 \to 0} \frac{J_{\text{el}}(t)}{E_0} = \text{Im} \left( e^{i \omega t} \tilde{\sigma}(\omega) \right) \] (A17)
with an explicit expression of the complex conductivity
\[ \tilde{\sigma}(\omega) = \frac{\beta}{V} \sum_i \omega_i D_i \varphi_i \int_0^{\infty} e^{-i \omega \tau} \left( J_{\text{el}}^0(\tau) J_{\text{el}}^0(0) \right) \int_0^{\infty} e^{-i \omega \tau} \right) d\tau, \] (A18)
which completes the proof of Eq. (13).

Appendix B: Spectral resolution of the Fokker–Planck equation for ideal particles

Here, we solve the FP Eq. (A2) in the case of ideal particles in the absence of applied electric field ($E = 0$), in order to compute the expectation value of the spectral density of the current appearing in the Green–Kubo formula Eq. (13). For this simple case of ions only experiencing the force due to the confining walls, the Fokker–Planck operator Eq. (A4) is a sum of independent 1-particle operators $\mathcal{L}_{\text{eq}}^0 = \sum_{i} \mathcal{L}_{\text{eq}}^0$ with $\mathcal{L}_{\text{eq}}^0$ acting only on functions of $r_i$. Moreover, the $2N$-particle density factorizes as a product of 1-particle densities. In the geometry we consider, it is in fact sufficient to consider the 1-particle density $\rho(z, t)$ as a function of $z$ and $t$ only, and the 1-particle current in the direction $z$ perpendicular to the interface, with $J_{\text{el}}^0 = \beta D q F_z = -\beta D q U'(z)$ (see Eq. (6) for the definition of $U$). In this context, and in view of the derivation leading to (A14), the spectral density of this current can be expressed as
\[ \int_0^{\infty} \langle J_{\text{el}}^0(0) J_{\text{el}}^0(t) \rangle_0 e^{-i \omega t} dt = \int_0^{\infty} \langle J_{\text{el}}^0 e^{\mathcal{L}_{\text{eq}}^0 J_{\text{el}}^0} \rangle_0 e^{-i \omega t} dt, \]
where the scalar product is
\[ \langle f, g \rangle_0 = \int_{-L/2}^{L/2} f(z) g(z) \rho_0(z) dz, \] (B2)
and the generator of the evolution acts on functions of $z$ only:
\[ L_{\text{eq}}^0 f = D \left( \frac{\partial^2 f}{\partial z^2} - \beta(\partial_z U) \partial_z f \right). \] (B3)
This operator is endowed with non-flux boundary conditions \( \partial_z f(\pm L/2) = 0 \) at the walls. The generator is negative and symmetric for the scalar product \( \langle \cdot , \cdot \rangle_0 \), and can therefore be decomposed as

\[
L_\text{eq}^0 = -\sum_\alpha |\phi_\alpha \rangle \lambda_\alpha \langle \phi_\alpha |,
\]

with \( \lambda_\alpha \geq 0 \) and \( \phi_\alpha \) the eigenvalues and eigenvectors of \( L_\text{eq}^0 \), the eigenfunctions being normalized as \( \langle \phi_\alpha , \phi_\beta \rangle_0 = 1 \). Note that the eigenfunction associated with the smallest eigenvalue in absolute value, namely 0, is a constant function. The other eigenvalues are negative. Since \( \langle L_\text{eq}^0, 1 \rangle_0 = 0 \), we obtain, in view of an operator identity similar to (A13),

\[
\int_0^\infty \langle J_{\alpha}(0), J_{\alpha}(t) \rangle_0 e^{-i\omega t} dt = \sum_\alpha \frac{|\langle J_{\alpha}, \phi_\alpha \rangle_0|^2}{-\lambda_\alpha + i\omega}.
\]

The direct numerical diagonalization of \( L_\text{eq}^0 \) is prone to instabilities because of divergences at the boundaries that are incompatible with Neumann conditions. We circumvent this problem by a standard transformation relying on a change of unknown function. We introduce to this end the shifted potential \( \Omega(z) \) such that \( \rho_0(z) = e^{-\beta \Omega(z)} \), and write

\[
\phi_\alpha(z) = e^{i\Omega(z)/2} \psi_\alpha(z).
\]

The functions \( \psi_\alpha \) are then eigenfunctions of the stationary Schrödinger equation

\[
H \psi_\alpha = \lambda_\alpha \psi_\alpha, \quad \int \psi_\alpha^2 = 1,
\]

for a Hamiltonian with an effective potential:

\[
H = D \left( -\partial_z^2 + \beta W \right), \quad W(z) = \frac{\beta}{4} \left( \Omega''(z) \right)^2 - \frac{1}{2} \Omega''(z).
\]

Neumann boundary conditions on the eigenfunctions \( \phi_\alpha \) translate, for regular potentials, into Robin boundary conditions for \( \psi_\alpha \), namely \( \partial_z \psi_\alpha(\pm L/2) + \psi_\alpha(\pm L/2) \beta \Omega''(\pm L/2)/2 = 0 \). For singular potentials at the boundaries, these conditions simplify to Dirichlet boundary conditions \( \psi_\alpha(\pm L/2) = 0 \).

Numerically, in order to avoid instabilities in the dynamics, we consider the problem on the restricted interval \([-L/2 + 0.7 \sigma_w, L/2 - 0.7 \sigma_w]\), divided using \( N + 2 \) equally spaced points \( z_i \) with lattice spacing \( h = (L - 1.4 \sigma_w)/(N + 1) \). The values of the eigenfunctions are set to 0 at the end points of the interval, and only the values at the \( N \) interior points are sought. In this setting, the operator \( H \) is represented by the following \( N \times N \) tridiagonal matrix obtained by a central finite difference scheme for the one-dimensional Laplacian operator:

\[
H_{i,j} = -D \delta_{i+1,j} - 2\delta_{i,j} + \delta_{i-1,j} + \beta D W(z_i) \delta_{i,j},
\]

with \( \delta_{i,i} = 1 \) if \( i = j \) and 0 otherwise. This matrix is symmetric and we diagonalize it numerically using a standard NumPy linear algebra library. The output is a finite set \( \{ \lambda_\alpha, \psi_\alpha \}_{0 \leq \alpha \leq N-1} \) with ordered real eigenvalues and corresponding normalized orthonormal functions, which we use to approximate Eq. (B5). In practice, we use \( N = 3000 \) which does not differ from the result for \( N = 2000 \) or 2500 by more than 1% of the conductivity over the whole frequency range considered.

**Appendix C: Nonlinear regime**

In Section III A we examined the stationary current \( J_\alpha(t) \) in the presence of an oscillating external field \( E(t) = E_0 \sin(\omega t) \) and the conditions under which this response is nonlinear in the perturbation. In particular, we noted that for sufficiently large fields and low frequencies the current reaches a maximum \( J_{\max} \) at a finite time \( t_{\max} = T/4 \), with \( T = 2\pi/\omega \) the period of the applied field, before vanishing before \( T/2 \); a symmetric observation can be made for negative currents and fields for the second half of the period. Here we propose a simple model to analyze this nonlinear response in more detail, which we quantify by the maximum current

\[
J_{\max} = \max_{0 \leq t \leq T} \{ J_{\alpha}(t) \}
\]

and the root-mean-square current,

\[
J_{\rms} = \sqrt{\frac{2}{T} \int_0^T J_{\alpha}^2(t) dt}^{1/2}
\]

which do not only involve the response at the frequency of the applied field, in addition to the Fourier component of the current at the frequency of the applied field, \( J_\alpha \) (defined as \( J_\alpha(\omega) \) in Eq. (14)). The simulation results for these quantities are shown in Fig. 11, as a function of the inverse of the frequency scaled by the migration time \( \tau_E \). For \( \omega \tau_E \gg 1 \), all measures of the current coincide with the current for ideal particles in the absence of confinement by the walls, while for \( \omega \tau_E < 1 \) they differ (sufficiently large fields and/or sufficiently low frequencies), suggesting that the nonlinear features are related to the fact that the ions reach the walls within the period of the field.

In order to simplify the discussion, we further assume that cations and anions have the same diffusion coefficient \( D \). For large applied fields, the motion of the ions is dominated by the migration of the ions and we can neglect the effect of diffusion. For sufficiently low frequencies such that \( \tau_E < T/4 = \pi/2\omega \) (see Eq. (17)), the ions reach the walls before the applied field takes its maximum value and then do not move until the field is reversed at \( T/2 \). At the beginning of each period, the ions start moving from \( \pm L/2 \) (depending on the sign of their charge). Solving their equation of motion \( \ddot{z}_\alpha(t) = \pm \beta D e E_0 \sin(\omega t) \), we find that the time required to reach the opposite wall is

\[
t_{\max} = \frac{\arccos \left( 1 - \omega \tau_E \right)}{\omega}
\]

and that the current is maximum at that time, with

\[
J_{\max} = V \sigma_{NE} E_0 \sin(\omega t_{\max})
\]
In this high field limit, the current should then vanish abruptly until the field is reversed. Fig. 3 shows that this is not the case even for the largest applied field considered here. The continuous decay to zero after \( t_{\text{max}} \) comes from the particles that arrive late due to the dispersion of the ions arising from the thermal fluctuations (which also explains why the current is also reversed slightly before the reversal of the field). This second phase therefore depends not only on \( \tau_E \) but also on the diffusive time scale \( \tau_{\text{diff}} \). In order to make analytical predictions, we do not take this into account and simply model the rise and decay of the current as:

\[
J_{\text{el}}(t) = \begin{cases} 
J_{\text{max}} \sin \left( \frac{\pi}{2\tau_{\text{max}}} t \right), & t \in [0, 2\tau_{\text{max}}], \\
0, & t \in [2\tau_{\text{max}}, \tau/2],
\end{cases}
\]

and an opposite current for the second half-period. While this model is a rather crude approximation, it allows us to obtain analytical predictions for \( J_{\text{max}}, J_{\text{rms}} \) and \( J_{\omega} \). Specifically, we find that they can be expressed as

\[
J_{\text{max}} = V \sigma^{\text{NE}} E_0 \sqrt{1 - (1 - \omega \tau_E)^2}, \tag{C6}
\]

\[
J_{\text{rms}} = J_{\text{max}} \sqrt{2 \pi \arccos (1 - \omega \tau_E)}, \tag{C7}
\]

\[
J_{\omega} = J_{\text{max}} \frac{2 \sqrt{(1 - \omega \tau_E)^2 - (1 - \omega \tau_E)^4} \arccos (1 - \omega \tau_E)}{(\pi/2)^2 - \arccos^2 (1 - \omega \tau_E)}. \tag{C8}
\]

These predictions are also indicated in Fig. 11. The good agreement with the simulation results for the three measures of the nonlinear behavior confirms that the fact that the ions reach the wall within the period is the main origin of the latter.
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Figure (a) shows the normalized density as a function of the dimensionless distance $z / [\text{Å}]$. The graph compares two different potentials: $V^\text{rep}_w$ and $V^\text{ads}_w$. The blue line represents $V^\text{rep}_w$ with $\beta \epsilon_w = 0.17$, the orange line represents $V^\text{ads}_w$ with $\beta \epsilon_w = 0.17$, and the green line represents $V^\text{ads}_w$ with $\beta \epsilon_w = 0.50$. The normalized density is plotted on the y-axis, and the z-axis represents the dimensionless distance.
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