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Abstract

In this manuscript we consider the problem of generalized linear estimation on Gaussian mixture data with labels given by a single-index model. Our first result is a sharp asymptotic expression for the test and training errors in the high-dimensional regime. Motivated by the recent stream of results on the Gaussian universality of the test and training errors in generalized linear estimation, we ask ourselves the question: “when is a single Gaussian enough to characterize the error?”. Our formula allow us to give sharp answers to this question, both in the positive and negative directions. More precisely, we show that the sufficient conditions for Gaussian universality (or lack of thereof) crucially depend on the alignment between the target weights and the means and covariances of the mixture clusters, which we precisely quantify. In the particular case of least-squares interpolation, we prove a strong universality property of the training error, and show it follows a simple, closed-form expression. Finally, we apply our results to real datasets, clarifying some recent discussion in the literature about Gaussian universality of the errors in this context.

1 Introduction

It is commonsense in machine learning that structure in the data is an important ingredient for successful learning. Quantifying this statement, and in particular how structure in the features impact the training and generalization errors the most, is an important endeavor in the broad program of "seeing through" the modern machine learning black box. On the theoretical side, there has been some important recent progress in this direction in the context of generalized linear estimation. For instance, a recent line of work on linear regression trained on Gaussian data has shown that good generalization can arise even in the "overparametrized regime" where the training error is exactly zero [1–3]. This benign overfitting property crucially depends on the covariance structure, occurring when the signal components of the target align with a lower-dimensional of the data, leaving space for the noise to spread along the higher-dimensional orthogonal subspace [1]. Analogous conclusions hold, under similar conditions, to generalized linear tasks [4–6]. Indeed, this is only one example of many surprising insights learned from the study of generalized linear models on Gaussian data over the past few years [7–10]. Despite the seemingly constraining assumption on the distribution of the features, a recent line of work provides strong evidence for the Gaussian universality of the training and generalization errors in generalized estimation in different settings. These includes rigorous results for non-Gaussian designs [11, 12], random feature maps [13–16], neural tangent features [17], Gaussian mixtures with random labels [18], as well as extensive numerical evidence for other feature maps [15, 19] and even real datasets [19–21]. These works beg the question "when are Gaussian features a good model for learning?". Our aim is to give precise answers to this question in the context of generalized linear estimation on a popular model for multi-modal data, known to be able to approximate any distribution: the Gaussian mixture model.

1.1 Main results

Our main contributions in this work are as follows:

• Exact asymptotics of GLMs: We provide the exact asymptotic limit for the training and test errors of a generalized linear model with convex loss in high dimensions, when the data is drawn from a Gaussian mixture model with a single-index target. These asymptotics are based on the so-called replica method from statistical physics, and follow the same line as [22], which considered instead the task of learning the mixture labels.
• **Universal of training and test errors**: We provide a set of sufficient conditions on the target weights $\theta_0$ such that both the asymptotic training and test errors for a Gaussian mixture model are independent from the cluster means. In particular, these conditions are satisfied by a target whose direction is uniform on $S^{d-1}$. In the case of ridge regression, we show an even stronger result: namely, the training loss is also independent from the cluster covariances, and reduces to that of a single Gaussian with identity covariance.

• **The importance of Homoscedasticity**: In the particular case of a homoscedastic Gaussian mixture (a mixture of Gaussians that share the same covariance matrix), we further demonstrate universality results that can actually be observed on real data after a random feature map (see e.g. Fig. 1 and 2). We also unveil the universal behavior of the linear separability transition, a phenomenon studied in detail for pure Gaussian data in [10] and that appears to be universal for a homoscedastic mixture.

• **Breaking universality**: In contrast to the results of the previous paragraph, we show that there are two ways to break Gaussian universality. First, strongly heteroscedasticity can break the universal behavior. Second, in the homoscedastic case we show that the correlation between the data and the task matters: even a small correlation between the target weights and the cluster means suffice to break universality, in the sense that the asymptotic errors of a model trained in a Gaussian mixture differs from the one of a model trained on Gaussian data. Rather than the structure of the data itself, what appears to matter is thus the correlation between this structure and the task to be learned.

### 1.2 Related works

**Exact asymptotics**: An appealing feature of Gaussian data is that the asymptotic performance of different models can be sharply characterized in the proportional high-dimensional limit where $n, d \to \infty$ at fixed sample complexity $\alpha := n/d$. This is particularly the case for ridge regression, because of the close connection to a random matrix theory problem, see e.g. [2, 3, 23]. Beyond the quadratic case, there exists many asymptotic rigorous studies, for instance [24] studied M-estimators, [25] the performance of the LASSO estimator, while [19] provided a general result for convex losses and penalties with arbitrary covariances.

In the case of Gaussian mixtures, most of the effort has been geared towards classification, i.e. recovering the cluster label instead of teacher-generated ones. For binary classification, examples include [26–28], the latter of which also shows an equivalence between classification and a single-index model. In the multi-class setting, [29] studied the performance of ridge regression classifiers; the most general result in this line is [22], which considers any convex (not necessarily separable) loss.

**Gaussian universality**: Remarkably, this model is also able to capture the errors of particular classes of non-Gaussian features. This Gaussian universality property (GEP) [30] was proven to hold for generalized linear estimation with random features [13–16, 31], neural tangent features [17] and kernel features [21, 32–35]. [36] showed that Gaussian universality is preserved on the random features model when the weights are trained at order one steps, but break if an extensive number of steps are taken. Beyond the realm of theorems, [19] provided numerical evidence of Gaussian universality for a broader class of realistic features from trained neural networks. On a close line, [18] studied the Gaussian universality for pure random binary labels, which was an important source of inspiration for the present work, while [19–21, 34, 37, 38] has numerically shown that for ridge regression in particular, the Gaussian formula captured the learning curves of some simple real datasets.

### 2 Setting & motivation

Let $(x^\nu, y^\nu) \in \mathbb{R}^d \times \mathbb{Y}$ denote $\nu = 1, \ldots, n$ pairs of independently sampled training points. We shall be interested in studying the properties of generalized linear estimation $\hat{y}(x) = \hat{f}(\theta^\top x)$ with weights $\theta \in \mathbb{R}^d$ learned from the training data by minimizing the following empirical risk:

$$
\hat{R}_n^\lambda(\theta) = \frac{1}{n} \sum_{\nu=1}^n \ell\left(y^\nu, \frac{\theta^\top x^\nu}{\sqrt{d}} \right) + \lambda r(\theta)
$$

(1)

where $\ell : \mathbb{Y} \times \mathbb{R} \to \mathbb{R}_+$ is a convex loss function and $r : \mathbb{R}^d \to \mathbb{R}$ is a convex penalty. For example, this includes the particular case of ridge regression where $\ell(y, \hat{y}) = (y - \hat{y})^2$ and $r(\theta) = |\theta|^2$. The key quantities of interested in the
following will be the training and generalization error, defined as:

$$
\varepsilon_u(\hat{\theta}) = \frac{1}{n} \sum_{\nu=1}^{n} \ell \left( y^\nu, \frac{\hat{\theta}^\top x^\nu}{\sqrt{d}} \right)
$$

(2)

$$
\varepsilon_{\text{gen}}(\hat{\theta}) = \mathbb{E} \left[ g \left( y_{\text{new}}, \hat{f} \left( \frac{\hat{\theta}^\top x_{\text{new}}}{\sqrt{d}} \right) \right) \right]
$$

(3)

where $g : \mathbb{Y} \times \mathbb{R} \to \mathbb{R}_+$ is a performance metric of the choice of the statistician, not necessarily equal to the loss function $\ell(y, \hat{y})$. For example, in the case of binary classification with $\mathbb{Y} = \{-1, +1\}$, we can take $\ell(y, \hat{y}) = \log(1 + e^{-y\hat{y}})$ to be the logistic loss, while taking $g(y, \hat{y}) = 1[\hat{y} \not= y]$ to be the classification error. Note that in eq. (3) the expectation is taken over a new data pair $(x_{\text{new}}, y_{\text{new}})$ which we assume is independently drawn from the same distribution of the training data.

In particular, we will be interested in characterizing these errors under the assumption that the labels have been generated by the following target distribution:

$$
y^\nu \sim P_0 \left( \cdot \mid \frac{\theta_0^\top x^\nu}{\sqrt{d}} \right)
$$

(4)

for some fixed vector $\theta_0 \in \mathbb{R}^d$ and distribution $P_0$. A common choice for $P_0$ is $y^\nu = f_0 \left( \frac{\theta_0^\top x^\nu}{\sqrt{d}} + \xi \right)$ for additive Gaussian noise $\xi \sim \mathcal{N}(0, \Delta)$. This setting is sometimes referred to as a teacher-student setting. We will sometimes adopt this convenient terminology, refereeing to the target distribution $P_0$ as the teacher and $\theta_0 \in \mathbb{R}^d$ as the teacher weights. Similarly, we will sometimes refer to the model $\hat{y}$ as the student and $\hat{\theta} \in \mathbb{R}^d$ the student weights. We will be considering both regression $\mathbb{Y} = \mathbb{R}$ and binary classification $\mathbb{Y} = \{-1, +1\}$.

This model has been the subject of a plethora of works in the high-dimensional statistics literature over the past few years, in particular under the Gaussian design assumption:

**Model 2.1** (Gaussian covariate model). In the Gaussian covariate model (GCM), we assume the inputs are independently drawn from a Gaussian distribution:

$$
x^\nu \sim \mathcal{N} \left( \frac{\mu}{\sqrt{d}}, \Sigma \right), \quad \nu = 1, \ldots, n.
$$

(5)

We denote $\mathcal{G}_{\theta_0, \Sigma, \mu}$ the teacher-student problem under this data assumption.

A key motivation for this work is the common intuition that data from standard classification tasks such as MNIST are closer to multi-modal distributions than to a single-mode Gaussian. Therefore, in this manuscript we ask ourselves the question: “when is Gaussian data all you need?”. In particular, we focus our attention to a prototypical distribution to model multi-modal data (and a universal approximator of densities): the $K$ cluster Gaussian mixture:

**Model 2.2** (Gaussian mixture model). In the Gaussian mixture model (GMM), we assume the inputs are independently drawn from a mixture of $K$ Gaussians:

$$
x^\nu \sim \sum_{c \in \mathcal{C}} p_c \mathcal{N} \left( \frac{\mu_c}{\sqrt{d}}, \Sigma_c \right), \quad \nu = 1, \ldots, n.
$$

(6)

where $\mathcal{C} := \{1, \ldots, K\}$ is the set of possible clusters, and $p_c \in [0, 1]$ is the probability of belonging to cluster $c \in \mathcal{C}$, whose means and covariance are given by $(\mu_c, \Sigma_c)$.

We note that despite Model 2.1 being a special case $K = 1$ of Model 2.2 when the labels $y^\nu$ do not depend on the input cluster, it will be instructive to treat the $K = 1$ and $K > 1$ case as two different models.

### 3 Main theoretical results

In this section, we introduce our main theoretical results concerning universality of high-dimensional generalized linear estimation of GMMs. Our result builds on a long line of works providing an exact asymptotic characterization of empirical risk minimizers (2) on the proportional high-dimensional limit for Model 2.1 [2, 19, 23, 24]. In particular, closer to our derivation are the rigorous results in [19, 22]. We prove that the training and generalization error concentrate in high-dimensions in a deterministic expression given by the solution of a set of self-consistent equations. Then we
analyze Gaussian universality, provably characterizing a set of sufficient conditions the learning task must respect such that the test and training errors of Model 2.2 asymptotically agrees with the ones from Model 2.1.

Since we deal with sequences of random variables, we will need a rigorous definition of convergence. For two sequences of numbers \((a_n), (b_n)\), we write
\[
a_n \simeq b_n \iff \lim_{n \to \infty} a_n - b_n = 0.
\]
Accordingly, for two sequences of random variables \((X_n), (Y_n)\), we define closeness in probability by
\[
X_n \overset{P}{\simeq} Y_n \iff X_n - Y_n \overset{P}{\to} 0,
\]
where \(\overset{P}{\to}\) denotes convergence in probability.

### 3.1 Exact asymptotics

Our first result is to give closed-form asymptotic characterization of the performance of the minimizer of 2 for the Gaussian Mixture model 2.2, generalizing the rigorous results of [22]:

**Proposition 3.1.** (Exact asymptotics, informal statement) Consider the empirical risk minimization problem introduced in eq. (1) under Gaussian mixture data given by Model 2.2. For any pseudo-Lipschitz performance metric \(g\), the training and generalization errors (2) converge in the high-dimensional limit of \(n, d \to \infty\) with fixed ratio \(\alpha = n/d\) to deterministic expressions which are entirely determined by the solution of a set of self-consistent replica saddle-point equations (33).

\[
\begin{align*}
\varepsilon_{tr}(\hat{\theta}) & \overset{P}{\simeq} \varepsilon_{tr}(\theta_0, \{\mu_c\}_{c \in \mathcal{C}}, \{\Sigma_c\}_{c \in \mathcal{C}}) \\
\varepsilon_{gen}(\hat{\theta}) & \overset{P}{\simeq} \varepsilon_{gen}(\theta_0, \{\mu_c\}_{c \in \mathcal{C}}, \{\Sigma_c\}_{c \in \mathcal{C}})
\end{align*}
\]
The key difference between Prop. 3.1 and Thm. 1 from [22] is the distribution of the labels. While the labels in [22] are given by the GMM cluster index, in Prop. 3.1 we consider labels generated by the target function (4). While we do not provide a formal proof of these results, note that the generic proof scheme from [22], that maps the solution to the study of a so-called approximate message passing algorithm [39], can be readily adapted to our setting. Indeed, the approximate message passing scheme in our scenario is the same, and the only difference in the proof is to include a teacher in the its asymptotic analysis, similarly as was done in [40].

Once we specified the GMM, and properly defined the ERM in eq. (1) we can evaluate the expressions in eqs. (2), (3) as a function of low-dimensional quantities which define the sufficient statistics of the asymptotic errors, and are also known as order parameters. We give the detail of the computation in Appendix A.

3.2 Uncorrelated teachers

An in-depth comparison of the asymptotic expressions for the errors of Models 2.1 & 2.2 reveals that their key difference lies on the way the leading target direction $\theta_0$ correlate with the cluster means and covariances. A first step towards universality is therefore to characterize under which conditions the asymptotic errors are independent of the means. We make the following assumptions:

Assumption 1. The teacher $\theta_0$ respects, $\forall (c, c') \in \mathcal{C} \times \mathcal{C}$:

$$\lim_{n,d \to \infty} \frac{\theta_0^\top \mu_c}{d} = 0 \quad (10)$$

Assumption 2. The loss function, and the teacher distribution are both symmetric:

$$\ell(x, y) = \ell(-x, -y) \quad (12)$$
$$P_0(y | \tau) = P_0(-y - \tau), \quad (13)$$

and the regularization is an $\ell^2$ penalty $\frac{\lambda}{2} \| \cdot \|_2^2$.

Proposition 3.2. (Mean Universality)

Under Assumptions 1 and 2, the cluster means $\{\mu_c\}_{c \in \mathcal{C}}$ are not relevant in high-dimensional ERM estimation:

$$\varepsilon_{\text{gen}}^\text{GMM} \left( \{\mu_c\}_{c=1}^K, \{\Sigma_c\}_{c=1}^K \right) \simeq \varepsilon_{\text{gen}}^\text{GMM} \left( 0, \{\Sigma_c\}_{c=1}^K \right) \quad (14)$$
$$\varepsilon_{\text{tr}}^\text{GMM} \left( \{\mu_c\}_{c=1}^K, \{\Sigma_c\}_{c=1}^K \right) \simeq \varepsilon_{\text{tr}}^\text{GMM} \left( 0, \{\Sigma_c\}_{c=1}^K \right) \quad (15)$$

Therefore, intuitively mean universality can be achieved when the label generation process is uncorrelated with the data structure, see Appendix B for a detailed discussion. The assumptions on the target and loss function are not restrictive, and are easily satisfied by odd target activation $f_0$ and margin-based losses of the form $l(y, z) = \ell(yz)$. Stronger universality can be shown by doing simplifying assumption on the data structure. Indeed, if the mixture is homogeneous (in the sense that the all the covariance are identical, a condition often called homoscedasticity in statistics) we have Gaussian universality:

Theorem 3.3. (Gaussian Universality of homoscedastic GMMs) Under the assumption of 3.2, consider an homoscedastic GMM:

$$\Sigma_c = \Sigma \quad \forall c \in \mathcal{C}$$

Then for all $x$ and $\Delta$, the errors of the GMM are asymptotically equal to those of a GCM:

$$\varepsilon_{\text{gen}}^\text{GMM} \left( \{\mu_c\}_{c=1}^K, \Sigma \right) \simeq \varepsilon_{\text{gen}}^\text{GMM} (\theta_0, \Sigma, 0) \quad (16)$$
$$\varepsilon_{\text{tr}}^\text{GMM} \left( \{\mu_c\}_{c=1}^K, \Sigma \right) \simeq \varepsilon_{\text{tr}}^\text{GMM} (\theta_0, \Sigma, 0) \quad (17)$$

This results follow in a straightforward way from Theorem 3.2. We have mapped under controllable assumptions a GMM problem to a simpler Gaussian one.

Additionally, if we consider vanishing regularization, we can prove that errors are independent from the shape of the covariance, and therefore we can take an isotropic mixture:
Theorem 3.4. (Covariance universality for \( \lambda = 0^+ \)) Under the assumption of Thm. 3.3, assume that it exists an unique minimizer of the empirical risk (1) with zero regularization. Then, the test & training errors a homoscedastic GMM (2.2) estimation problem asymptotically coincide with those of a centered, isotropic Gaussian model \( \sum(\theta_0,1,0) \) (2.1).

The proof of this general result is given in Appendix B.

Since the training error for losses such as logistic or hinge characterize the separability transition at \( \lambda = 0^+ \), an interesting consequence of Thm. 3.4 is the following:

Corollary 3.5. (Universality of linear separability for homoscedastic GMMs) The location of the separability / interpolation transition \( \alpha_c \) above which the data stop to be linearly separable is the same for homoscedastic GMMs and the Gaussian model.

This universality is particularly interesting in light of the detailed study of the separability transition for random teacher weights and Gaussian data in [10]. Similar universality phenomena was observed for the reconstruction transition in linear estimation in [41].

Finally, we note that it the limit of infinite noise and binary labels, our results give back the ones observed for purely random Rachemacher labels proven in [18].

3.3 Correlated teachers

We now consider the general case where the target weights correlate with the structure in the data, relaxing the assumptions in Theorem. 3.2. Can we still say something? Our first result shows that the answer is yes. We focus on a simple controlled setting in which we can express the ERM performance in a closed form for any teacher vector:

Theorem 3.7. (Exact asymptotics for isotropic covariance) Consider a ridge regression task with a 2-clusters GMM (2.2). Note that, without loss of generality we can take \( \mu_+ = - \mu_- = \mu \). Assume isotropic covariances:

\[
\Sigma_+ = \Sigma_- = I_d,
\]

and denote:

\[
\rho = \lim_{d \to \infty} \frac{1}{d} \theta_0^\top \Sigma \theta_0, \quad \gamma = \lim_{d \to \infty} \frac{1}{d} ||\mu||_2^2
\]

\[
\pi = \lim_{d \to \infty} \frac{1}{d} \mu_0^\top \theta_0 \quad P_0(\tau; \Delta) = N(\tau, \Delta).
\]

Defining:

\[
A(\eta) = \frac{(\eta - 1)^2 (\gamma \eta^2 + 2\eta - 1)}{(\Delta + (\eta - 1)^2 \rho)(1 + \gamma \eta)^2} \quad \text{with}
\]

\[
\eta = 1 + \frac{1}{2} \left( \alpha - 1 + \lambda - \sqrt{4\lambda + (\alpha - 1 + \lambda)^2} \right)
\]

The asymptotic errors admit a closed form expression in terms of \( \eta \):

\[
\epsilon_{tr}^{\text{GMM}} \simeq g(\alpha, \Delta, \rho, \eta)(1 - \pi^2 A(\eta))
\]

\[
\epsilon_{tr}^{\text{GMM}} \simeq t(\alpha, \Delta, \rho, \eta)(1 - \pi^2 A(\eta))
\]
Figure 2: An illustration of Gaussian universality with finite regularization $\lambda$ for a selection of datasets (MNIST, Fashion-MNIST, Cifar10) with a random teacher function, after a random feature map: Generalization (left) and training (right) errors as a function of the number of samples per dimension $\alpha = n/d$. In the upper panel we show ridge regression on Cifar10 preprocessed with RF and $\tanh$ activation, while the lower one is logistic regression on MNIST with RF and $\text{erf}$ activation. The dashed curves are the exact asymptotics prediction of the Gaussian theory by matching covariance. The good agreement illustrates the property of theorem 3.3. The different colours represents different regularization strength $\lambda \in \{0.1, 1, 10\}$ respectively in yellow, blue, and red. Error bars are built over 30 runs.

where $g$ and $t$ are the asymptotic limit of the generalisation $\varepsilon_{\text{gen}}^{\text{GCM}}(\theta_0, I, 0)$ and training $\varepsilon_{\text{tr}}^{\text{GCM}}(\theta_0, I, 0)$ error for a single Gaussian model with unit covariance and uncorrelated teacher:

$$g(\alpha, \Delta, \rho, \eta) = \frac{\alpha (\Delta + (\eta - 1)^2 \rho)}{(\alpha - \eta^2)}$$  \hspace{1cm} (25)

$$t(\alpha, \Delta, \rho, \eta) = \frac{(\alpha - \eta)^2 (\Delta + (\eta - 1)^2 \rho)}{\alpha (\alpha - \eta^2)}$$  \hspace{1cm} (26)

The full closed form expressions and the extension to covariances of the form $\Sigma = \sigma I_d$ are derived in Appendix C. Note that the correction factor to the Gaussian performance scales with $\pi^2$, a measure of correlation between teacher vector and data structure. Hence, we would be tempted to state that targets that correlate with the data structure, i.e. $\pi \neq 0$, always break Gaussian universality. Although this is usually the case, in the limit of vanishing regularization we are in the position to present an interesting corollary of Theorem 3.7:

**Corollary 3.8.** (Restoration of universality for $\lambda = 0^+$) Consider the same setting of Theorem 3.7, further consider underparametrized learning in the limit of vanishing regularization. Then, the test and training errors for a GMM estimation are equal to a Gaussian one for any teacher vector (that is eqs (23) and (24) at $\eta = 0$):

$$\varepsilon_{\text{gen}}^{\text{GMM}} = \Delta \frac{\alpha}{\alpha - 1}$$  \hspace{1cm} (27)

$$\varepsilon_{\text{tr}}^{\text{GMM}} = \Delta \frac{(\alpha - 1)}{\alpha}$$  \hspace{1cm} (28)

We thus restore Gaussian universality for correlated teachers in the underparametrized regime, in a similar fashion to what Theorem 3.4 is stating for general convex losses and covariances under the mean universality condition. The universality property for correlated teachers is valid also for more general homoscedastic mixtures with identity covariance. For the sake of brevity we refer to Appendix C where we discuss in detail this interesting extension.
Figure 3: An illustration of Gaussian universality for Training, and lack thereof for Generalization at vanishing regularization. Instead of a random feature maps as in Fig. 1, we pre-processed grayscale Cifar10 with wavelet scattering (blue dots) or orthogonal hadamard projections (yellow dots), or used directly the raw data (red dots). Using again a random teacher function, the training error is found to agree perfectly with the universal Gaussian asymptotics predictions with identity covariance and \( \lambda = 0^+ \), as for theorem 3.6, but the generalization is found to show clear deviation. This highlight the roles of heteroscedasticity in the data. Error bars are built over 30 runs.

Figure 4: On the importance of the correlation of the task and the structure of the data:

Left & Center: Training errors achieved in the ERM for estimation of 2-cluster GMM with \( \mu_+ = -\mu_- \) and \( \Sigma_+ = \Sigma_- = I_d \), plotted versus a correlation parameter \( \Omega \): we build a series of learning tasks with teacher weights dependent on \( \Omega \), namely we take \( \theta_0(\Omega) = \Omega \mu_+ + \sqrt{1 - \Omega^2} \mu_- \), with \( \mu_+ \perp \mu_- = 0 \). We fix the dimension to be \( d = 500 \), and \( (\alpha, \lambda) = (1.2, 0.7) \). The solid black line is the theoretical prediction coming from Gaussian asymptotics. The solid red line is the theoretical prediction for the GMM performance, while the orange dots are the numerical simulations which agree as expected with the theoretical prediction. In the left panel we have real labels and perform ridge regression, while on the central one we consider binary labels and perform logistic regression. The error bars are built using standard deviation over 30 runs.

Right: Geometrical intuition plotted for \( d = 2 \). Three hyperplanes (lines in 2D) are displayed correspondent to \( \Omega = \{0, 0.5, 1\} \), respectively in green, blue, and orange. As \( \Omega \) increase the labels become more uncorrelated with the data structure.

4 Illustration on synthetic and real datasets

In this section we investigate the consequences of our main theoretical results. First, we consider the case of real data, illustrating the applicability of our universality theorems in cases in which the target is not correlated with the data structure. Based on these observations we move on studying simple synthetic settings described in Theorem 3.7 and for which we can derive analytical results and systematically probe Gaussian universality. All the code used in our experiments are available in a GitHub repository.

4.1 Random teacher universality

We analyze Gaussian universality of real data under the random teacher function assumptions of Prop. 3.2. We consider three standard datasets: MNIST, Fashion-MNIST, and grayscale CIFAR-10, as well as synthetic data.
Uni-versality with random feature maps — To go beyond simple linear fit, we pre-process the data with a random feature map [42] as follows: take an image \( \omega_\nu \in \mathbb{R}^d \) and map it to \( x_\nu = \sigma(F\omega_\nu) \), where the elements \( F \in \mathbb{R}^{d \times d'} \) are i.i.d drawn from \( \mathcal{N}(0, 1) \) and \( \sigma(\cdot) \) is an activation function. As shown in [42], for \( d \to \infty \) this converge to a kernel method. For each dataset we take a different non-linearity (e.g., tanh, and sign as described in Fig. 1). We then build new labels by plugging in eq. (4) \( \theta_0 \sim \mathcal{N}(0, I_d) \), and we set for regression tasks \( f_0(\tau) = \tau + \Delta \), while for classification tasks \( f_0(\tau) = \text{sign}(\tau + \Delta) \).

First, we analyze the vanishing regularization case in Fig. 1: random teacher regression on pre-processed real datasets respects the strong universality of the training loss as stated in Theorem. 3.6. Interestingly, we also observe a perfect match between the Gaussian asymptotics prediction and the simulations in Fig. 1 for the generalization error. This suggests that after the random features maps the data is sufficiently close to a homoscedastic mixture. Further, the lower panel of Fig. 1 shows that the strong universality property seems to hold beyond square loss minimization.

We analyze as well the finite regularization setting in Fig. 2: we compare the simulations on real data with the prediction of the exact Gaussian asymptotics: we match the covariance of each pre-processed real dataset and compute the performance of the ERM estimator thanks to the deterministic replica formula. 3.1. The predictions of the Gaussian theory matches the numerical simulations. As discussed for Fig. 1, it seems that the homoscedasticity assumption in Theorem. 3.3 can be sometimes relaxed.

Uni-versality of the double descent phenomena — One finding in modern machine learning that goes against the classical statistical theory wisdom is the double descent behaviour of learning curves [13, 43–45], see upper panel of Fig. 1: the test error does not deteriorate as the number of parameters is increased with a characteristic divergence at \( \alpha = 1 \), known as the interpolation peak. As shown in Fig. 1 and Fig. 2, the generalization error and its characteristic "double descent" behavior for \( \alpha > 1 \) is universal for homoscedastic data, while the training error appears universal even for heteroscedastic data (see Fig. 3).

Uni-versality of linear separability — Recently, [10] investigated the linear separability of Gaussian data with a random teacher and noise \( \Delta \), generalizing the classical results by \( [46] \) to a single-index target. [10] has shown the existence of a critical phase transition \( \phi_c(\Delta) \) that goes continuously from \( \phi_c(\infty) = 2 \) (for infinite noise) to \( \phi_c > 2 \) for finite \( \Delta \) (with \( \phi_c \to \infty \) as \( \Delta \to 0 \)). As discussed in corollary 3.5, this transition is universal for homoscedastic mixtures. The interest of this transition thus extends way beyond Gaussian data and in fact agrees with the real data experiment in Figs. 1 and 2. As for the double descent phenomena, we believe it is a very interesting consequence of our theorems that the theoretical works mentioned above are valid way beyond the simple Gaussian assumption.

Non-universal behavior for generalization — Finally, we implemented different transforms beyond random features for the pre-processing step: we considered the wavelet scattering transform \([47]\), orthogonal random projections \([48]\), and even no transform at all. Without the shuffling of the random projection, the fact that the data are complex and probably rather heteroscedastic than homoscedastic, we expected a weaker form of universality. We present the results of ridge regression with labels generated by a random teacher vector in Fig. 3. The strong universality statement in Theorem. 3.6, that did not required any assumption on the data, remains valid and we observed a perfect collapse of the training data. However, as expected, the generalization error shows clear deviations with respect to the Gaussian behavior. Presumably these transforms do not homogenize the data enough such that Gaussian universality for the test error to hold.

4.2 Correlated teacher

Previously, we showed that ridge regression with a random teacher model, even when the data is structured, can lead to universal behaviour. We now consider the dual task: take a simple homogeneous model for the data and study correlated target weights. Indeed, some recent works have studied examples of the lack of universality between Gaussian mixtures and Gaussian models \([49, 50]\); we want to follow this direction and use the setting described in Theorem. 3.7: we consider a 2-cluster GMM with opposite means of norm \( \mu \) and same covariance \( \Sigma \). We build a series of learning tasks at fixed \((\alpha, \lambda)\) varying the overlap between the teacher vector and the cluster means as follows:

\[
\theta_0(\Omega) = \Omega \mu_\perp + \sqrt{1 - \Omega^2} \mu
\]

such that

\[
\mu^\top \mu_\perp = 0
\]

The results are presented in Fig. 4 for both ridge and logistic regression. They clearly show that a small correlation between the target weights and the mixture means breaks Gaussian Universality. A neat geometrical intuition of the result is given in Fig. 4: as we decrease \( \Omega \), we generate labels which are more and more correlated with the data distribution,
and consequently there is a correction factor to the Gaussian prediction as Theorem 3.7 predicts. We refer to Appendix C for a more detailed discussion on correlated teachers. We conclude that universality is broken in tasks where the labels are correlated with the structure. Note, however, that as proven in Corollary 3.8: the discrepancy between the GMM prediction and the Gaussian one goes to zero for any correlation measure \( \Omega \) as \( \lambda \to 0^+ \), where the universality is restored as suggested by Thm. 3.6.

5 Acknowledgments

We thank Yatin Dandi, Federica Gerace, Sebastian Goldt, Denny Wu & Lenka Zdeborová for useful discussions. We acknowledge funding from the Swiss National Science Foundation grant SNFS OperaGOST, 200021_200300 and the Choose France - CNRS AI Rising Talents program.
References


A Replica computation

A.1 Formal statement of the theorem

We first provide the full statement of Proposition 3.1. Consider a minimization problem of the form

$$\hat{\theta} = \arg \min_{\theta \in \mathbb{R}^d} \frac{1}{n} \sum_{\nu=1}^n \ell(y^\nu, \theta^\top x^\nu) + r(\theta),$$

where the data \((x^\nu, y^\nu)\) is generated according to the following Gaussian mixture model:

$$x^\nu \sim \sum_{c \in C} p_c \, \mathcal{N}\left( \frac{\mu_c}{\sqrt{d}}, \Sigma_c \right) \quad \text{and} \quad y^\nu \sim P_0(\cdot | \theta_0^\top x^\nu)$$

and assume the following:

1. The functions \(\ell(y, \cdot)\) and \(r\) are continuous and coercive, and the function \(\ell(y, \cdot) + r(\cdot)\) is strongly convex,
2. The covariance matrices \(\Sigma_c\) are positive definite, and their spectral norms are uniformly bounded,
3. The means \(\mu_c/\sqrt{d}\) and the teacher vector \(\theta_0\) are uniformly bounded,
4. the number of clusters \(|C|\) is finite,
5. the distribution \(P_0\) is sub-gaussian with uniformly bounded norm.

Then, as \(n, d \to \infty\) with \(n/d \to \alpha > 0\), we have

$$\varepsilon_n(\hat{\theta}) \approx \frac{\sum_{c \in C} p_c \, \mathbb{E}_{(\omega_c^{(s)}, \omega_c^{(t)})} \left[ \ell(y, \text{prox}_{V^* \ell(\nu)}(\omega_c^{(s)})) \right]}{\sum_{c \in C} p_c \, \mathbb{E}_{(\omega_c^{(s)})} \left[ \ell(y, \omega_c^{(s)}) \right]} =: \varepsilon_n(\theta_0, \{\mu_c\}_{c \in C}, \{\Sigma_c\}_{c \in C})$$

$$\varepsilon_n(\hat{\theta}) \approx \frac{\sum_{c \in C} p_c \, \mathbb{E}_{(\omega_c^{(s)}, \omega_c^{(t)})} \left[ \ell(y, \omega_c^{(s)}) \right]}{\sum_{c \in C} p_c \, \mathbb{E}_{(\omega_c^{(s)})} \left[ \ell(y, \omega_c^{(s)}) \right]} =: \varepsilon_n(\theta_0, \{\mu_c\}_{c \in C}, \{\Sigma_c\}_{c \in C})$$

where

$$\left( \omega_c^{(s)}, \omega_c^{(t)} \right) \sim \mathcal{N}\left( \left[ \begin{array}{c} \pi_c \\ h_c^\top \end{array} \right], \left[ \begin{array}{cc} \rho & m_c^* \\ m_c^* & q_c^* \end{array} \right] \right) \quad \text{and} \quad y \sim P_0(\cdot | \omega_c^{(t)}),$$

and the prox function is

$$\text{prox}_f(x) = \min_{z \in \mathbb{R}} \left[ \frac{1}{2} (z - x)^2 + f(z) \right]$$

The overlaps used in the equation are defined as follows:

$$\rho_c = \frac{1}{d} \theta_0^\top \Sigma_c \theta_0, \quad \pi_c = \frac{1}{d} \theta_0^\top \mu_c,$$

and \((V_c^*, q_c^*, m_c^*, h_c^*)_{c \in C}\) are the unique fixed point of the following set of self-consistent replica saddle-point equations:

$$\begin{align*}
\dot{V}_c &= \alpha p_c \mathbb{E}_{\xi_c \sim N(0, I)} \left[ \int dy \, \mathcal{Z}_0 \left( y, \pi_c + \frac{m_c}{\sqrt{q_c}} \xi_c, \rho - \frac{m_c^2}{q_c} \right) \partial_{\xi_c} f_\ell(y, h_c + \sqrt{q_c} \xi_c, V_c) \right] \\
\dot{q}_c &= \alpha p_c \mathbb{E}_{\xi_c \sim N(0, I)} \left[ \int dy \, \mathcal{Z}_0 \left( y, \pi_c + \frac{m_c}{\sqrt{q_c}} \xi_c, \rho - \frac{m_c^2}{q_c} \right) f_\ell(y, h_c + \sqrt{q_c} \xi_c, V_c) \right] \\
\dot{m}_c &= \alpha p_c \mathbb{E}_{\xi_c \sim N(0, I)} \left[ \int dy \, \partial_{\xi_c} \mathcal{Z}_0 \left( y, \pi_c + \frac{m_c}{\sqrt{q_c}} \xi_c, \rho - \frac{m_c^2}{q_c} \right) f_\ell(y, h_c + \sqrt{q_c} \xi_c, V_c) \right] \\
\dot{h}_c &= \alpha p_c \mathbb{E}_{\xi_c \sim N(0, I)} \left[ \int dy \, \mathcal{Z}_0 \left( y, \pi_c + \frac{m_c}{\sqrt{q_c}} \xi_c, \rho - \frac{m_c^2}{q_c} \right) f_\ell(y, h_c + \sqrt{q_c} \xi_c, V_c) \right]
\end{align*}$$

$$\begin{align*}
V_c &= \mathbb{E}_{(\xi_c^{(s)})} \left[ \xi_c^{(s)} \right] \\
q_c &= \mathbb{E}_{(\xi_c^{(s)})} \left[ \xi_c^{(s)} \right] \\
m_c &= \mathbb{E}_{(\xi_c^{(s)})} \left[ \xi_c^{(s)} \right] \\
h_c &= \mathbb{E}_{(\xi_c^{(s)})} \left[ \xi_c^{(s)} \right]
\end{align*}$$
and we have defined the following auxiliary functions:

\[
Z_0(y, \omega, V) = \int \frac{d\lambda}{\sqrt{2\pi V}} P_0(y|\lambda) e^{-\frac{(\lambda-\omega)^2}{2V}}
\]

\[
f_\ell(y, \omega, V) = -V^{-1} \partial_\omega \mathcal{M}_{V\ell(y_r)}(\omega) = V^{-1} \left( \text{prox}_{V\ell(y_r)}(\omega) - \omega \right).
\]

Finally, the auxiliary variable \( \hat{\eta} \) is a function of \( \{\xi, \hat{V}_c, \hat{m}_c, \hat{q}_c, \hat{h}_c\} \):

\[
\hat{\eta} = \text{prox}_{\nu}(\Sigma^{-1/2}) \left( \Sigma^{-1/2} \left( \sum_{c \in \mathcal{C}} \hat{\mu}_c + \sqrt{\hat{q}_c} \Sigma_c^{1/2} \xi_c \right) \right)
\]

with

\[
\hat{\mu}_c = \hat{h}_c \mu_c + \hat{m}_c \Sigma_c \theta_0 \quad \text{and} \quad \hat{\Sigma} = \sum_{c \in \mathcal{C}} \hat{V}_c \Sigma_c
\]

We will not prove this theorem, since the proof is virtually equivalent to the one in [22, 40]. Instead, the next sections are dedicated to the derivation of these equations, using the so-called replica method from statistical physics [51]. Simpler particular cases of these equations can be found in Appendix A.9.

### A.2 Gibbs measure and free energy

The starting point for our replica computation is to define the Gibbs measure over the weights \( W \in \mathbb{R}^{K \times d} \):

\[
\mu_\beta(\theta) = \frac{1}{Z_\beta} e^{-\beta \left( \sum_{\nu=1}^{n} \ell(y^\nu, \theta^\top x^\nu) + \lambda r(\theta) \right)} = \frac{1}{Z_\beta} e^{-\beta r(\theta)} \prod_{\nu=1}^{n} e^{-\beta \ell(y^\nu, \theta^\top x^\nu)}
\]

where \( \beta > 0 \) is a parameter we eventually want to send to \( \beta \rightarrow 0^+ \), and \( Z_\beta \in \mathbb{R} \) is the partition function (the normalisation of the Gibbs measure). For convenience, we will define the following useful notation:

\[
P_\theta(\theta') \equiv e^{-\beta r(\theta)}, \quad P_\ell(y^\nu'|\theta^\top x^\nu) \equiv e^{-\beta \ell(y^\nu, \theta^\top x^\nu)}
\]

which allow us to write the Gibbs measure as:

\[
\mu_\beta(\theta) = \frac{1}{Z_\beta} P_\theta(\theta) \prod_{\nu=1}^{n} P_\ell(y^\nu'|\theta^\top x^\nu)
\]

When \( \beta \rightarrow \infty \), the Gibbs measure \( \mu_\beta \) will concentrate around the \( \theta \) that minimize the empirical risk (1). As a result, the free energy density defined as

\[
-\beta f_\beta = \lim_{d \rightarrow \infty} \frac{1}{d} \mathbb{E} \log Z_\beta
\]

where the limit is taken with \( n/d = \alpha \) fixed, and the expectation is over the distribution of the data, will concentrate around the minimum risk. In order to take the expectation explicitly, we use the replica trick:

\[
\log Z_\beta = \lim_{s \rightarrow 0^+} \frac{1}{s} \partial_s Z_\beta|_{s=0}
\]

Therefore, the replica computation boils down to the computation of the averaged replicated partition function:

\[
\mathbb{E} Z^s_\beta = \mathbb{E} \left[ \int_{\mathbb{R}^d} d\theta P_\theta(\theta) \prod_{\nu=1}^{n} P_\ell(y^\nu'|\theta^\top x^\nu) \right]^s
\]

\[
= \prod_{\nu=1}^{n} \mathbb{E}_{(x^\nu, y^\nu)} \int d\theta^a P_\theta(\theta^a) \prod_{a=1}^{s} P_\ell(y^\nu|\theta^a^\top x^\nu)
\]
A.3 Taking the average over the data

The main difference in this computation with respect to the usual binary Gaussian mixture is that the labels are generated by a teacher target function. In other words, the joint distribution of the data is given by:

$$P_{0_0}(x, y) = P_0(y|\tau) \sum_{c \in C} p_c N\left(x; \frac{\mu_c}{\sqrt{d}}, I_d\right)$$  \hspace{1cm} (49)$$

where $P_0(y|\tau)$ is the probability induced by the teacher activation $f_0(\tau)$. The expression in (48) can then be written as:

$$\mathbb{E} Z_\beta^s = \int \prod_{a=1}^s d\theta^a P_0(\theta^a) \left( \int \int \int \int \prod_{a=1}^s \nu_a \right)^n$$  \hspace{1cm} (50)$$

We make a change of variables by introducing the local fields $\tau = \theta_0^\top x$ and $\lambda^a = \theta^a_0 x$. The distribution of the local fields will be a Gaussian mixture itself, and we can compute the moments for each mode:

$$\pi_c \equiv \text{E} \nu_{x^c} [r_c] = \frac{1}{d} \theta_0^\top \mu_c$$ \hspace{1cm} (51)$$

$$p_c \equiv \text{Var}_{x^c} [r_c] = \frac{1}{d} \theta_0^\top \Sigma_c \theta_0$$ \hspace{1cm} (51)$$

$$h^a_c \equiv \text{E} \nu_{x^c} [\lambda^a] = \frac{1}{d} \theta^a_0 \Sigma \theta$$ \hspace{1cm} (51)$$

$$q^{ab}_{c} \equiv \text{Cov}_{x^c} [\lambda^a, \lambda^b] = \frac{1}{d} \theta^a_0 \Sigma \theta^b$$ \hspace{1cm} (51)$$

$$m^a_c \equiv \text{Cov}_{x^c} [r_c, \lambda^a] = \frac{1}{d} \theta^a_0 \Sigma \theta$$ \hspace{1cm} (51)$$

Equivalently, the local fields distribution is the following low-dimensional Gaussian mixture distribution:

$$P(\tau, \lambda) = \sum_{c \in C} p_c N\left(\tau_c; h_c, m^a_c, q^a_{c} \right),$$  \hspace{1cm} (52)$$

where we have defined the vectors $m, h \in \mathbb{R}^s$ with entries $m^a, h^a$ and the matrix $Q \in \mathbb{R}^{s \times s}$ with entries $q^{ab}$. Therefore, we can factorize the partition function by only integrating over the local field distribution:

$$\mathbb{E} Z_\beta^s = \int \prod_{a=1}^s d\theta^a P_0(\theta^a) \int \int \int \int \prod_{a=1}^s d\lambda^a P_0(y|\lambda^a) P(\tau, \lambda|m, h, q)$$  \hspace{1cm} (53)$$

A.4 Writing as a saddle-point problem

Note that $(\pi_c, p_c)$ are fixed inputs in the problem. By Fourier transform arguments, we can write

$$\delta \left( m^a_c - \frac{1}{d} \theta_0^\top \Sigma_c \theta^a \right) = \int_{\mathbb{R}} \frac{\delta m^a_c}{2\pi} e^{i m^a_c \left( d m^a_c - a_i \Sigma_c \theta^a \right)}$$  \hspace{1cm} (54)$$

where the integral is on the imaginary line. By doing the same arguments for the $q^{ab}_{c}$ and $h^a_c$, it ensues that

$$\mathbb{E} Z_\beta^s = \int \prod_{a=1}^s \prod_{c \in C} \frac{d m^a_c}{2\pi} \frac{dh^a_c}{2\pi} \frac{dq^{ab}_{c}}{2\pi} \int \int \int \int \int \prod_{a=1}^s d\lambda^a P_0(y|\lambda^a) P(\tau, \lambda|m, h, q)$$  \hspace{1cm} (55)$$

where we have defined the free energy potential:

$$\Phi_r^{(s)}(m, \hat{m}, q, \hat{q}) = \sum_{c \in C} \sum_{a=1}^s \left[ \frac{\mu^a_c}{d} m^a_c + \sum_{a=1}^s h^a_c b^a_c + \sum_{1 \leq a \leq b \leq s} q^{ab}_{c} q^b_{c} \right] - \alpha \Psi_r^{(s)}(m, \hat{m}, q) = -\Psi_\beta^{(s)}(m, \hat{m}, q)$$  \hspace{1cm} (56)$$

$$\Psi^r_{\ell}(m, \hat{m}, q) \equiv \log \int \int \int \int \int \prod_{a=1}^s d\lambda^a P_0(y|\lambda^a) P(\tau, \lambda|m, h, q)$$  \hspace{1cm} (56)$$

$$\Psi^s_{\ell}(m, \hat{m}, q) \equiv \frac{1}{d} \log \int \int \int \int \int \prod_{a=1}^s d\theta^a P_0(\theta) \prod_{c \in C} \sum_{e=1}^{s} \left[ h^a_e \theta^a_0 \mu_c + \frac{\mu^a_c}{d} \theta^a_0 \Sigma_c \theta^a \right] + \sum_{1 \leq a \leq b \leq s} \hat{q}^{ab} \theta^a_0 \Sigma_c \theta^b$$  \hspace{1cm} (56)$$
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Therefore, as we take the $d \to \infty$ limit, we can apply the saddle-point method \cite{51} to compute $f_\beta$
\[-\beta f_\beta = \extr_{\mathbf{m}, \mathbf{\hat{m}}, \mathbf{h}, \mathbf{\hat{h}}, q, \mathbf{\hat{q}}} \lim_{s \to 0^+} \frac{\Phi(s)(\mathbf{m}, \mathbf{\hat{m}}, \mathbf{h}, \mathbf{\hat{h}}, q, \mathbf{\hat{q}})}{s} \tag{57}\]

**Remark A.1.** We have introduced the parameters $\mathbf{\hat{q}}, \mathbf{\hat{m}}, \mathbf{\hat{h}}$ as pure imaginary numbers, but the optimization problem considers them as real numbers. This stems from the fact that the function $\Phi$ is holomorphic, so the integral is independent from the contour of integration. More details can be found in \cite{52}.

### A.5 Replica symmetric ansatz

In order to make progress with the $s \to 0^+$ limit, we make the following replica symmetric ansatz:
\[
\begin{align*}
\mathbf{m}_c^a &= m_c, & \mathbf{\hat{m}}_c^a &= \mathbf{\hat{m}}_c, & a = 1, \cdots, s \\
\mathbf{h}_c^a &= \mathbf{h}_c, & \mathbf{\hat{h}}_c^a &= \mathbf{\hat{h}}_c, & a = 1, \cdots, s \\
\mathbf{q}_{c}^{aa} &= r_c, & \mathbf{\hat{q}}_{c}^{aa} &= -\frac{1}{2}\mathbf{\hat{r}}_c, & a = 1, \cdots, s \\
\mathbf{q}_{c}^{ab} &= q_c, & \mathbf{\hat{q}}_{c}^{ab} &= \mathbf{\hat{q}}_c, & 1 \leq a < b \leq s
\end{align*}
\]

for all $c \in \mathbb{C}$. Since $\ell$ and $r$ are convex, the function $\Phi(s)$ has a unique saddle point, which must therefore coincide with the replica symmetric ansatz. We also define
\[
V_c = r_c - q_c, \quad \text{and} \quad \hat{V}_c = \hat{r}_c - \hat{q}_c
\]

By inserting this ansatz above, we can take the $s \to 0^+$ limit. This is done through a classical but computationally heavy method known as the Hubbard-Stratonovich transform; details can be found in \cite{14}, Appendix C. We simply reproduce the final results here:
\[
-\beta f_\beta = \extr_{\{\mathbf{m}_c, \mathbf{\hat{m}}_c, \mathbf{h}_c, \mathbf{\hat{h}}_c, q_c, \mathbf{\hat{q}}_c, V_c, \hat{V}_c\}} \Phi_{rs}(\{\mathbf{m}_c, \mathbf{\hat{m}}_c, \mathbf{h}_c, \mathbf{\hat{h}}_c, q_c, \mathbf{\hat{q}}_c, V_c, \hat{V}_c\}) \tag{60}\]

The replicated free energy $\Phi_{rs}$ is given by the following formula:
\[
\Phi_{rs}(\{\mathbf{m}_c, \mathbf{\hat{m}}_c, \mathbf{h}_c, \mathbf{\hat{h}}_c, q_c, \mathbf{\hat{q}}_c, V_c, \hat{V}_c\}) = \sum_{c \in \mathbb{C}} \left[ V_c q_c - \frac{1}{2} V_c V_c + m_c^2 + h_c \right]
\]

where we have decomposed the contributions coming from the loss ($\Psi_{\ell}$) and the regularization ($\Psi_\theta$):
\[
\Psi_{\ell} = \sum_{c \in \mathbb{C}} \mathbb{E}_{\xi_c \sim N(0,1)} \int dy Z_{\ell 0}(y, m_c \xi_c + \pi_c, \rho - \frac{m_c^2}{q_c}) \log Z_{\ell}(y, h_c + \sqrt{q_c} \xi_c, V_c) \tag{63}\]
\[
\Psi_\theta = \frac{1}{d} \mathbb{E}_{\xi_c \sim N(0, I)} \log Z_\theta \left( \sum_{c \in \mathbb{C}} V_c \Sigma_c, \sum_{c \in \mathbb{C}} \hat{h}_c \mu_c + \hat{m}_c \Sigma_c \theta_0 + \sqrt{\hat{q}_c} \Sigma_c^{1/2} \xi_c \right) \tag{64}\]

and defined the following auxiliary free energies:
\[
Z_{\ell/0}(y, \omega, V) = \int \frac{d\lambda}{\sqrt{2\pi V}} P_{\ell/0}(y|\lambda) e^{-\frac{(\lambda - \omega)^2}{2V}} \tag{65}\]
\[
Z_\theta(A, b) = \int d\theta e^{-\beta \theta^\top A \theta + b^\top \theta} \tag{66}\]

### A.6 Taking the zero temperature limit

In order to take the $\beta \to \infty$ limit, we make the following rescalings:
\[
V_c \to \beta^{-1} V_c, \quad \hat{V}_c \to \beta \hat{V}_c, \quad q_c \to \beta^2 q_c, \quad \hat{m}_c \to \beta \hat{m}_c. \tag{67}\]
It is easy to check how this rescaling affects $\beta^{-1} \Phi^{(\tau)}$, so we only need to consider $\Psi_\ell$ and $\Psi_\theta$.

We start with the latter: letting

$$\mathcal{L}_\theta(\theta) = \frac{1}{2} \theta^\top A \theta - b^\top \theta + r(\theta)$$

by the Laplace method for any $A, b$,

$$\lim_{\beta \to \infty} \frac{1}{\beta} \log Z_\theta(\beta A, \beta b) = - \inf_\theta \mathcal{L}_\theta(\theta) = - \mathcal{L}_\theta(\eta)$$

where

$$\eta = \text{prox}_{\epsilon(A^{1/2})}(A^{1/2} b).$$

As a result, every integral involved in $\Psi_\theta$ (and, later, its partial derivatives) concentrates around its value at $\hat{\eta}$ defined in (40). For the term $\Psi_\ell$, the term $Z_0$ is left unchanged, and by the same reasoning as above

$$\lim_{\beta \to \infty} \frac{1}{\beta} \log Z_\ell(y, \omega, \beta V) = -V^{-1} M_{V\ell(y, \omega)}(\omega).$$

### A.7 Saddle-point equations

The saddle-point equations are obtained by taking the derivatives of the free energy potential with respect to the overlap parameters. We obtain a set of self-consistent equations which we should solve in order to find a fixed point:

$$\begin{align*}
\hat{V}_c &= \alpha p_c \mathbb{E}_{\xi_c \sim N(0, 1)} \left[ \int dy Z_0 \left( y, \pi_c + \frac{m_c}{\sqrt{q_c}}, \rho - \frac{m_c^2}{q_c}, f_\ell(y, h_c + \sqrt{q_c} \xi_c, V_c) \right) \right] \\
\hat{q}_c &= \alpha p_c \mathbb{E}_{\xi_c \sim N(0, 1)} \left[ \int dy Z_0 \left( y, \pi_c + \frac{m_c}{\sqrt{q_c}}, \rho - \frac{m_c^2}{q_c}, f_\ell(y, h_c + \sqrt{q_c} \xi_c, V_c)^2 \right) \right] \\
\hat{m}_c &= \alpha p_c \mathbb{E}_{\xi_c \sim N(0, 1)} \left[ \int dy \partial_\omega Z_0 \left( y, \pi_c + \frac{m_c}{\sqrt{q_c}}, \rho - \frac{m_c^2}{q_c}, f_\ell(y, h_c + \sqrt{q_c} \xi_c, V_c) \right) \right] \\
\hat{h}_c &= \alpha p_c \mathbb{E}_{\xi_c \sim N(0, 1)} \left[ \int dy \partial_\eta Z_0 \left( y, \pi_c + \frac{m_c}{\sqrt{q_c}}, \rho - \frac{m_c^2}{q_c}, f_\ell(y, h_c + \sqrt{q_c} \xi_c, V_c) \right) \right]
\end{align*}$$

where all the relevant quantities have been defined in Appendix A.1.

### A.8 Training and generalization errors

It now remains to compute the training and generalization errors from the free energy. Recalling that

$$\varepsilon_{tr}(\hat{\theta}) = \frac{1}{n} \sum_{i=1}^n \ell \left( y^{(i)}, \hat{\theta}^\top x^{(i)} \right),$$

we can write using the definition of the free energy (45):

$$\lim_{n \to \infty} \varepsilon_{tr} = \lim_{\beta \to \infty} \partial_\beta f_\beta - r(\hat{\theta}).$$

Computing explicitly the derivative and averaging again over the data yields

$$\lim_{n \to \infty} \varepsilon_{tr} = - \lim_{\beta \to \infty} \partial_\beta \Psi_\ell,$$

where $\Psi_\ell$ is the free energy contribution of the loss defined in (63). Writing explicitly this derivative,

$$-\partial_\beta \Psi_\ell = \sum_{c \in C} \mathbb{E}_{\xi_c \sim N(0, 1)} \left[ \int dy Z_0 \left(y, \omega_c^{(0)}, \rho - \frac{m_c^2}{q_c}, f_\ell(y, \omega_c^{(0)}, V_c) \right) \right] \int \frac{d\lambda}{\sqrt{2 \pi} V_c} \exp \left( -\lambda \omega_c^{(0)} V_c^{-1} \lambda - \beta \ell(y, \lambda) \right) \ell(y, \lambda)$$
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where
\[ \omega_c^{(0)} = \pi_c + \frac{m_c}{\sqrt{q_c}} \xi_c \quad \text{and} \quad \omega_c^{(f)} = h_c + \sqrt{q_c} \xi_c. \]

We can now make the change of variables in (67), and use again Laplace’s approximation: if
\[ \eta_c = \text{prox}_{V_0,\ell}(\omega_c^{(f)}) \quad \text{and} \quad \mathcal{L}(\lambda) = - (\lambda - \omega_c^{(f)}) V_0^{-1} (\lambda - \omega_c^{(f)}) - \beta \ell(y, \lambda), \]
then
\[ Z_\ell(y, \omega_c^{(f)}, V_c) \sim e^{-\beta \mathcal{L}(\eta_c)} \quad \text{and} \quad Z_\ell(y, \omega_c^{(f)}, V_c) \sim e^{-\beta \mathcal{L}(\eta_c)} \ell(y, \eta_c), \]
and all of the overlaps will concentrate around the solutions of (71), (72). Finally, the term containing \( Z_0 \) is an expectation of \( y \) according to \( P_0(y \mid \tau_c) \), where
\[ \tau_c = \omega_c^{(0)} + \sqrt{\rho - \frac{m_c^2}{q_c}} \xi_c^{(0)} \]
and \( \xi_c^{(0)} \) is a Gaussian variable independent from everything else. Putting all together, we can write
\[ \lim_{n \to \infty} \mathcal{E}_n(\hat{\theta}) = \sum_{c \in \mathcal{C}} p_c E_{\nu_c, \tau_c, y} \left[ \ell \left( y, \text{prox}_{V_0,\ell}(\nu_c) \right) \right] \]
with
\[ \left( \nu_c, \tau_c \right) \sim N \left( \left[ \frac{\pi_c}{h_c}, \frac{\rho_c}{m_c}, \frac{m_c}{q_c} \right] \right) \quad \text{and} \quad y \sim P_0(\cdot \mid \tau_c). \]

The generalization error is much simpler to obtain: since \( x_{\text{new}}, y_{\text{new}} \) are independent from the estimator \( \hat{\theta} \), we simply have
\[ \lim_{n \to \infty} \mathcal{E}_{\text{gen}}(\hat{\theta}) = \sum_{c \in \mathcal{C}} p_c E_{\nu_c, \tau_c, y} \left[ \ell \left( y, \nu_c \right) \right] \]
where \( \nu_c, \tau_c, y \) follow the same distribution as above.

### A.9 Examples

**Ridge penalty** Consider a particular case of the general equations reported above: the case of a ridge penalty
\[ r(\theta) = \frac{\lambda}{2} \| \theta \|_2^2. \]

We then have:
\[ \text{prox}_r(x) = (1 + \lambda)^{-1} x \]
which simplify the prior equations considerably. Indeed, we can now compute every expectation in (72), which yields the following fixed-point equations:
\[
\begin{align*}
\dot{V}_c &= \frac{1}{\beta} \text{tr} \left[ \Sigma_c \left( \lambda I_d + \hat{\Sigma} \right)^{-1} \right] \\
\dot{q}_c &= \frac{1}{\beta} \text{tr} \left( \sum_{c' \in \mathcal{C}} \dot{q}_{c'} \Sigma_{c'} + \sum_{c',c'' \in \mathcal{C}} \dot{\mu}_{c'} \dot{\mu}_{c''}^\top \right) \Sigma_c \left( \lambda I_d + \hat{\Sigma} \right)^{-2} \\
m_c &= \frac{1}{\beta} \text{tr} \left( \sum_{c' \in \mathcal{C}} \dot{\mu}_{c'} \theta_c^\top \right) \Sigma_c \left( \lambda I_d + \hat{\Sigma} \right)^{-1} \\
h_c &= \frac{1}{\beta} \text{tr} \left( \sum_{c' \in \mathcal{C}} \dot{\mu}_{c'} \mu_{c'}^\top \right) \left( \lambda I_d + \hat{\Sigma} \right)^{-1}
\end{align*}
\]
**Gaussian covariate model**  The equations for the Gaussian covariate model can be found in [19]; they also correspond to taking $|\mathcal{C}| = 1$ in the ones above. We reproduce them here for completeness:

\[
\begin{align*}
\dot{V} &= -\alpha \mathbb{E}_{\xi \sim \mathcal{N}(0,1)} \int dy \, Z_0 \left( y, \pi + \frac{m}{\sqrt{q}} \xi, \rho - \frac{m^2}{q} \right) \partial_\omega f_\ell(y, h + \sqrt{q} \xi, V) \\
\dot{q} &= -\alpha \mathbb{E}_{\xi \sim \mathcal{N}(0,1)} \int dy \, Z_0 \left( y, \pi + \frac{m}{\sqrt{q}} \xi, \rho - \frac{m^2}{q} \right) f_\ell(y, h + \sqrt{q} \xi, V)^2 \\
\dot{m} &= -\alpha \mathbb{E}_{\xi \sim \mathcal{N}(0,1)} \int dy \, \partial_\omega Z_0 \left( y, \pi + \frac{m}{\sqrt{q}} \xi, \rho - \frac{m^2}{q} \right) f_\ell(y, h + \sqrt{q} \xi, V) \\
\dot{h} &= -\alpha \mathbb{E}_{\xi \sim \mathcal{N}(0,1)} \int dy \, Z_0 \left( y, \pi + \frac{m}{\sqrt{q}} \xi, \rho - \frac{m^2}{q} \right) f_\ell(y, h + \sqrt{q} \xi, V) 
\end{align*}
\]

(80)

where this time

\[
\mu = \tilde{h}\mu + \tilde{m}\Sigma \theta_0 \quad \text{and} \quad \tilde{\Sigma} = V\Sigma. \quad (82)
\]

The errors are given by

\[
\begin{align*}
\lim_{n \to \infty} \varepsilon_{\text{tr}}(\tilde{\theta}) &= \mathbb{E}_{\nu, \tau, y} \left[ \ell \left( y, \text{prox}_{V^*} f_\ell(y, \tilde{\nu}) \right) \right] \\
\lim_{n \to \infty} \varepsilon_{\text{gen}}(\tilde{\theta}) &= \mathbb{E}_{\nu, \tau, y} [\ell(y, \nu)]
\end{align*}
\]

(83)

(84)

with

\[
\left( \begin{array}{c} \nu \\ \tau \end{array} \right) \sim \mathcal{N} \left( \left[ \begin{array}{c} \mu \\ \mu^* \end{array} \right], \left[ \begin{array}{cc} \rho & m^* \\ m^* & q^* \end{array} \right] \right) \quad \text{and} \quad y \sim P_0(\cdot | \tau). \quad (85)
\]

**Ridge regression**  We place ourselves in the ridge regression case, where

\[
P_0(\tau | \Delta) = N(\tau, \Delta)
\]

\[
\ell(y, \hat{y}) = (y - \hat{y})^2.
\]

In this case, the equations in (79) simplify even further, yielding

\[
\begin{align*}
\dot{V} &= \frac{\alpha P_c}{1 + \nu V_c} \\
\dot{q} &= \frac{\alpha P_c}{1 + \nu V_c} (\rho_c + \Delta + q_c - 2m_c + (h_c - \pi_c)^2) \\
\dot{m} &= \frac{\alpha P_c}{1 + \nu V_c} \\
\dot{h} &= \frac{\alpha P_c}{1 + \nu V_c}
\end{align*}
\]

(87)

\[
\begin{align*}
V &= \frac{1}{\alpha} \text{tr} \left[ \Sigma \left( \lambda I_d + \tilde{\Sigma} \right)^{-1} \right] \\
q &= \frac{1}{\alpha} \text{tr} \left[ \left( q\Sigma + \tilde{\mu}\tilde{\mu}^\top \right) \Sigma \left( \lambda I_d + \tilde{\Sigma} \right)^{-2} \right] \\
m &= \frac{1}{\alpha} \text{tr} \left[ \tilde{\mu}\theta_0^\top \Sigma \left( \lambda I_d + \tilde{\Sigma} \right)^{-1} \right] \\
h &= \frac{1}{\alpha} \text{tr} \left[ \tilde{\mu}\mu^\top \left( \lambda I_d + \tilde{\Sigma} \right)^{-1} \right]
\end{align*}
\]

(88)

The training and generalization error also benefit from a very simple expression

\[
\varepsilon_{\text{tr}} = \sum_c \frac{\dot{q}_c^2}{\alpha} \quad \text{and} \quad \varepsilon_{\text{tr}} = \sum_c \frac{\dot{q}_c^2 (1 + V_c^*)^2}{\alpha}.
\]

(89)
B Universality of Gaussian Mixture Models

In this section we prove the main results shown in in Sec. 3 regarding universality properties of Gaussian Mixture Models.

B.1 Mean Universality : proof of Proposition 3.2

Let us rewrite the assumptions here. Let \( \{ V_c^* \}_{c=1}^K \) be the fixed points of the (replica) saddle point equations describing the centered Gaussian mixture problem, i.e. the solutions of of eqs. (78), (79). We assume that the teacher vector and the data structure respect the following:

\[
\lim_{n,d \to \infty} \frac{\theta_0^T \mu_c}{d} = 0 \quad \forall c \in \mathcal{C} \quad (90)
\]

\[
\lim_{n,d \to \infty} \frac{1}{d} \theta_0^T \Sigma_c = \left( \lambda + \sum_{c' \in \mathcal{C}} V_{c'}^* \Sigma_{c'} \right)^{-1} \mu_c \to 0 \quad \forall (c, c') \in \mathcal{C} \times \mathcal{C} \quad (91)
\]

and the loss and teacher are both symmetric:

\[
\ell(x, y) = \ell(-x, -y) \quad (92)
\]

\[
P_0(y | \tau) = P_0(-y | -\tau) \quad (93)
\]

In the saddle-point equations (78), (79), the mean vectors appear always coupled with the overlaps \( \{ h_c, \hat{h}_c \}_{c \in \mathcal{C}} \). Hence, to prove Prop. 3.2 it suffices to prove the following result:

**Lemma B.1.** If \((a + b + c)\) hold, then \( \{ h_c = \hat{h}_c = 0 \}_{c \in \mathcal{C}} \) is a fixed point for the problem.

First consider the update equations for \( \{ h_c \}_{c \in \mathcal{C}} \):

\[
h_c = \frac{1}{d} \sum_l \text{tr} \left[ \left( \hat{h}_l \mu_l + \tilde{h}_l \theta_0 \mu_l \right) \left( \lambda I_d + \sum_{l'} V_{l'}^* \Sigma_{l'} \right)^{-1} \right] \quad (94)
\]

\[
h_c \stackrel{a+c}{\approx} \frac{1}{d} \sum_l \text{tr} \left[ \left( \hat{h}_l \mu_l + \tilde{h}_l \theta_0 \mu_l \right) \left( \lambda I_d + \sum_{l'} V_{l'}^* \Sigma_{l'} \right)^{-1} \right] \quad (95)
\]

By continuity of the saddle-point equations, if at the fixed point \( \{ \hat{h}_c^* \to 0 \}_{c \in \mathcal{C}} \) holds, we also easily have that \( \{ h_c^* \to 0 \}_{c \in \mathcal{C}} \). Now assume \( \{ h_c^* = 0 \}_{c \in \mathcal{C}} \) at the fixed point. We exploit symmetry argument inherent to the update functions to show that \( \{ h_c^* = 0 \}_{c \in \mathcal{C}} \) under weak assumptions on the teacher and loss functions. We write the updates using assumption c):

\[
\hat{h}_c = a \mathbb{E}_{\xi \sim N(0,1)} \left[ \int dy \rho_c \left( y, \frac{m_c}{\sqrt{q_c}} \xi + \pi_c, \rho_c - \frac{m_c^2}{q_c} \right) f_\ell(y, h_c + \sqrt{q_c} \xi, V) \right] \quad (96)
\]

\[
\hat{h}_c \to 0 \quad a \mathbb{E}_{\xi \sim N(0,1)} \left[ \int dy \rho_c \left( y, \frac{m_c}{\sqrt{q_c}} \xi, \rho_c - \frac{m_c^2}{q_c} \right) f_\ell(y, \sqrt{q_c} \xi, V) \right] \quad (97)
\]

Reminding the definition of the teacher measure term:

\[
Z_0(y, \omega, V) = \mathbb{E}_{\Lambda \sim N(\omega, V)} [P_0(y | \lambda)]
\]

we see that the symmetry conditions impose basic restrictions on the label generation:

\[
f(\omega) = \mathbb{E}_{\Lambda \sim N(\omega, V)} [P_0(y | \lambda)] = \mathbb{E}_{\Lambda \sim N(-\omega, V)} [P_0(-y | \lambda)]
\]

and hence \( Z_0 \) is even in its second argument. Additionally, we have

\[
f_\ell(y, \omega, V) = \frac{1}{V} (\text{prox} \ V(y, \cdot)(\omega) - \omega) \quad \text{prox} \ V(y, \cdot)(w) = \arg \min_z \left[ \frac{1}{2V} (z - w)^2 + \ell(y, z) \right]
\]

The symmetry condition on \( \ell \) then implies that

\[
\text{prox} \ V(-y, \cdot)(\omega) = - \text{prox} \ V(y, \cdot)(\omega)
\]

so \( f_\ell \) is odd in its second argument. All that’s left to notice is that (97) is an Gaussian integral of an odd function, hence it is equal to 0.
B.2 Gaussian Universality: proof of Proposition 3.3

We proved that the fixed point respects \{h^*_c, \hat{h}^*_c = 0, 0\} under the hypothesis of Prop. 3.2. Assume now that the mixture is homogeneous:

\[
\Sigma_c = \Sigma \quad \forall c \in C
\]  

(102)

Then we have

\[
\varepsilon^{GMM}_{gen}\left(\{\mu_c\}_{c=1}^K, \{\Sigma\}_{c=1}^K\right) \simeq \varepsilon^{GMM}_{gen}\left(0, \{\Sigma\}_{c=1}^K\right)
\]  

(103)

\[
\varepsilon^{tr}_{tr}\left(\{\mu_c\}_{c=1}^K, \{\Sigma\}_{c=1}^K\right) \simeq \varepsilon^{tr}_{tr}\left(0, \{\Sigma\}_{c=1}^K\right)
\]  

(104)

But the right-hand side of those equations corresponds to a distribution of the form

\[
x \sim \sum_{c \in C} N(0, \Sigma) = N(0, \Sigma)
\]

This proves Proposition 3.3

B.3 Covariance universality

Surprisingly in the limit of vanishing regularization, \(\lambda \to 0^+\), the covariance is not relevant for the high dimensional learning problem. We show that when a unique minimizer of the loss exists, and we can take safely the limit \(\lambda \to 0^+\) in the saddle point equations, the covariance \(\Sigma\) disappears completely from the overlap expression. Indeed assuming the minimizer \(\theta\) is unique, we can safely simplify the type:

\[
\lim_{\lambda \to 0^+} \Sigma^n(\lambda I_d + \hat{V})\Sigma' = \frac{1}{V} \Sigma^{n-n'}
\]

(105)

Then by plugging in the \(\lambda \to 0^+\) simplification in eqs. (80), (81) we have complete independence from the covariance matrix \(\Sigma\):

\[
\begin{aligned}
\hat{V} &= -\alpha \mathbb{E}_{\xi \sim N(0,1)} \left[ \int dy Z_0 \left( y, \frac{m_c}{\sqrt{q_c}}, \rho_c - \frac{m_c}{q_c} \right) \partial_y f_t(y, \sqrt{q_c} \xi, V_c) \right] \\
\dot{q} &= \alpha \mathbb{E}_{\xi \sim N(0,1)} \left[ \int dy Z_0 \left( y, \frac{m_c}{\sqrt{q_c}}, \rho - \frac{m_c}{q} \right) f_t(y, \sqrt{q_c} \xi, V) \right] \\
\dot{m} &= \alpha \mathbb{E}_{\xi \sim N(0,1)} \left[ \int dy \partial_y Z_0 \left( y, \frac{m_c}{\sqrt{q_c}}, \rho - \frac{m_c}{q} \right) f_t(y, \sqrt{q_c} \xi, V) \right] \\
V &= 1 \\
q &= \hat{q} + \rho \dot{m}^2 \\
m &= \dot{m} \rho
\end{aligned}
\]  

(106)

(107)

which concludes the proof.

B.4 Strong universality

We never made any specific assumption on the loss up to now, apart the very general symmetry condition in Assumption 2. In this section we show strong universality for square loss regression for any GMM estimation problem respecting the mean universality property (Prop. 3.2). We assume to consider a ridge regression problem in the underparametrized regime \(\alpha > 1\):

\[
P_0(\tau|\Delta) = N(\tau, \Delta) \quad \ell(y, \hat{y}) = (y - \hat{y})^2
\]  

(108)

the replicas then correspond to equations (87), (88). In the \(\lambda \to 0^+\) limit, the equation simplify greatly:

\[
\begin{aligned}
\dot{V}_c &= \frac{\alpha p_c}{1 + V_c} \\
\dot{q}_c &= \frac{\alpha q_c}{(1 + V_c)^2} (\rho_c + \Delta + q_c - 2m_c) \\
\dot{m}_c &= \frac{\alpha m_c}{1 + V_c} \\
V_c &= \frac{1}{d} \text{tr} \left[ \Sigma_c \left( \sum_{l \in C} V_l \Sigma_l \right)^{-1} \right] \\
q_c &= \frac{1}{d} \sum_{l \in C} \text{tr} \left[ \dot{q}_l \Sigma_c \left( \sum_{l' \in C} V_{l'} \Sigma_{l'} \right)^{-2} \right] + \frac{1}{d} \sum_{l \in C} \sum_{l' \neq l} \text{tr} \left[ \dot{m}_l \dot{m}_{l'} \Sigma_c \left( \sum_{l'' \in C} V_{l''} \Sigma_{l''} \right)^{-2} \right] \\
m_c &= \frac{1}{d} \sum_{l=1}^K \left[ \dot{m}_c \Sigma_l \dot{\theta}^0_l \Sigma_l \left( \sum_{l'' \in C} V_{l''} \Sigma_{l''} \right)^{-1} \right]
\end{aligned}
\]  

(109)

(110)
We remark that we can write the training and generalization error can be written as:

\[ q_c = \frac{1}{d} \sum_{l=1}^{K} \text{tr} \left( \hat{q}_l \Sigma_l \Sigma_l (\sum_{l'} \hat{V}_{l'} \Sigma_{l'})^{-2} \right) + \frac{1}{d} \sum_{l,k=1}^{K} \text{tr} \left( \hat{m}_{l,k} \Sigma_l \theta_l \theta_k^T \Sigma_k \Sigma_c (\sum_{l'} \hat{V}_{l'} \Sigma_{l'})^{-2} \right) \equiv R_c + G_c \tag{111} \]

The error metrics can be decomposed as:

\[ \varepsilon_{\text{tr}} = \sum_{c \in \mathcal{C}} \frac{p_c}{1 + V_c} (R_c + \Delta) + \sum_{c \in \mathcal{C}} \frac{p_c}{1 + V_c} (\rho_c + G_c - 2m_c) \tag{113} \]

\[ \varepsilon_{\text{gen}} = \sum_{c \in \mathcal{C}} p_c (R_c + \Delta) + \sum_{c \in \mathcal{C}} p_c (\rho_c + G_c - 2m_c) \tag{114} \]

We focus on the second term and show that it is equal to zero. Looking at eqs. (110),(109), we note that:

\[ \hat{m}_c = \hat{V}_c \quad \forall c \in \mathcal{C} \tag{115} \]

By using eq. (115) we can simplify the equations for \( \{\hat{m}_c, G_c\} \):

\[ G_c = \rho_c, \quad m_c = \rho_c \quad \forall c \in \mathcal{C} \tag{116} \]

Plugging this relations in the saddle point equations we obtain:

\[
\begin{align*}
\hat{V}_c &= \frac{\alpha_p}{1 \cdots} = \hat{m}_c \\
\hat{q}_c &= \frac{\alpha_p}{\hat{q}_c} = \hat{m}_c \\
\hat{V}_c &= \frac{1}{d} \text{tr} \left[ \Sigma_c (\sum_{c \in \mathcal{C}} \hat{V}_l \Sigma_l) \right]^{-1} \\
\hat{q}_c &= \frac{1}{d} \sum_{l=1}^{K} \text{tr} \left[ \hat{q}_l \Sigma_l \Sigma_l (\sum_{l'} \hat{V}_{l'} \Sigma_{l'})^{-2} \right] + \rho_c \equiv R_c + \rho_c \\
m_c &= \rho_c
\end{align*}
\]

The fixed point of the equations does not depend on \( \{\rho_c\} \) anymore and we are left with equations only for \( \{\hat{V}_c, \hat{q}_c, V_c, R_c\} \) \( \forall c \in \mathcal{C} \):

\[
\begin{align*}
\hat{V}_c &= \frac{\alpha_p}{1 \cdots} = \hat{m}_c \\
\hat{q}_c &= \frac{\alpha_p}{\hat{q}_c} = \hat{m}_c \\
\hat{V}_c &= \frac{1}{d} \text{tr} \left[ \Sigma_c (\sum_{c \in \mathcal{C}} \hat{V}_l \Sigma_l) \right]^{-1} \\
R_c &= \frac{1}{d} \sum_{l=1}^{K} \text{tr} \left[ \hat{q}_l \Sigma_l \Sigma_l (\sum_{l'} \hat{V}_{l'} \Sigma_{l'})^{-2} \right]
\end{align*}
\]

The errors can be computed in a closed form with a series of algebraic manipulation. One can verify by algebraic manipulation the following relations:

\[
\sum_c V_c \hat{V}_c = \sum_c \frac{1}{d} \text{tr} \left[ \hat{V}_c \Sigma_c (\sum_{c \in \mathcal{C}} \hat{V}_l \Sigma_l) \right] = 1 \tag{121}
\]

\[
\sum_c R_c \hat{V}_c - V_c \hat{q}_c = \frac{1}{d} \sum_{l=1}^{K} \text{tr} \left[ \hat{q}_l \Sigma_l (\sum_{c \in \mathcal{C}} \hat{V}_c \Sigma_c) (\sum_{l'} \hat{V}_{l'} \Sigma_{l'})^{-2} \right] - \frac{1}{d} \text{tr} \left[ \sum_c \hat{q}_c \Sigma_c (\sum_{l \in \mathcal{C}} \hat{V}_l \Sigma_l) \right] = 0 \tag{122}
\]

Now we express everything in eq. (121) in terms of the non-hatted overlaps to obtain:

\[
\begin{align*}
\text{)} \sum_c \alpha_p \frac{1}{1 + V_c} V_c &= 1 \tag{123} \\
\#) \sum_c \alpha_p \frac{1}{(1 + V_c)^2} R_c &= \sum_c \frac{\alpha_p}{(1 + V_c)^2} V_c \Delta \tag{124}
\end{align*}
\]

We remark that we can write the training and generalization error can be written as:

\[
\begin{align*}
\varepsilon_{\text{tr}} &= \sum_c \frac{\hat{q}_c}{\alpha} \\
\varepsilon_{\text{tr}} &= \sum_c \frac{\hat{q}_c (1 + V^*_c)^2}{\alpha} \tag{125}
\end{align*}
\]
So if we compute the quantity $\sum c \hat{q}_c$ we conclude. By plugging in (\#) into the expression above we obtain:

$$
\sum c \hat{q}_c = \sum c \frac{p_c}{(1 + V_c)^2} (R_c + \Delta) 
$$

(126)

$$
\approx \Delta \sum c \frac{p_c}{(1 + V_c)^2} + \Delta \sum c \frac{p_c}{(1 + V_c)^2} V_c 
$$

(127)

$$
\approx \Delta \sum c \frac{p_c}{1 + V_c} 
$$

(128)

and finally using relation (\*) we prove the theorem:

$$
\varepsilon_{tr} = \sum c \frac{\hat{q}_c^*}{\alpha} 
$$

(129)

$$
= \sum c \frac{\hat{q}_c^*}{\alpha} \pm \frac{\Delta}{\alpha} 
$$

(130)

$$
= (\ast) \Delta (1 - \frac{1}{\alpha}) 
$$

(131)

On the other hand, the generalization error does not respect the strong universality statement as we analyze in the next section (See Fig. 5).

C Non-universality of Gaussian Mixture Models

In the previous section we enumerated a series of results unveiling universality of GMM. Now we want to study the dual task: when GMM model are not universal? We have two ways to break universality: a) allow strong heterogeneity in the data structure; b) consider labels which are strongly correlated with the data structure. The plan for this section is to review more in detail these two processes for universality breaking.

C.1 Strongly heterogeneous mixtures

We proved in Theorem. 3.6 a strong universality statement for the training loss of ridge regression. However in this section we want to clarify that the theorem is not valid beyond its assumption for general mixtures. We prove this by analyzing a counterexample: a strongly heterogeneous 2-clusters Gaussian Mixture:

$$
\Sigma_+ = \text{diag}(0.1, \ldots, 0.1, 1.9, \ldots, 1.9) \quad p_+ = 0.8 
$$

(132)

$$
\Sigma_- = \text{diag}(1.9, \ldots, 1.9, 0.1, \ldots, 0.1) \quad p_- = 0.2 
$$

(133)

We present in Fig. 5 the comparison of the heterogeneous GMM performance with the Gaussian theory: although the training errors coincide as predicted by Theorem. 3.6, the generalization errors are different. However, we remark that real data after preprocessing seem homogeneous enough to obtain a good agreement with the exact Gaussian asymptotics as we see in Fig. 1.

C.2 Correlated teachers

In this section we investigate in deeper detail the controlled setting of Theorem. 3.7. We do not necessarily consider estimation problems which respects the assumption of mean universality property (Prop. 3.2), and in fact we precisely analyze the consequences if we relax these conditions. We perform ridge regression on a two-mixtures GMM with opposite means and same covariance matrix proportional to $I_d$. In this scenario the exact asymptotics for the performance of the ERM estimator admits a closed form expression. We remind here the main parameters for the theoretical analysis are:

$$
\rho = \frac{1}{d} \theta_0^\top \Sigma \theta_0 = \frac{1}{d} ||\theta_0||_2^2 \quad \gamma = \frac{1}{d} ||\mu||_2^2 \quad \Delta = \mathbb{E} \xi^2 \quad \hat{\mu}_\pm = \hat{h}_\pm \mu_\pm + \hat{m}_\pm \Sigma \theta_0 
$$

(134)

In this simple setting we can simplify the general mixture equations in eqs. (80),(81) without doing any assumption on the teacher. We first map the equation to a single Gaussian problem $\hat{S}_{\theta, I_d, \mu}$. We have to slightly modify the proof of
Figure 5: Training and generalization error for ridge regression on the GMM defined in eq. (132). Left: We compare the performance of the Gaussian asymptotics (solid black line) with the GMM one (solid red line), while the orange dots represents simulations which agrees with the theoretical predictions predicted by Theorem 3.1. Right: Two dimensional toy plot of 10000 samples coming from the heterogeneous Gaussian mixture.

Prop. 3.3 presented in Sec. B.2, indeed we cannot blindly assume that the mean overlaps \( \{ h_+, h_- \} \) are zero but one can show that at the fixed point the overlaps respect:

\[
\hat{h}_+^* = -\hat{h}_-^*, \quad \hat{m}_+^* = \hat{m}_-^* \quad \Rightarrow \quad \hat{\mu}_+^* = \hat{\mu}_-^* \tag{135}
\]

\[
\hat{V} = \hat{V}_+ + \hat{V}_- \quad \hat{q} = \hat{q}_+ + \hat{q}_- \quad \hat{m} = \hat{m}_+ + \hat{m}_- \quad \hat{h} = \hat{h}_+ - \hat{h}_- \tag{136}
\]

\[
V = V_+ = V_- \quad q = q_+ = q_- \quad m = m_+ = m_- \quad h = h_+ = -h_- \tag{137}
\]

the fixed point of the replica equations for the mixture defined above are mapped to the one of a single Gaussian problem for the overlaps \( \{ V, m, q, h, \hat{V}, \hat{m}, \hat{q}, \hat{h} \} \). Now we can simplify them even further by plugging in the assumption on the covariance, all the traces simplify and we get:

\[
\begin{align*}
V &= \frac{1}{\lambda_+ V} \\
q &= V^2 (\hat{q} + \rho \hat{m}^2 + 2\pi \hat{m} \hat{h} + \gamma \hat{h}^2) \\
m &= V (\rho \hat{m} + \pi \hat{h}) \\
h &= V (\gamma \hat{h} + \pi \hat{m})
\end{align*}
\tag{138}
\]

These equations are actually solvable! Define

\[
\eta := V \hat{V} = \frac{\alpha V}{1 + V};
\]

Now, we know that the generalization error satisfies:

\[
V^2 \hat{q} = \frac{V^2 \alpha}{(1 + V)^2} \epsilon_{\text{gen}} = \frac{\eta^2}{\alpha} (\epsilon_{\text{gen}}).
\]

We can plug this into the equation for \( q \) to get

\[
\epsilon_{\text{gen}} = \rho + \left( \frac{\eta^2}{\alpha} (\epsilon_{\text{gen}}) + \rho (V \hat{m})^2 + 2\pi (V \hat{m}) (V \hat{h}) + \gamma (V \hat{h})^2 \right) - 2 \left( \frac{\rho V \hat{m} + \pi V \hat{h}}{m} \right) (+ \pi - h)^2 \tag{139}
\]

\[
\epsilon_{\text{tr}} = \frac{\epsilon_{\text{gen}}}{(1 + V)^2} \tag{140}
\]
with the relations:

\[ V = \frac{\eta}{\alpha - \eta}, \quad V \hat{m} = \eta, \quad V \hat{h} = \eta (\pi - h) \]

and the expression of \( \pi - h \) as a function of \( \eta \):

\[ \pi - h = \pi - V (\gamma \hat{h} + \pi \hat{m}) = \pi - \gamma \eta (\pi - h) - \pi \eta \iff \pi - h = \pi \frac{1 - \eta}{1 + \gamma \eta} \]  

we simplify everything in terms only of \( \eta \) to get:

\[ \varepsilon_{\text{gen}} = \frac{\alpha (\Delta + (\eta - 1)^2 \rho)}{\alpha - \eta^2} \left( 1 - \pi^2 \frac{(\eta - 1)^2 (\gamma \eta^2 + 2\eta - 1)}{(\Delta + (\eta - 1)^2 \rho) (1 + \gamma \eta)^2} \right) \]

\[ \varepsilon_{\text{tr}} = \frac{(\alpha - \eta)^2 (\Delta + (\eta - 1)^2 \rho)}{\alpha (\alpha - \eta^2)} \left( 1 - \pi^2 \frac{(\eta - 1)^2 (\gamma \eta^2 + 2\eta - 1)}{(\Delta + (\eta - 1)^2 \rho) (1 + \gamma \eta)^2} \right) \]

All that remains is to solve for \( \eta \) using the equations for \( V \) and \( \hat{V} \), which yields

\[ \eta = 1 + \frac{1}{2} \left( \alpha - 1 + \lambda - \sqrt{4\lambda + (\alpha - 1 + \lambda)^2} \right). \]

**Vanishing regularization** We can take \( \lambda = 0 \) inside (144) even when \( \alpha < 1 \), and we find

\[ \eta(\lambda = 0) = \min(\alpha, 1) \]

Finally, this yields

\[ \varepsilon_{\text{gen}} = \begin{cases} \frac{\alpha \Delta}{\alpha^2} & \alpha \geq 1 \\ \frac{(\alpha - 1)(\alpha^2 \gamma + 2\alpha - 1)}{\alpha (\alpha + 1)^2} - \frac{(\alpha - 1)^2 \rho + \Delta}{\alpha - 1} & \text{else} \end{cases} \]

\[ \varepsilon_{\text{tr}} = \begin{cases} \frac{\alpha - 1}{\alpha} & \alpha \geq 1 \\ 0 & \text{else} \end{cases} \]

We retrieve the results of Corollary 3.8: even with correlated teachers we show that in the underparametrized regime we have Gaussian universality.

**Extension of Corollary 3.8:** The Gaussian universality result for correlated teacher at vanishing regularization can be extended as well to general balanced mixtures with homoscedastic covariance, i.e. the case where

\[ p_c = \frac{1}{|C|}, \quad \Sigma_c = \Sigma, \quad \lambda = 0. \]

In order to do so, we consider the general saddle point equation for ridge regression in eq. (87),(88), and plug in the assumptions:

\[ \begin{align*}
\hat{V} &= \frac{\alpha}{|C|(1+V)} \\
\hat{q}_c &= \frac{\alpha}{|C|(1+V)} \rho + \Delta + q_c - 2m + (h_c - \pi_c)^2 \\
\hat{m} &= \frac{\alpha}{|C|(1+V)} \\
\hat{h}_c &= \frac{\alpha}{|C|(1+V)} \\
V &= \frac{1}{\alpha} \text{tr} \left[ \Sigma \Sigma^{-1} \right] \\
q_c &= \frac{1}{\alpha} \text{tr} \left[ (\hat{q}_c \Sigma + \hat{\mu} \Sigma^{-1}) \Sigma \Sigma^{-1} \right] \\
m &= \frac{1}{\alpha} \text{tr} \left[ \hat{\mu} \Sigma^{-1} \right] \\
h_c &= \frac{1}{\alpha} \text{tr} \left[ \hat{\mu} \Sigma^{-1} \right]
\end{align*} \]

In particular, these assumptions imply that \( V_c, \hat{V}_c, m_c, \hat{m}_c \) do not depend on the class labels \( c \), and hence

\[ \hat{\Sigma} = \hat{V} \Sigma. \]
Figure 6: Theoretical prediction from eq. (158) for the difference between the generalization error computed from the
Gaussian theory and GMM one plotted as a function of the number of samples used in the fit in Algorithm C.3. We use
different regularization strength $\Lambda \in \{1e^{-10}, 0.1, 1, 10\}$, increasing clockwise in the figure.

Now, consider the assignment
$$\hat{h}_c = 0 \quad \text{and} \quad h_c = \pi_c;$$ (150)

is is easy to check that they are a fixed point of the above saddle-point equations, since then
$$h_c = \frac{m \pi_c}{V} = \pi_c$$

Plugging in this relation in the expression of the update for $\{\hat{q}_c\} \in C$ we obtain:
$$\hat{q}_c^* = \frac{\alpha \rho_c}{(1 + V_c^*)^2} \left( \rho_c + \Delta + q_c^* - 2m_c^* + (h_c - \pi_c)^2 \right) = \frac{\alpha \rho_c}{(1 + V_c^*)^2} \left( \rho_c + \Delta + q_c^* - 2m_c^* \right)$$ (151)

Hence by looking at the expression of generalization and training error for ridge regression in eq. (125) we conclude that
they will not depend on the values of the mean overlaps $\{h_c^*\} \in C$ and we can prove Gaussian universality in the same
way as we did in the proof of Theorem 3.4.

C.3 Interpolating teachers

Different works observed over different datasets that if we find an interpolating teacher vector, in such a way that we
can keep the real labels to study ERM performance, the theoretical predictions coming from Gaussian asymptotics would
agree with simulations, [19] among others. This observation apparently contradicts the result of Theorem 3.7 in which
we show that correlated labels (as we expect real labels to be) break Gaussian universality. We try to motivate this in the
same setting as Theorem 3.7:

Theorem C.1. (Real labels universality) Consider the same setting of Theorem 3.7. Fix now the teacher vector to be the
maximally correlated one $\theta = \mu$ and find an interpolating teacher $\tilde{\theta}$ using $\tilde{n}$ samples coming from the GMM. If we compare
the exact asymptotics of Gaussian and GMM for regularization $\Lambda$ at fixed $\alpha = \frac{\tilde{n}}{d}$ we obtain a discrepancy:
$$\Delta_{\text{gen}} = \frac{4(E - 1)\alpha^2 (E^2\gamma + 2\alpha - 1)}{(\alpha + 1)^2 (E^2 + 1)^2}$$ (152)

with $E(\alpha, \Lambda)$ solution of:
$$E = 1 + \frac{1}{2} \left( \alpha - 1 + \Lambda - \sqrt{4\Lambda + (\alpha - 1 + \Lambda)^2} \right).$$ (153)

The result above solve the apparent contradiction: if we strongly overparametrize the fitting model, interpolating
teachers can be uncorrelated with the data structure.

The proof of the results relies strongly on the fact that we can analyze analytically the performance in this scenario
being it the same as the previous section. Reminding from eq. (145) that in the limit $\lambda \to 0$ we have in the overparametrized
Algorithm 1 Get theoretical learning curves keeping real labels

**Data generation:** Generate the data from the 2-clusters GMM described in C.1 and set:

\[
\mu_+ = -\mu_- = \sqrt{\gamma}(1, \ldots, 1)^T, \quad \Sigma_+ = \Sigma_- = I_d, \quad \theta_0 = \mu_+ \tag{154}
\]

**Fit interpolating teacher** Perform ridge regression for \( \lambda \to 0 \). Take \( \alpha = \frac{n}{d} < 1 \) so that the ERM estimator will interpolate the data.

**Run exact asymptotics** Compute the theoretical performance of the associated 2-GMM and equivalent GCM from the estimated \( \hat{\theta} \) for the same \( \alpha \) with a fixed regularization parameter \( \Lambda \).

setting \( \eta(\alpha, \lambda = 0) = \alpha \), we can write:

\[
\begin{align*}
    h_{erm} &= \frac{\mu^\top \hat{\theta}}{d} = \gamma \alpha \frac{\gamma + 1}{1 + \gamma \alpha} \\
    q_{erm} &= \frac{\hat{\theta}^\top \Sigma \hat{\theta}}{d} = \alpha \left( -\frac{\Delta}{\alpha - 1} - \frac{(\alpha - 1)\pi^2}{\alpha \gamma + 1} + \rho \right)
\end{align*}
\]

We summarize the algorithmic procedure in in Algorithm. C.3. In order to compute the generalization error from eq. (142) we need the quantities \( \{\rho, \pi\} \). Note that in Algorithm. C.3 we compute the theoretical curve for the GMM and the GCM from the estimated \( \hat{\theta} \). This translates into the fact that the estimated overlaps from numerical simulations in the previous step become the equivalent to:

\[
\begin{align*}
    \pi &= h_{erm} \\
    \rho &= q_{erm}
\end{align*}
\]

We fix the regularization for the theoretical prediction to be \( \Lambda \), and for simplicity we use the same sample complexity parameter \( \alpha \). We are now in a position to compare Gaussian and GMM theoretical prediction, more precisely we analyze the difference of the generalization errors for the two data model. Recalling the expression for the generalization error in eq. (142), we just need to plug the estimated overlaps in eq. (157) to obtain:

\[
\Delta \epsilon_{gen} = \frac{4\alpha^2(\gamma - 1)(\gamma + 1)}{(\alpha + 1)^2} \tag{158}
\]

where \( E(\alpha, \Lambda) \) is the solution of eq. (144), retrieving the result in Theorem. C.1. For the sake of clarity we stated the theorem in a simple setting, indeed once we estimated \( \hat{\theta} \) we could have decided to change the value of the sample complexity, as we are now interested in running theory curves. However, to simplify the equations we assumed to run the theoretical prediction for the same value of \( \alpha \) as in the ERM fit. We present the results in Fig. 6 for \( \gamma = 1 \): although the true labels are maximally correlated with the data structure, we see that the Gaussian theoretical predictions with the interpolating teacher \( \theta \) are very close to the GMM one. We remark that the upper-left plot in Fig. 1 is a nice characterization of Theorem. (3.8): as we reach the underparametrized regime we restore Gaussian universality for \( \Lambda \to 0^+ \) even for correlated teachers.

### D Details on real dataset simulations

In this section we report the procedure to create the random regression task on real data, see Algorithm. D. The implementation of the different numerical simulations described in this work are available in a GitHub repository.
Algorithm 2 Random teacher regression on real data

Data processing: Load data and perform the preprocessing step with a transform matrix \( F \in \mathbb{R}^{d \times d'} \), with \( d' \) dimension of the images in the chosen dataset. We choose for all the figures in this manuscript \( d = 2000 \).

Match covariance Compute \( \Sigma = \frac{1}{n} XX^T \)

Create new labels Forget the real labels associated with the dataset and create new label according to:

\[
y_\nu = \begin{cases} 
\frac{\theta_0^T x_\nu}{\sqrt{d}} + \sqrt{\Delta} \xi & \text{Ridge regression} \\
\text{sign} \left( \frac{\theta_0^T x_\nu}{\sqrt{d}} + \sqrt{\Delta} \xi \right) & \text{Logistic regression}
\end{cases}
\]

(159)

\[
\theta_0 \sim N(0, I_d) \quad \xi \sim N(0, 1)
\]

(160)

Run learning curves Fix the regularization parameter \( \lambda \).

for \( \alpha \) in a given range do

Simulation Solve the ERM in eq. (1) using sklearn package LogisticRegression [53] or the Moore-Penrose pseudo-inverse for the ridge estimator:

\[
\hat{\theta} = \begin{cases} 
X^T (XX^T + \lambda I_d)^{-1} Y & n < d \\
(X^T X + \lambda I_d)^{-1} X^T y & n > d
\end{cases}
\]

(161)

Gaussian theory Solve saddle point equations in eqs. (80),(81) defining Gaussian asymptotics for the model.

Compute errors Compute the training loss and generalization error using the metrics:

\[
g(y, \hat{y}) = \begin{cases} 
(y - \hat{y})^2 & \text{Ridge regression} \\
\mathbb{P}(y \neq \hat{y}) & \text{Logistic regression}
\end{cases}
\]

(162)

end for