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# Characteristics and Itô's formula for weak Dirichlet processes: an equivalence result 
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#### Abstract

The main objective consists in generalizing a well-known Itô formula of J. Jacod and A. Shiryaev: given a càdlàg process $S$, there is an equivalence between the fact that $S$ is a semimartingale with given characteristics ( $B^{k}, C, \nu$ ) and a Itô formula type expansion of $F(S)$, where $F$ is a bounded function of class $C^{2}$. This result connects weak solutions of path-dependent SDEs and related martingale problems. We extend this to the case when $S$ is a weak Dirichlet process. A second aspect of the paper consists in discussing some untreated features of stochastic calculus for finite quadratic variation processes.
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## 1 Introduction

The motivating formula is the one of J. Jacod and A. Shiryaev concerning a generic càdlàg process $X$. Let $k$ be a truncation function cutting large jumps, i.e., a bounded function such that $k(x)=x$ in a neighborhood of zero. This says that $X$ is a semimartingale with characteristics $\left(B^{k}, C, \nu\right)$ if and only if for every $F \in C_{b}^{1,2}([0, T] \times \mathbb{R})$,

$$
\begin{align*}
& F(\cdot, X .)-F\left(0, X_{0}\right)-\int_{0} \partial_{s} F\left(s, X_{s}\right) d s-\frac{1}{2} \int_{0} \partial_{x x}^{2} F\left(s, X_{s}\right) d(C \circ X)_{s}-\int_{0} \partial_{x} F\left(s, X_{s-}\right) d\left(B^{k} \circ X\right)_{s} \\
& -\int_{j 0, \cdot] \times \mathbb{R}}\left(F\left(s, X_{s-}+x\right)-F\left(s, X_{s-}\right)-k(x) \partial_{x} F\left(s, X_{s-}\right)\right)(\nu \circ X)(d s d x) \tag{1.1}
\end{align*}
$$

is a local martingale, i.e. a Itô formula expansion. This equivalence was stated in Theorem 2.42, Chapter II, in [12], where $F$ is time homogeneous, but can be easily extended to the nonhomogeneous case, see also Appendix A. Decomposition (1.1) can be seen as a martingale problem formulation for a class of function $F \in C_{b}^{1,2}([0, T] \times \mathbb{R})$ for which $F(\cdot, X)$ is a prescribed special semimartingale.

Given a filtration $\left(\mathcal{F}_{t}\right)$, a (càdlàg) $\left(\mathcal{F}_{t}\right)$-weak Dirichlet process is defined as the sum of a local $\left(\mathcal{F}_{t}\right)$-martingale $M$ and an $\left(\mathcal{F}_{t}\right)$-martingale orthogonal process $A$ which means that $[A, N]=0$, where $N$ is a generic continuous $\left(\mathcal{F}_{t}\right)$-martingale. Typical examples of martingale orthogonal processes are by definition purely discontinuous martingales and bounded variation processes, see Proposition 2.14 in [1]. In particular, if $X$ is an $\left(\mathcal{F}_{t}\right)$-semimartingale, then $X$ is an $\left(\mathcal{F}_{t}\right)$ weak Dirichlet process. If one forces $M$ to be continuous, then the decomposition $X=M+A$

[^0](fixing $A_{0}=0$ ) is unique, see Proposition 3.2 in [4]. In this case the continuous local martingale component $M$ is denoted by $X^{c}$. If $A$ is predictable then it is called $\left(\mathcal{F}_{t}\right)$-special weak Dirichlet process. The filtration $\left(\mathcal{F}_{t}\right)$ will be often omitted when it is self-explanatory or it is the canonical filtration $\left(\mathcal{F}_{t}^{X}\right)$ associated with the process $X$.

The concept of continuous weak Dirichlet process was introduced in [8], and further analyzed and extended to the multidimensional case in [10]; a first application to stochastic control was performed in [9]. In particular therein the authors investigated the stability of weak Dirichlet processes through $C^{0,1}$-transformations. Indeed, if $X$ is an $\mathbb{R}^{d}$-valued weak Dirichlet process admitting all its mutual covariations, and $F \in C^{0,1}\left([0, T] \times \mathbb{R}^{d}\right)$, then $F(\cdot, X)$ is still a weak Dirichlet process. In the jump case, [6] introduced the notion of special Dirichlet process generalizing the notion of special semimartingale. In that framework the general notion of weak Dirichlet process appeared in [1] and was applied to the BSDEs theory in [2]. The aforementioned stability property has been extended in [4] to the case when $X$ is a jump process. A generalization of the $C^{0,1}$-stability in the continuous framework, but $u$ being a path-dependent functional, has been performed in [5] with application to finance. A survey on weak Dirichlet processes is provided in Chapter 15 of [15].

The notion of characteristics, well known for semimartingales, has been extended in [4] to a generic weak Dirichlet process as follows. Cutting large jumps via a truncation function $k$, the process

$$
\begin{equation*}
X_{t}-\sum_{s \leq t}\left(\Delta X_{s}-k\left(\Delta X_{s}\right)\right), \quad t \geq 0 \tag{1.2}
\end{equation*}
$$

is a special weak Dirichlet process. If $\left(\mathcal{F}_{t}\right)=\left(\mathcal{F}_{t}^{X}\right)$, then the process (1.2) can be decomposed as

$$
B^{k} \circ X+X^{c}+k(x) \star\left(\mu^{X}-\nu \circ X\right),
$$

with $\left[X^{c}, X^{c}\right]=C \circ X$ and $\nu$ a random measure with $\nu \circ X$ the compensator of the jump counting measure $\mu^{X}$. Therefore, $X$ fulfills the equation

$$
\begin{equation*}
X=X^{c}+k(x) \star\left(\mu^{X}-\nu \circ X\right)+B^{k} \circ X+(x-k(x)) \star \mu^{X} . \tag{1.3}
\end{equation*}
$$

Our main Theorem 4.2 provides a generalization of the Jacod-Shiryaev equivalence theorem (see (1.1)) when $X$ is not necessarily a semimartingale but a weak Dirichlet process, see Definition 2.3. Namely it states that a finite quadratic variation process X is a weak Dirichlet process with local characteristics ( $B^{k}, C, \nu$ ) if and only if, for each bounded function $F$ of class $C^{1,2}([0, T] \times \mathbb{R})$, $\int_{[0, \mathrm{j}} \partial_{x} F\left(s, X_{s}\right) d^{-}\left(B^{k} \circ X\right)_{s}$ is a martingale orthogonal process, and the process

$$
\begin{align*}
& F(\cdot, X .)-F\left(0, X_{0}\right)-\int_{0} \partial_{s} F\left(s, X_{s}\right) d s-\frac{1}{2} \int_{0}^{\cdot} \partial_{x x}^{2} F\left(s, X_{s}\right)\left(d(C \circ X)_{s}+d\left[B^{k} \circ X, B^{k} \circ X\right]_{s}^{c}\right) \\
& -\int_{[0, \cdot]} \partial_{x} F\left(s, X_{s}\right) d^{-}\left(B^{k} \circ X\right)_{s} \\
& -\int_{[0, \cdot] \times \mathbb{R}}\left(F\left(s, X_{s-}+x\right)-F\left(s, X_{s-}\right)-k(x) \partial_{x} F\left(s, X_{s-}\right)\right)(\nu \circ X)(d s d x) \tag{1.4}
\end{align*}
$$

is an $\left(\mathcal{F}_{t}^{X}\right)$-local martingale, where $\int_{00, \cdot} \partial_{x} F\left(s, X_{s}\right) d^{-}\left(B^{k} \circ X\right)_{s}$ is the forward integral in the sense of [14] (see Definition 2.1), see [1], and also [7]. For proving (1.4), a fundamental tool of independent interest is the following (see Theorem 3.2): if $X$ is an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process with finite quadratic variation with decomposition (1.3), then $B^{k} \circ X$ is a finite quadratic variation process, with

$$
\begin{equation*}
\left[B^{k} \circ X, B^{k} \circ X\right]_{t}=[X, X]_{t}^{c}-\left[X^{c}, X^{c}\right]_{t}+\sum_{s \leq t}\left|\int_{\mathbb{R}} k(x)(\nu \circ X)(\{s\} \times d x)\right|^{2} \tag{1.5}
\end{equation*}
$$

This in particular extends the results when $X$ is semimartingale or a Dirichlet process: in those cases, $\left[B^{k} \circ X, B^{k} \circ X\right]_{t}=\sum_{s \leq t}\left|\Delta\left(B^{k} \circ X\right)\right|^{2}=\sum_{s \leq t}\left|\int_{\mathbb{R}} k(x)(\nu \circ X)(\{s\} \times d x)\right|^{2}$ and therefore $[X, X]_{t}^{c}=\left[X^{c}, X^{c}\right]_{t}$, see Remark 3.4.

An important aspect of Theorem 4.2 is that it prolongates the classical equivalence between weak solutions of stochastic differential equations and martingale problems in the framework of continuous Markov processes, see [16].

Formulation (1.4) fits the one of Theorem 4.3 in [4], where we specify $F(\cdot, X)$ for $F$ belonging to some domain $\mathcal{D}_{\mathcal{S}}$ which is a subspace of $C^{0,1}([0, T] \times \mathbb{R})$. In the present case, $\mathcal{D}_{\mathcal{S}}$ is the space of bounded functions of class $C^{1,2}([0, T] \times \mathbb{R})$, and the processes $F(\cdot, X)$ are no longer special semimartingales but special weak Dirichlet processes. In [4] we were specially interested in domains for which the processes $F(\cdot, X)$ were still semimartingales, see Definition 4.12 in [4]; this included the framework of $X$ being a solution of a stochastic differential equation with jump and singular (distributional) drift, see Theorem 4.1 in [3].

A second aspect of the paper consists in discussing some properties of the covariation processes. We give an explicit expression for the covariation of two càdlàg finite quadratic variation processes, provided that the continuous component of the quadratic variation of one of them vanishes, see Lemma 2.6. We also provide a stability result for $C^{1}$ transformations of finite quadratic variation processes, see Lemma 2.7.

The paper is organized as follows. Section 2 is devoted to some useful results concerning stochastic calculus via regularization for jump processes, including the related properties to the covariance. In Section 3 we formulate some basic recalls on weak Dirichlet processes. Section 4 is devoted to the statement and the proof of the main Theorem 4.2.

## 2 Elements of stochastic calculus via regularization for jump processes

### 2.1 Preliminaries

In the whole article, we are given a fixed maturity $T>0$ and a probability space $(\Omega, \mathcal{F}, \mathbb{P})$.
We will consider the space of functions $u:[0, T] \times \mathbb{R} \rightarrow \mathbb{R},(t, x) \mapsto u(t, x)$, which are of class $C^{0,1}$ or $C^{1,2}$. $C_{b}^{0,1}$ (resp. $C_{b}^{1,2}$ ) stands for the class of bounded functions which belong to $C^{0,1}$ (resp. $C^{1,2}$ ). $C^{0,1}$ is equipped with the topology of uniform convergence on each compact of $u$ and $\partial_{x} u . C^{0}$ (resp. $C_{b}^{0}$ ) will denote the space of continuous functions (resp. continuous and bounded functions) on $\mathbb{R}$ equipped with the topology of uniform convergence on each compact (resp. equipped with the topology of uniform convergence), while $C^{1}$ (resp. $C^{2}$ ) will be the space of continuously differentiable (twice continuously differentiable) functions $u: \mathbb{R} \rightarrow \mathbb{R}$. $C_{b}^{1}$ (resp. $C_{b}^{2}$ ) stands for the class of bounded functions which belong to $C^{1}$ (resp. $C^{2}$ ).

The concept of random measure will be extensively used throughout the paper. For a detailed discussion on this topic and the unexplained notations, we refer to Chapter I and Chapter II, Section 1, in [12], Chapter III in [13], and Chapter XI, Section 1, in [11]. In particular, if $\mu$ is a random measure on $[0, T] \times \mathbb{R}$, for any measurable real function $H$ defined on $\Omega \times[0, T] \times \mathbb{R}$, one denotes

$$
H \star \mu_{t}:=\int_{] 0, t] \times \mathbb{R}} H(\cdot, s, x) \mu(\cdot, d s d x),
$$

when the stochastic integral in the right-hand side is defined (with possible infinite values).
Let $X$ be an adapted càdlàg process. We denote by $\Delta X$, with $\Delta X_{t}=X_{t}-X_{t-}$, the corre-
sponding jump process. We set the corresponding jump measure $\mu^{X}$ by

$$
\begin{equation*}
\mu^{X}(d t d x)=\sum_{s>0} \mathbb{1}_{\left\{\Delta X_{s} \neq 0\right\}} \delta_{\left(s, \Delta X_{s}\right)}(d t d x) \tag{2.1}
\end{equation*}
$$

In this case, $H \star \mu_{t}^{X}=\sum_{0<s \leq t} H\left(\cdot, s, \Delta X_{s}\right)$. We denote by $\nu^{X}=\nu^{X, \mathbb{P}}$ the compensator of $\mu^{X}$, see [12], Theorem 1.8, Chapter II. The dependence on $\mathbb{P}$ will be omitted when self-explanatory.
Definition 2.1. Let $X$ be a càdlàg process and $Y$ be a process belonging to $L^{1}([0, T])$ a.s.
$\int_{[0, \cdot]} Y_{s} d^{-} X_{s}$ denotes the forward integral of $Y$ with respect to $X$, i.e., the u.c.p. limit, whenever it exists, of

$$
\int_{0}^{t} Y(s) \frac{X((s+\varepsilon) \wedge t)-X(s)}{\varepsilon} d s, \quad t \in[0, T] .
$$

Remark 2.2. Let $(Y, Z),\left(Y^{\prime}, Z^{\prime}\right)$ be two pair of processes and $\Omega_{0} \subset \Omega$ be an event such that

$$
Y_{t} \mathbb{1}_{\Omega_{0}}=Y_{t}^{\prime} \mathbb{1}_{\Omega_{0}}, \quad Z_{t} \mathbb{1}_{\Omega_{0}}=Z_{t}^{\prime} \mathbb{1}_{\Omega_{0}}, \quad \forall t \in[0, T],
$$

where the equality holds in the sense of indistinguishability. Then

$$
\int_{[0,]} Y_{s} d^{-} Z_{s}=\int_{j 0, \cdot]} Y_{s}^{\prime} d^{-} Z_{s}^{\prime}
$$

in the sense that, if an integral exists, then the other exists and they are equal.
Definition 2.3. For two càdlàg processes $X$ and $Y$, we define the covariation of $X$ and $Y$, denoted $[X, Y]$, as the u.c.p. limit (if it exists) of

$$
\begin{equation*}
[X, Y]^{\varepsilon}(t):=\int_{0}^{t} \frac{(X((s+\varepsilon) \wedge t)-X(s))(Y((s+\varepsilon) \wedge t)-Y(s))}{\varepsilon} d s, \quad t \in[0, T] . \tag{2.2}
\end{equation*}
$$

A càdlàg process $X$ will be called a finite quadratic variation process whenever $[X, X]$ exists.
By Lemma 2.10 in [1], we know that

$$
\begin{equation*}
[X, X]=[X, X]^{c}+\sum_{s \leq .}\left|\Delta X_{s}\right|^{2}, \tag{2.3}
\end{equation*}
$$

where $[X, X]^{c}$ is the continuous component of $[X, X]$.
Remark 2.4. By Proposition 1.1 in [14], if $X, Y$ are two càdlàg semimartingales and $H$ is a càdlàg adapted process we have the following.
(i) $[X, Y]$ exists and it is the usual bracket.
(ii) $\int_{[0, \cdot]} H d^{-} X$ is the usual stochastic integral $\int_{0}^{\cdot} H_{s-} d X_{s}$.

### 2.2 New technical results

Proposition 2.5. Let $\varphi:[0, T] \times \mathbb{R} \times \Omega \rightarrow \mathbb{R}$ be a measurable function such that

$$
|\varphi(s, x)| \star \mu_{T}^{X}=\sum_{s \leq T}\left|\varphi\left(s, \Delta X_{s}\right)\right|<+\infty \quad \text { a.s. }
$$

Set

$$
\tilde{A}_{t}:=\varphi(s, x) \star \mu_{t}^{X} .
$$

Then, for every càdlàg process $H$,

$$
\int_{[0,]} H_{s} d^{-} \tilde{A}_{s}=H_{s-} \varphi(s, x) \star \mu^{X} .
$$

Proof. By Remark 2.4-(ii),

$$
\int_{[0,]} H_{s} d^{-} \tilde{A}_{s}=\int_{0} H_{s-} d \tilde{A}_{s}
$$

Indeed, the right-hand side is a Lebesgue integral, so no condition of adaptability on $H$ is required. On the other hand,

$$
\int_{0} H_{s-} d \tilde{A}_{s}=\sum_{s \leq \cdot} H_{s-} \Delta \tilde{A}_{s}=\sum_{s \leq \cdot} H_{s-} \varphi\left(s, \Delta X_{s}\right)=H_{s-} \varphi(s, x) \star \mu^{X}
$$

Lemma 2.6. Let $Y, Z$ be two càdlàg finite quadratic variation processes. Suppose that $[Y, Y]^{c}=0$. Then

$$
[Y, Z]=\sum_{t \leq} \Delta Y_{t} \Delta Z_{t}
$$

Proof. Given a sequence $\left(\varepsilon_{n}\right)$ converging to zero, we need to show the existence of $\left(n_{k}\right)$ so that

$$
[Y, Z]^{\varepsilon_{n_{k}}} \underset{k \rightarrow+\infty}{\longrightarrow} \sum_{t \leq \cdot} \Delta Y_{t} \Delta Z_{t}, \quad \text { a.s. uniformly. }
$$

By extraction of subsequences, we can suppose that for almost all $\omega$, there is a subsequence of $\left(\varepsilon_{n}\right)$, still denoted by the same letter, such that

$$
\begin{aligned}
& {[Y, Y]^{\varepsilon_{n}} \underset{n \rightarrow+\infty}{\longrightarrow}[Y, Y]=\sum_{t \leq}\left|\Delta Y_{t}\right|^{2}, \quad \text { uniformly, }} \\
& {[Z, Z]^{\varepsilon_{n}} \underset{n \rightarrow+\infty}{\longrightarrow}[Z, Z], \quad \text { uniformly. }}
\end{aligned}
$$

Let us thus fix a realization of $\omega \in \Omega$. Let $\left(t_{i}\right)_{i \geq 1}$ be the sequence including the jumps of $Y(\omega)$ and $Z(\omega)$, obviously in $] 0, T]$. In the sequel we will omit the dependence on $\omega$.

By (2.3), we can take $\gamma>0$ and $N=N(\gamma)$ such that

$$
\sum_{i=N+1}^{\infty}\left|\Delta Z_{t_{i}}\right|^{2}+\sum_{i=N+1}^{\infty}\left|\Delta Y_{t_{i}}\right|^{2} \leq \gamma
$$

We proceed similarly as for the proof of Proposition 2.14 in [1]. By renumerating increasingly the set $\left(t_{i}\right)_{i=1}^{N}$ and setting $t_{0}=0$, we define

$$
\begin{align*}
& \left.\left.A(\varepsilon, N)=\bigcup_{i=1}^{N}\right] t_{i}-\varepsilon, t_{i}\right],  \tag{2.4}\\
& \left.\left.B(\varepsilon, N)=\bigcup_{i=1}^{N}\right] t_{i-1}, t_{i}-\varepsilon\right]=[0, T] \backslash A(\varepsilon, N), \tag{2.5}
\end{align*}
$$

with $\varepsilon<\inf _{i=1, \ldots, N}\left|t_{i}-t_{i-1}\right|$. We decompose

$$
\begin{equation*}
\frac{1}{\varepsilon} \int_{0}^{s}\left(Y_{(t+\varepsilon) \wedge s}-Y_{t}\right)\left(Z_{(t+\varepsilon) \wedge s}-Z_{t}\right) d t-\sum_{t \leq s} \Delta Y_{t} \Delta Z_{t} \tag{2.6}
\end{equation*}
$$

into

$$
\begin{equation*}
I_{A}^{Y, Z}(\varepsilon, N, s)+I_{B_{1}}^{Y, Z}(\varepsilon, N, s)+I_{B_{2}}^{Y, Z}(N, s) \tag{2.7}
\end{equation*}
$$

where

$$
\begin{aligned}
I_{A}^{Y, Z}(\varepsilon, N, s) & =\frac{1}{\varepsilon} \int_{[0, s] \cap A(\varepsilon, N)}\left(Y_{(t+\varepsilon) \wedge s}-Y_{t}\right)\left(Z_{(t+\varepsilon) \wedge s}-Z_{t}\right) d t-\sum_{i=1}^{N} \mathbb{1}_{] 0, s]}\left(t_{i}\right) \Delta Y_{t_{i}} \Delta Z_{t_{i}}, \\
I_{B 1}^{Y, Z}(\varepsilon, N, s) & =\frac{1}{\varepsilon} \int_{[0, s] \cap B(\varepsilon, N)}\left(Y_{(t+\varepsilon) \wedge s}-Y_{t}\right)\left(Z_{(t+\varepsilon) \wedge s}-Z_{t}\right) d t, \\
I_{B 2}^{Y, Z}(N, s) & =-\sum_{i=N+1}^{\infty} \mathbb{1}_{j 0, s]}\left(t_{i}\right) \Delta Y_{t_{i}} \Delta Z_{t_{i}} .
\end{aligned}
$$

In order to prove that

$$
\begin{equation*}
I_{A}^{Y, Z}\left(\varepsilon_{n}, N, \cdot\right) \underset{n \rightarrow+\infty}{\rightarrow} 0 \quad \text { uniformly, } \tag{2.8}
\end{equation*}
$$

by bilinearity it is enough to show that $I_{A}^{\eta, \eta}\left(\varepsilon_{n}, N, \cdot\right)$ goes to zero, uniformly, for $\eta=Y, Z, Y+Z$. Now, by Lemma 2.11 of [1],

$$
\begin{aligned}
I_{A}^{\eta, \eta}\left(\varepsilon_{n}, N, s\right)+\sum_{i=1}^{N} \mathbb{1}_{] 0, s]}\left(t_{i}\right)\left(\Delta \eta_{t_{i}}\right)^{2} & =\sum_{i=1}^{N} \frac{1}{\varepsilon} \int_{t_{i}-\varepsilon}^{t_{i}} \mathbb{1}_{] 0, s]}(t) \phi\left(\eta_{(t+\varepsilon) \wedge s}, \eta_{t}\right) d t \\
& \xrightarrow{\varepsilon \rightarrow 0} \sum_{i=1}^{N} \mathbb{1}_{] 0, s]}\left(t_{i}\right) \phi\left(\eta_{t_{i}}, \eta_{t_{i}-}\right), \quad \text { uniformly in } s \in[0, T],
\end{aligned}
$$

with $\phi\left(x_{1}, x_{2}\right)=\left(x_{1}-x_{2}\right)^{2}$. This implies that $I_{A}^{\eta, \eta}\left(\varepsilon_{n}, N, \cdot\right)$ goes to zero, uniformly.
Since $[Y, Y]^{c}=0$, taking into account (2.3) we have

$$
\begin{equation*}
\frac{1}{\varepsilon} \int_{0}^{s}\left(Y_{\left(t+\varepsilon_{n}\right) \wedge s}-Y_{t}\right)^{2} d t-\sum_{t \leq s}\left|\Delta Y_{t}\right|^{2} \underset{n \rightarrow+\infty}{\longrightarrow} 0, \quad \text { uniformly in } s \in[0, T] . \tag{2.9}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\left|I_{B 2}^{Y, Y}(N, s)\right| \leq \sum_{i=N+1}^{\infty}\left|\Delta Y_{t_{i}}\right|^{2} \leq \gamma \tag{2.10}
\end{equation*}
$$

Collecting (2.9), (2.8) with $Z=Y$ and (2.10), it follows from (2.6) and (2.7) both for $Z=Y$ that

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty}\left|I_{B 1}^{Y, Y}\left(\varepsilon_{n}, N, s\right)\right| \leq \gamma \tag{2.11}
\end{equation*}
$$

We come back to the estimate of (2.6). The absolute value of (2.6), with $\varepsilon=\varepsilon_{n}$, is bounded by

$$
\begin{align*}
& \left|I_{A}^{Y, Z}\left(\varepsilon_{n}, N, s\right)\right|+\left|I_{B_{1}}^{Y, Z}\left(\varepsilon_{n}, N, s\right)\right|+\left|I_{B_{2}}^{Y, Z}(N, s)\right| \\
& \leq\left|I_{A}^{Y, Z}\left(\varepsilon_{n}, N, s\right)\right|+\sqrt{I_{B 1}^{Y, Y}\left(\varepsilon_{n}, N, s\right)} \sqrt{I_{B 1}^{Z, Z}\left(\varepsilon_{n}, N, s\right)}+\sqrt{\sum_{i=N+1}^{\infty}\left|\Delta Y_{t_{i}}\right|^{2}} \sqrt{\sum_{i=N+1}^{\infty}\left|\Delta Z_{t_{i}}\right|^{2}} \\
& \leq\left|I_{A}^{Y, Z}\left(\varepsilon_{n}, N, s\right)\right|+\sqrt{I_{B 1}^{Y, Y}\left(\varepsilon_{n}, N, s\right)} \sqrt{[Z, Z]_{T}^{\varepsilon_{n}}}+\gamma . \tag{2.12}
\end{align*}
$$

Taking the $\limsup _{n \rightarrow \infty}$ in (2.12), taking into account (2.8) and (2.11), we get

$$
\limsup _{n \rightarrow \infty}\left(\left|I_{A}^{Y, Z}\left(\varepsilon_{n}, N, s\right)\right|+\left|I_{B_{1}}^{Y, Z}\left(\varepsilon_{n}, N, s\right)\right|+\left|I_{B_{2}}^{Y, Z}(N, s)\right|\right) \leq \sqrt{\gamma} \sqrt{[Z, Z]_{T}}+\gamma
$$

Since $\gamma$ is arbitrarily chosen, we have shown that (2.6) converges uniformly to zero. This implies that (2.6) converges u.c.p. to zero.

The following result of stability of finite quadratic variation processes was well understood in the context of Föllmer's discretizations, but was never established in the regularization framework.

Lemma 2.7. 1. Let $Y=\varphi(X)$, where $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is a $C^{1}$ function and $X$ is a càdlàg process of finite quadratic variation. Then

$$
[Y, Y]_{t}=\int_{0}^{t}\left(\varphi^{\prime}\left(X_{s-}\right)^{2} d[X, X]_{s}^{c}+\sum_{s \leq t}\left(\Delta \varphi\left(X_{s}\right)\right)^{2}, \quad t \in[0, T]\right.
$$

In particular, $Y$ is also a finite quadratic variation process.
2. Let $Y^{1}=\varphi\left(X^{1}\right)$ and $Y^{2}=\phi\left(X^{2}\right)$, where $\varphi$ and $\phi$ are $C^{1}$ functions and $X^{1}, X^{2}$ are càdlàg processes such that $\left(X^{1}, X^{2}\right)$ has all its mutual covariations. Then

$$
\left[Y^{1}, Y^{2}\right]_{t}=\int_{0}^{t} \varphi^{\prime}\left(X_{s}^{1}\right) \phi^{\prime}\left(X_{s-}^{2}\right) d\left[X^{1}, X^{2}\right]_{s}^{c}+\sum_{s \leq t} \Delta \varphi\left(X_{s}^{1}\right) \Delta \phi\left(X_{s}^{2}\right), \quad t \in[0, T]
$$

Proof. 1. Let $t \in[0, T]$ and $\varepsilon \in[0,1]$. We expand, for $s \in[0, T]$,

$$
\varphi\left(X_{(s+\varepsilon) \wedge t}\right)-\varphi\left(X_{s \wedge t}\right)=I_{1}^{\varphi}(s, t, \varepsilon)\left(X_{(s+\varepsilon) \wedge t}-X_{s \wedge t}\right)
$$

where

$$
I_{1}^{\varphi}(s, t, \varepsilon)=\int_{0}^{1} \varphi^{\prime}\left(X_{s \wedge t}+a\left(X_{(s+\varepsilon) \wedge t}-X_{s \wedge t}\right)\right) d a
$$

Consequently,

$$
\begin{aligned}
\frac{1}{\varepsilon}\left(\varphi\left(X_{(s+\varepsilon) \wedge t}\right)-\varphi\left(X_{s \wedge t}\right)\right)^{2} & =\frac{1}{\varepsilon}\left(\left(I_{1}^{\varphi}(s, t, \varepsilon)\right)^{2}-\left(\varphi^{\prime}\left(X_{s}\right)\right)^{2}\right)\left(X_{(s+\varepsilon) \wedge t}-X_{s \wedge t}\right)^{2} \\
& +\frac{1}{\varepsilon}\left(\varphi^{\prime}\left(X_{s}\right)\right)^{2}\left(X_{(s+\varepsilon) \wedge t}-X_{s \wedge t}\right)^{2}
\end{aligned}
$$

Integrating from 0 to $t$, we get

$$
\begin{align*}
\frac{1}{\varepsilon} \int_{0}^{t}\left(\varphi\left(X_{(s+\varepsilon) \wedge t}\right)-\varphi\left(X_{s}\right)\right)^{2} d s & =\frac{1}{\varepsilon} \int_{0}^{t}\left(\left(I_{1}^{\varphi}(s, t, \varepsilon)\right)^{2}-\left(\varphi^{\prime}\left(X_{s}\right)^{2}\right)\left(X_{(s+\varepsilon) \wedge t}-X_{s}\right)^{2} d s\right. \\
& +\frac{1}{\varepsilon} \int_{0}^{t}\left(\varphi^{\prime}\left(X_{s}\right)\right)^{2}\left(X_{(s+\varepsilon) \wedge t}-X_{s}\right)^{2} d s \\
& =: J_{1}(t, \varepsilon)+J_{2}(t, \varepsilon) \tag{2.13}
\end{align*}
$$

We notice that, without restriction of generality, passing to a suitable subsequence, we can suppose (with abuse of notation) that

$$
\begin{equation*}
[X, X]^{\varepsilon}:=\frac{1}{\varepsilon} \int_{0}^{.}\left(X_{(s+\varepsilon) \wedge \cdot}-X_{s}\right)^{2} d s \underset{\varepsilon \rightarrow 0}{\rightarrow}[X, X], \quad \text { uniformly a.s. } \tag{2.14}
\end{equation*}
$$

Since $X$ is a finite quadratic variation process, by Lemma A. 5 in [1], taking into account Definition A. 2 and Corollary A.4-2. in [1], if $g$ is a càdlàg process then

$$
\begin{equation*}
\frac{1}{\varepsilon} \int_{0}^{t} g_{s}\left(X_{(s+\varepsilon) \wedge t}-X_{s}\right)^{2} d s=\frac{1}{\varepsilon} \int_{0}^{t} g_{s-}\left(X_{(s+\varepsilon) \wedge t}-X_{s}\right)^{2} d s \underset{\varepsilon \rightarrow 0}{\rightarrow} \int_{0}^{t} g_{s-} d[X, X]_{s}, \quad \text { u.c.p. } \tag{2.15}
\end{equation*}
$$

Therefore, taking $g_{s}=\left(\varphi^{\prime}\left(X_{s}\right)\right)^{2}$ in (2.15), we get

$$
\begin{equation*}
J_{2}(\cdot, \varepsilon) \underset{\varepsilon \rightarrow 0}{\rightarrow} \int_{0}\left(\varphi^{\prime}\left(X_{s-}\right)\right)^{2} d[X, X]_{s}, \quad \text { u.c.p. } \tag{2.16}
\end{equation*}
$$

Next step consists in proving that

$$
\begin{equation*}
J_{1}(\cdot, \varepsilon) \underset{\varepsilon \rightarrow 0}{\rightarrow} \sum_{s \leq \cdot}\left[\left(\int_{0}^{1} \varphi^{\prime}\left(X_{s-}+a \Delta X_{s}\right) d a\right)^{2}-\left(\varphi^{\prime}\left(X_{s-}\right)\right)^{2}\right]\left(\Delta X_{s}\right)^{2}, \quad \text { u.c.p. } \tag{2.17}
\end{equation*}
$$

We fix a realization $\omega \in \Omega$. Proceeding as in the proof of Proposition 2.14 in [1], let $\left(t_{i}\right)$ be an enumeration of all the jumps of $X(\omega)$ in $[0, T]$. We have $\sum_{i}\left(\Delta X_{t_{i}}(\omega)\right)^{2}<\infty$. Let $\gamma>0$ and $N=N(\gamma)$ such that

$$
\begin{equation*}
\sum_{i=N+1}^{\infty}\left(\Delta X_{t_{i}}(\omega)\right)^{2} \leq \gamma^{2} \tag{2.18}
\end{equation*}
$$

We decompose

$$
\begin{align*}
J_{1}(t, \varepsilon) & =\frac{1}{\varepsilon} \int_{0}^{t} \mathbb{1}_{A(\varepsilon, N)}(s) J_{10}(s, t, \varepsilon) d s+\int_{0}^{t} \mathbb{1}_{B(\varepsilon, N)}(s) J_{10}(s, t, \varepsilon) d s \\
& =: J_{1 A}(t, \varepsilon, N)+J_{1 B}(t, \varepsilon, N), \tag{2.19}
\end{align*}
$$

where we have denoted

$$
J_{10}(s, t, \varepsilon):=\left(X_{(s+\varepsilon) \wedge t}-X_{s}\right)^{2}\left(\left(I_{1}^{\varphi}(s, t, \varepsilon)\right)^{2}-\left(\varphi^{\prime}\left(X_{s}\right)^{2}\right),\right.
$$

and the sets $A(\varepsilon, N)$ and $B(\varepsilon, N)$ are the ones introduced in (2.4)-(2.5). By Lemma 2.11 in [1], it follows that, uniformly in $t \in[0, T]$,

$$
\begin{equation*}
J_{1 A}(t, \varepsilon, N) \underset{\varepsilon \rightarrow 0}{\rightarrow} \sum_{i=1}^{N} \mathbb{1}_{10, t]}\left(t_{i}\right)\left(\Delta X_{t_{i}}\right)^{2}\left(\left(\int_{0}^{1} \varphi^{\prime}\left(X_{t_{i}-}+a \Delta X_{t_{i}}\right) d a\right)^{2}-\left(\varphi^{\prime}\left(X_{t_{i}-}\right)\right)^{2}\right) . \tag{2.20}
\end{equation*}
$$

On the other hand,

$$
J_{1 B}(t, \varepsilon, N)=\sum_{i=1}^{N} \frac{1}{\varepsilon} \int_{0}^{t}\left(X_{(s+\varepsilon) \wedge t}-X_{s}\right)^{2} I_{1 B}^{\varphi, i}(s, t, \varepsilon) d s
$$

where

$$
\begin{aligned}
I_{1 B}^{\varphi, i}(s, t, \varepsilon)= & \mathbb{1}_{1 t_{i-1}, t_{i}-\varepsilon[ }(s)\left[\left(\int_{0}^{1} \varphi^{\prime}\left(X_{s \wedge t}+a\left(X_{(s+\varepsilon) \wedge t}-X_{s \wedge t}\right)\right) d a\right)^{2}-\left(\varphi^{\prime}\left(X_{s}\right)\right)^{2}\right] \\
= & \mathbb{1}_{1 t_{i-1}, t_{i}-\varepsilon[ }(s)\left[\int_{0}^{1} \varphi^{\prime}\left(X_{s \wedge t}+a\left(X_{(s+\varepsilon) \wedge t}-X_{s \wedge t}\right)\right) d a-\varphi^{\prime}\left(X_{s}\right)\right] . \\
& \cdot\left[\int_{0}^{1} \varphi^{\prime}\left(X_{s \wedge t}+a\left(X_{(s+\varepsilon) \wedge t}-X_{s \wedge t}\right)\right) d a+\varphi^{\prime}\left(X_{s}\right)\right] .
\end{aligned}
$$

For every $i=1, \ldots, N$, we have

$$
\left|I_{1 B}^{\varphi, i}(s, t, \varepsilon)\right| \leq 2 \sup _{y \in\left[X_{s}, X_{s+\varepsilon}\right]}\left|\varphi^{\prime}(y)\right| \delta\left(\varphi, \sup _{i} \sup _{\substack{p, q \in\left|t_{i}-1, t_{i}\right| \\|p-q| \leq \varepsilon}}\left|X_{p}-X_{q}\right|\right)
$$

We notice that there is $\varepsilon_{0}$ such that, if $\varepsilon<\varepsilon_{0}, \sup _{p, q \in\left|t_{i-1}, t_{i}\right|}^{|p-q| \leq \varepsilon}| | X_{p}-X_{q} \mid \leq 3 \gamma$, where we have applied Lemma 2.12 in [1] to the prolongation by continuity of $X$ to the extremities restricted to $] t_{i-1}, t_{i}$ [. Therefore, for $\varepsilon<\varepsilon_{0}$,

$$
\left|I_{1 B}^{\varphi, i}(s, t, \varepsilon)\right| \leq 2 \sup _{y \in\left[-\|X\|_{\infty},\|X\|_{\infty}\right]}\left|\varphi^{\prime}(y)\right| \delta(\varphi, 3 \gamma)
$$

and consequently,

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|J_{1 B}(t, \varepsilon, N)\right| \leq 2 \delta(\varphi, 3 \gamma) \sup _{t \in[0, T]}[X, X]_{t}^{\varepsilon} \sup _{y \in\left[-\|X\|_{\infty},\|X\|_{\infty}\right]}\left|\varphi^{\prime}(y)\right|, \tag{2.21}
\end{equation*}
$$

where the latter supremum is finite by (2.14). Going back to (2.19) we get

$$
\begin{align*}
& \sup _{t \in[0, T]}\left|J_{1}(t, \varepsilon)-\sum_{i=1}^{\infty} \mathbb{1}_{] 0, t]}\left(t_{i}\right)\left(\Delta X_{t_{i}}\right)^{2}\left[\left(\int_{0}^{1} \varphi^{\prime}\left(X_{t_{i}-}+a \Delta X_{t_{i}}\right) d a\right)^{2}-\left(\varphi^{\prime}\left(X_{t_{i}-}\right)\right)^{2}\right]\right| \\
& \leq \sup _{t \in[0, T]}\left|J_{1 A}(t, \varepsilon, N)-\sum_{i=1}^{N} \mathbb{1}_{] 0, t]}\left(t_{i}\right)\left(\Delta X_{t_{i}}\right)^{2}\left[\left(\int_{0}^{1} \varphi^{\prime}\left(X_{t_{i}-}+a \Delta X_{t_{i}}\right) d a\right)^{2}-\left(\varphi^{\prime}\left(X_{t_{i}-}\right)\right)^{2}\right]\right| \\
& +\sum_{i=N+1}^{\infty} \mathbb{1}_{] 0, T]}\left(t_{i}\right)\left(\Delta X_{t_{i}}\right)^{2}\left[\left(\int_{0}^{1} \varphi^{\prime}\left(X_{t_{i}-}+a \Delta X_{t_{i}}\right) d a\right)^{2}-\left(\varphi^{\prime}\left(X_{t_{i}-}\right)\right)^{2}\right] \\
& +\sup _{t \in[0, T]}\left|J_{1 B}(t, \varepsilon, N)\right| . \tag{2.22}
\end{align*}
$$

Taking the ${\lim \sup _{\varepsilon \rightarrow 0}}$ in (2.22), collecting (2.20) and (2.21), we get

$$
\begin{aligned}
& \limsup _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]}\left|J_{1}(t, \varepsilon)-\sum_{i=1}^{\infty} \mathbb{1}_{] 0, t]}\left(t_{i}\right)\left(\Delta X_{t_{i}}\right)^{2}\left[\left(\int_{0}^{1} \varphi^{\prime}\left(X_{t_{i}-}+a \Delta X_{t_{i}}\right) d a\right)^{2}-\left(\varphi^{\prime}\left(X_{t_{i}-}\right)\right)^{2}\right]\right| \\
& \leq 2 \sum_{i=N+1}^{\infty} \mathbb{1}_{] 0, T]}\left(t_{i}\right)\left(\Delta X_{t_{i}}\right)^{2} \sup _{y \in\left[-\|X\|_{\infty},\|X\|_{\infty}\right]}\left|\varphi^{\prime}(y)\right|^{2} \\
& +2 \sup _{\varepsilon<\varepsilon_{0}} \sup _{t \in[0, T]}[X, X]_{t}^{\varepsilon} \delta(\varphi, 3 \gamma) \sup _{y \in\left[-\|X\|_{\infty},\|X\|_{\infty}\right]}\left|\varphi^{\prime}(y)\right| \\
& \leq 2 \gamma^{2} \sup _{y \in\left[-\|X\|_{\infty},\|X\|_{\infty}\right]}\left|\varphi^{\prime}(y)\right|^{2}+2 \sup _{\varepsilon<\varepsilon_{0}} \sup _{t \in[0, T]}[X, X]_{t}^{\varepsilon} \delta(\varphi, 3 \gamma) \sup _{y \in\left[-\|X\|_{\infty},\|X\|_{\infty}\right]}\left|\varphi^{\prime}(y)\right|,
\end{aligned}
$$

where in the latter inequality we have used (2.18). Since $\gamma$ is arbitrary and $\varphi^{\prime}$ is uniformly continuous on compact intervals, then

$$
J_{1}(\cdot, \varepsilon) \underset{\varepsilon \rightarrow 0}{\rightarrow} \sum_{s \leq \cdot}\left[\left(\int_{0}^{1} \varphi^{\prime}\left(X_{s-}+a \Delta X_{s}\right) d a\right)^{2}-\left(\varphi^{\prime}\left(X_{s-}\right)\right)^{2}\right]\left(\Delta X_{s}\right)^{2}
$$

uniformly in $t$ for the fixed $\omega$. In particular, this implies (2.17).
By (2.16) and (2.17), and the fact that $[X, X]=[X, X]^{c}+\sum_{s \leq t}\left(\Delta X_{s}\right)^{2}$, (2.13) yields, for $t \in[0, T]$,

$$
\begin{aligned}
& \frac{1}{\varepsilon} \int_{0}^{t}\left(\varphi\left(X_{(s+\varepsilon) \wedge t}\right)-\varphi\left(X_{s}\right)\right)^{2} d s \\
& \underset{\varepsilon \rightarrow 0}{\longrightarrow} \int_{0}^{t}\left(\varphi^{\prime}\left(X_{s-}\right)\right)^{2} d[X, X]_{s}^{c}+\sum_{s \leq t}\left(\varphi^{\prime}\left(X_{s-}\right)\right)^{2}\left(\Delta X_{s}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{s \leq t}\left[\left(\int_{0}^{1} \varphi^{\prime}\left(X_{s-}+a \Delta X_{s}\right) d a\right)^{2}-\left(\varphi^{\prime}\left(X_{s-}\right)\right)^{2}\right]\left(\Delta X_{s}\right)^{2} \\
= & \int_{0}^{t}\left(\varphi^{\prime}\left(X_{s-}\right)\right)^{2} d[X, X]_{s}^{c}+\sum_{s \leq t}\left(\int_{0}^{1} \varphi^{\prime}\left(X_{s-}+a \Delta X_{s}\right) d a\right)^{2}\left(\Delta X_{s}\right)^{2}, \quad \text { u.c.p. }
\end{aligned}
$$

The result follows because

$$
\Delta \varphi\left(X_{s}\right)=\varphi\left(X_{s}\right)-\varphi\left(X_{s-}\right)=\Delta X_{s} \int_{0}^{1} \varphi^{\prime}\left(X_{s-}+a \Delta X_{s}\right) d a
$$

2. The result follows from point 1 by polarity arguments.

## 3 Back to weak Dirichlet processes

Let $\left(\mathcal{F}_{t}\right)_{t \in[0, T]}$ be a filtration fulfilling the usual conditions on $(\Omega, \mathcal{F}, \mathbb{P})$. Let $X=\left(X_{t}\right)_{t \in[0, T]}$ be an $\left(\mathcal{F}_{t}\right)$-weak Dirichlet process with finite quadratic variation. Cutting large jumps via a truncation function $k$, by Corollary 3.17 in [4], the process

$$
\begin{equation*}
X_{t}-\sum_{s \leq t}\left(\Delta X_{s}-k\left(\Delta X_{s}\right)\right)=X_{t}-(x-k(x)) \star \mu_{t}^{X}, \quad t \in[0, T] \tag{3.1}
\end{equation*}
$$

is a special weak Dirichlet process, and therefore it admits a unique decomposition

$$
X-(x-k(x)) \star \mu^{X}=B^{k, X}+M^{k, X}
$$

with $M^{k, X}$ an $\left(\mathcal{F}_{t}\right)$-martingale and $B^{k, X}$ an $\left(\mathcal{F}_{t}\right)$-martingale orthogonal and predictable process. By Remark 3.22 in [4], this decomposition has the form

$$
X-(x-k(x)) \star \mu^{X}=B^{k, X}+X^{c}+k(x) \star\left(\mu^{X}-\nu^{X}\right)
$$

where $X^{c}$ is the unique local martingale component of $X, \nu^{X}$ is the compensator of $\mu^{X}$. In particular, $X=M+A$ with

$$
\begin{align*}
M & :=X^{c}+k(x) \star\left(\mu^{X}-\nu^{X}\right)  \tag{3.2}\\
A & :=B^{k, X}+(x-k(x)) \star \mu^{X} \tag{3.3}
\end{align*}
$$

Remark 3.1. The unique decomposition of the weak Dirichlet process $X$, provided in Proposition 3.2 in [4], is therefore

$$
\begin{equation*}
X=X^{c}+\Gamma \tag{3.4}
\end{equation*}
$$

with

$$
\Gamma=k(x) \star\left(\mu^{X}-\nu^{X}\right)+B^{k, X}+(x-k(x)) \star \mu^{X}
$$

We also define $C^{X}:=\left[X^{c}, X^{c}\right]$. The triplet $\left(B^{k, X}, C^{X}, \nu^{X}\right)$ will be associated to the characteristics of $X$ when it is an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process, see Section 4 below.

By Remark 3.1 we easily see that

$$
\begin{equation*}
\Delta B_{t}^{k, X}=\int_{\mathbb{R}} k(x) \nu^{X}(\{t\} \times d x) \tag{3.5}
\end{equation*}
$$

This property is classical for semimartingales, see formula (2.14), Section II, in [12]. We recall that when $X$ is a semimartingale, $B^{k, X}$ has bounded variation. This is no longer the case in the present framework. Nevertheless, we have the following.

Theorem 3.2. Let $X$ be an $\left(\mathcal{F}_{t}\right)$-weak Dirichlet process with finite quadratic variation with decomposition (3.4). Then $B^{k, X}$ is a finite quadratic variation process, with

$$
\begin{equation*}
\left[B^{k, X}, B^{k, X}\right]=[X, X]^{c}-\left[X^{c}, X^{c}\right]+\sum_{s \leq \cdot}\left|\int_{\mathbb{R}} k(x) \nu^{X}(\{s\} \times d x)\right|^{2} . \tag{3.6}
\end{equation*}
$$

Proof. Recalling that $X=M+A$ with $M$ and $A$ provided respectively by (3.2) and (3.3), we have

$$
B^{k, X}=X-X^{c}-k(x) \star\left(\mu^{X}-\nu^{X}\right)-(x-k(x)) \star \mu^{X} .
$$

From now on, let $t \in[0, T]$. Since bounded variation processes and purely discontinuous martingales are martingale orthogonal processes, it follows that

$$
\begin{align*}
{\left[B^{k, X}, B^{k, X}\right]_{t} } & =[X, X]_{t}+\left[X^{c}, X^{c}\right]_{t}+\left[k(x) \star\left(\mu^{X}-\nu^{X}\right), k(x) \star\left(\mu^{X}-\nu^{X}\right)\right]_{t} \\
& +\left[(x-k(x)) \star \mu^{X},(x-k(x)) \star \mu^{X}\right]_{t}-2\left[X, X^{c}\right]_{t}-2\left[X, k(x) \star\left(\mu^{X}-\nu^{X}\right)\right]_{t} \\
& -2\left[X,(x-k(x)) \star \mu^{X}\right]_{t}+2\left[k(x) \star\left(\mu^{X}-\nu^{X}\right),(x-k(x)) \star \mu^{X}\right]_{t}, \tag{3.7}
\end{align*}
$$

provided the right-hand side is well-defined. Now we notice that, by (3.4), $\left[X, X^{c}\right]=\left[X^{c}, X^{c}\right]$. Moreover, since $(x-k(x)) \star \mu^{X}$ is a bounded variation process, by Proposition 2.14 in [1],

$$
\begin{aligned}
{\left[(x-k(x)) \star \mu^{X},(x-k(x)) \star \mu^{X}\right]_{t} } & =\sum_{s \leq t}\left|\Delta X_{s}-k\left(\Delta X_{s}\right)\right|^{2}, \\
{\left[X,(x-k(x)) \star \mu^{X}\right]_{t} } & =\sum_{s \leq t} \Delta X\left(\Delta X_{s}-k\left(\Delta X_{s}\right)\right), \\
{\left[k(x) \star\left(\mu^{X}-\nu^{X}\right),(x-k(x)) \star \mu^{X}\right]_{t} } & =\sum_{s \leq t}\left(\Delta X_{s}-k\left(\Delta X_{s}\right)\right) \int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x) .
\end{aligned}
$$

On the other hand, being $k(x) \star\left(\mu^{X}-\nu^{X}\right)$ a purely discontinuous martingale, by Proposition 5.3 in [1],

$$
\left[k(x) \star\left(\mu^{X}-\nu^{X}\right), k(x) \star\left(\mu^{X}-\nu^{X}\right)\right]_{t}=\sum_{s \leq t}\left|\int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x)\right|^{2}
$$

Finally, by Lemma 2.6 with $Y=k(x) \star\left(\mu^{X}-\nu^{X}\right)$ and $Z=X$,

$$
\left[X, k(x) \star\left(\mu^{X}-\nu^{X}\right)\right]_{t}=\sum_{s \leq t} \Delta X_{s} \int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x) .
$$

Plugging previous terms in (3.7) we get

$$
\begin{aligned}
{\left[B^{k, X}, B^{k, X}\right]_{t} } & =[X, X]_{t}-\left[X^{c}, X^{c}\right]_{t}+\sum_{s \leq t}\left|\int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x)\right|^{2} \\
& +\sum_{s \leq t}\left|\Delta X_{s}-k\left(\Delta X_{s}\right)\right|^{2}-2 \sum_{s \leq t} \Delta X_{s} \int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x) \\
& -2 \sum_{s \leq t} \Delta X\left(\Delta X_{s}-k\left(\Delta X_{s}\right)\right)+2 \sum_{s \leq t}\left(\Delta X_{s}-k\left(\Delta X_{s}\right)\right) \int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x) \\
& =[X, X]_{t}-\left[X^{c}, X^{c}\right]_{t}+\sum_{s \leq t}\left|\int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x)\right|^{2}
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{s \leq t}\left|\Delta X_{s}-k\left(\Delta X_{s}\right)\right|^{2}-2 \sum_{s \leq t} \Delta X\left(\Delta X_{s}-k\left(\Delta X_{s}\right)\right) \\
& -2 \sum_{s \leq t} k\left(\Delta X_{s}\right) \int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x) \tag{3.8}
\end{align*}
$$

which implies in particular that $\left[B^{k, X}, B^{k, X}\right]_{t}$ is finite. Now, recalling that $[X, X]_{t}=[X, X]_{t}^{c}+$ $\sum_{s \leq t}\left|\Delta X_{s}\right|^{2}$, and noticing that

$$
\begin{aligned}
\sum_{s \leq t}\left|\Delta X_{s}-k\left(\Delta X_{s}\right)\right|^{2} & =\sum_{s \leq t}\left|\Delta X_{s}\right|^{2}+\sum_{s \leq t}\left|k\left(\Delta X_{s}\right)\right|^{2}-2 \sum_{s \leq t} \Delta X_{s} k\left(\Delta X_{s}\right), \\
-2 \sum_{s \leq t} \Delta X\left(\Delta X_{s}-k\left(\Delta X_{s}\right)\right) & =-2 \sum_{s \leq t}\left|\Delta X_{s}\right|^{2}+2 \sum_{s \leq t} \Delta X_{s} k\left(\Delta X_{s}\right),
\end{aligned}
$$

formula (3.8) reads

$$
\begin{align*}
{\left[B^{k, X}, B^{k, X}\right]_{t} } & =[X, X]_{t}-\left[X^{c}, X^{c}\right]_{t}-\sum_{s \leq t}\left|\Delta X_{s}\right|^{2}+\sum_{s \leq t}\left|k\left(\Delta X_{s}\right)\right|^{2}  \tag{3.9}\\
& +\sum_{s \leq t}\left(\left|\int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x)\right|^{2}-2 k\left(\Delta X_{s}\right) \int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x)\right)
\end{align*}
$$

Finally, we notice that

$$
\begin{align*}
& \left|\int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x)\right|^{2}-2 k\left(\Delta X_{s}\right) \int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{s\} \times d x) \\
& =\left|k\left(\Delta X_{s}\right)\right|^{2}+\left|\int_{\mathbb{R}} k(x) \nu^{X}(\{s\} \times d x)\right|^{2}-2 k\left(\Delta X_{s}\right) \int_{\mathbb{R}} k(x) \nu^{X}(\{s\} \times d x) \\
& -2\left|k\left(\Delta X_{s}\right)\right|^{2}+2 k\left(\Delta X_{s}\right) \int_{\mathbb{R}} k(x) \nu^{X}(\{s\} \times d x) \\
& =\left|\int_{\mathbb{R}} k(x) \nu^{X}(\{s\} \times d x)\right|^{2}-\left|k\left(\Delta X_{s}\right)\right|^{2} . \tag{3.10}
\end{align*}
$$

Plugging (3.10) in (3.9) (noticing that $[X, X]_{t}-\sum_{s \leq t}\left|\Delta X_{s}\right|^{2}=[X, X]_{t}^{c}$ ) we get (3.6).
Corollary 3.3. Let $X$ be an $\left(\mathcal{F}_{t}\right)$-weak Dirichlet process with finite quadratic variation with decomposition (3.4). Then

$$
\begin{equation*}
\left[B^{k, X}, B^{k, X}\right]=[X, X]^{c}-\left[X^{c}, X^{c}\right]+\sum_{s \leq}\left|\Delta B_{s}^{k, X}\right|^{2}, \tag{3.11}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
[X, X]^{c}=\left[X^{c}, X^{c}\right]+\left[B^{k, X}, B^{k, X}\right]^{c} \tag{3.12}
\end{equation*}
$$

Proof. Taking into account (3.5), formula (3.6) of Theorem 3.2 can be rewritten as (3.11), which is in turn equivalent to (3.12).

Remark 3.4. If $X$ is a semimartingale (resp. a Dirichlet process), by Corollary 3.3 we recover the result

$$
\begin{equation*}
[X, X]^{c}=\left[X^{c}, X^{c}\right] \tag{3.13}
\end{equation*}
$$

proved in Proposition 3.4 in [4] (resp. in Proposition 6.2 in [3]). In fact we have the following.
(i) Let $X$ be a semimartingale. Then $B^{k, X}$ is a finite variation process, so by Proposition 3.14 in [1]

$$
\left[B^{k, X}, B^{k, X}\right]_{t}=\sum_{s \leq t}\left|\Delta B_{s}^{k, X}\right|^{2}, \quad t \in[0, T],
$$

and therefore by (3.11) we recover (3.13).
(ii) Let $X$ be a Dirichlet process. Then it is a special weak Dirichlet process, and by (3.2)-(3.3), taking into account Corollary 3.21-(ii) in [4], it admits the unique decomposition

$$
X=X^{c}+x \star\left(\mu^{X}-\nu^{X}\right)+(x-k(x)) \star \nu^{X}+B^{k, X} .
$$

Let $Y=(x-k(x)) \star \nu^{X}$. Since $X$ is a Dirichlet process,

$$
\left[Y+B^{k, X}, Y+B^{k, X}\right]=0
$$

so that

$$
\left[B^{k, X}, B^{k, X}\right]=-[Y, Y]-2\left[Y, B^{k, X}\right]=-\sum_{s \leq}\left|\Delta Y_{s}\right|^{2}-2\left[Y, B^{k, X}\right] .
$$

On the other hand, by Lemma 2.4

$$
\left[Y, B^{k, X}\right]=\sum_{s \leq .} \Delta Y_{s} \Delta B_{s}^{k, X}
$$

so that

$$
\left[B^{k, X}, B^{k, X}\right]_{t}=-\sum_{s \leq t}\left|\Delta Y_{s}\right|^{2}-2 \sum_{s \leq t} \Delta Y_{s} \Delta B_{s}^{k, X}
$$

We get that $\left[B^{k, X}, B^{k, X}\right]_{t}^{c}=0$, so by (3.12) we recover (3.13).
We state here a slight modification of Theorem 3.37 in [4].
Theorem 3.5. Let $X$ be an $\left(\mathcal{F}_{t}\right)$-weak Dirichlet process with finite quadratic variation, taking values in an open interval $\mathcal{O}$. Let $v \in C^{0,1}([0, T] \times \mathcal{O})$. Then $Y_{t}=v\left(t, X_{t}\right)$ is an $\left(\mathcal{F}_{t}\right)$-weak Dirichlet with continuous martingale component

$$
\begin{equation*}
Y^{c}=Y_{0}+\int_{0} \partial_{x} v\left(s, X_{s}\right) d X_{s}^{c} \tag{3.14}
\end{equation*}
$$

Proof. The proof follows the same lines of the one of Theorem 3.37 in [4], taking into account that the set $\mathcal{O}$ is open and convex.

## 4 Main result

### 4.1 Characteristics of a weak Dirichlet process

We denote by $\check{\Omega}$ the canonical space of all càdlàg functions $\check{\omega}:[0, T] \rightarrow \mathbb{R}$, and by $\check{X}$ the canonical process defined by $\check{X}_{t}(\omega)=\check{\omega}(t)$. We also set $\check{\mathcal{F}}=\sigma(\check{X})$, and $\check{\mathbb{F}}=\left(\check{\mathcal{F}}_{t}\right)_{t \in[0, T]}$. We suppose below that $X$ is an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process. Let $\mu$ be the jump measure of $\check{X}$ and $\nu$ the compensator of $\mu$ under the law $\mathcal{L}(X)$ of $X$.
Definition 4.1. We call characteristics of $X$, associated with $k \in \mathcal{K}$, the triplet $\left.\left(B^{k}, C, \check{X}^{c}\right\rangle, \nu\right)=$ ( $B^{k, \check{X}}, C^{\check{X}}, \nu^{\check{X}}$ ) on ( $\left.\check{\Omega}, \check{\mathcal{F}}, \check{\mathscr{F}}\right)$ obtained from the unique decomposition (3.4) in Remark 3.1 for $\check{X}$ under $\mathcal{L}(X)$. In particular,
(i) $B^{k}$ is a predictable and $\check{\mathbb{F}}$-martingale orthogonal process, with $B_{0}^{k}=0$;
(ii) $C$ is an $\check{\mathbb{F}}$-predictable and increasing process, with $C_{0}=0$;
(iii) $\nu$ is an $\check{\mathbb{F}}$-predictable random measure on $[0, T] \times \mathbb{R}$.

Let $X=\left(X_{t}\right)_{t \in[0, T]}$ be an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process with finite quadratic variation with characteristics $\left(B^{k}, C, \nu\right)$. By Remark 3.26 in [4], we have $B^{k, X}=B^{k} \circ X, \nu^{X}=\nu \circ X$ and $C^{X}=C \circ X$. Therefore in this case (3.2)-(3.3) read

$$
\begin{align*}
M & :=X^{c}+k(x) \star\left(\mu^{X}-(\nu \circ X)\right),  \tag{4.1}\\
A & :=B^{k} \circ X+(x-k(x)) \star \mu^{X} . \tag{4.2}
\end{align*}
$$

### 4.2 The equivalence theorem

We provide an equivalence result for càdlàg weak Dirichlet processes that extends the analogous one for càdlàg semimartingales, see Theorem A.1.
Theorem 4.2. Let $X$ be a càdlàg process with finite quadratic variation. Let $B^{k}$ be an $\left(\check{\mathcal{F}}_{t}\right)$ predictable process such that $B_{0}^{k}=0$ and $B^{k} \circ X$ has finite quadratic variation, $C$ be an $\left(\check{\mathcal{F}}_{t}\right)$ adapted continuous process such that $C_{0}=0$ and $C \circ X$ has finite variation, and $\nu$ be an $\left(\check{\mathcal{F}}_{t}\right)$ predictable random measure on $[0, T] \times \mathbb{R}$.

There is equivalence between the two following statements.
(i) $X$ is an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process with local characteristics $\left(B^{k}, C, \nu\right)$.
(ii) For each bounded function $F$ of class $C^{1,2}, \int_{[0,]} \partial_{x} F\left(s, X_{s}\right) d^{-}\left(B^{k} \circ X\right)_{s}$ is an $\left(\mathcal{F}_{t}^{X}\right)$-martingale orthogonal process, and the process

$$
\begin{align*}
& F\left(\cdot, X_{.}\right)-F\left(0, X_{0}\right)-\int_{0} \partial_{s} F\left(s, X_{s}\right) d s-\frac{1}{2} \int_{0}^{\cdot} \partial_{x x}^{2} F\left(s, X_{s}\right)\left(d(C \circ X)_{s}+d\left[B^{k} \circ X, B^{k} \circ X\right]_{s}^{c}\right) \\
& -\int_{] 0, \cdot]} \partial_{x} F\left(s, X_{s}\right) d^{-}\left(B^{k} \circ X\right)_{s}-\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)-k(x) \partial_{x} F\left(\cdot, X_{-}\right)\right) \star(\nu \circ X) \tag{4.3}
\end{align*}
$$

is an $\left(\mathcal{F}_{t}^{X}\right)$-local martingale.
Remark 4.3. 1. The stochastic integral $\int_{j 0, \mathrm{~J}} \partial_{x} F\left(s, X_{s}\right) d^{-}\left(B^{k} \circ X\right)_{s}$ is a predictable process. Indeed, its jump process is given by

$$
\begin{equation*}
\partial_{x} F\left(t, X_{t-}\right) \Delta\left(B^{k} \circ X\right)_{t}, \quad t \in[0, T], \tag{4.4}
\end{equation*}
$$

see (1.15)_ in [14]. Now, the first term of the product in (4.4) is a càglàd, therefore predictable, the second one is also predictable since $B^{k} \circ X$ is predictable.
2. If $X$ is a semimartingale, then $B^{k, X}$ has bounded variation, so that

$$
\int_{j 0,]} \partial_{x} F\left(s, X_{s}\right) d^{-}\left(B^{k} \circ X\right)_{s}=\int_{0} \partial_{x} F\left(s, X_{s-}\right) d\left(B^{k} \circ X\right)_{s}
$$

has bounded variation, therefore it is an $\left(\mathcal{F}_{t}\right)$-martingale orthogonal process. Moreover, $\left[B^{k} \circ X, B^{k} \circ X\right]_{s}^{c}=0$, see Remark 3.4-(i), and we retrieve the result of Jacod-Shiryaev, see Theorem A. 1 (and (1.1) in the non-homogeneous form).

Proof. $(i) \Rightarrow(i i)$. Let $X$ be an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process with finite quadratic variation with characteristics $\left(B^{k}, C, \nu\right)$. Let $F \in C^{1,2}$. We recall that $X=M+A$ as in (4.1) and (4.2). By Theorem 5.15 in [1] we have

$$
\begin{align*}
F\left(t, X_{t}\right) & =F\left(0, X_{0}\right)+\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d M_{s} \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)\right) \frac{k(x)}{x} \star\left(\mu^{X}-\nu^{X}\right)_{t} \\
& -x \partial_{x} F\left(\cdot, X_{-}\right) \frac{k(x)}{x} \star\left(\mu^{X}-\nu^{X}\right)_{t} \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)-x \partial_{x} F\left(\cdot, X_{-}\right)\right) \frac{x-k(x)}{x} \star \mu_{t}^{X} \\
& +\int_{0}^{t} \partial_{s} F\left(s, X_{s}\right) d s+\int_{] 0, t]} \partial_{x} F\left(s, X_{s}\right) d^{-} A_{s}+\frac{1}{2} \int_{0}^{t} \partial_{x x}^{2} F\left(s, X_{s}\right) d[X, X]_{s}^{c} \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)-x \partial_{x} F\left(\cdot, X_{-}\right)\right) \frac{k(x)}{x} \star \nu_{t}^{X} . \tag{4.5}
\end{align*}
$$

In fact Theorem 5.15 in [1] was written for $k(x)=x \mathbb{1}_{\{|x| \leq 1\}}$, but it naturally extends to a generic truncation function $k$.

By (4.2) and using Proposition 2.5, we get

$$
\begin{equation*}
\int_{[0, t]} \partial_{x} F\left(s, X_{s}\right) d^{-} A_{s}=\int_{j 0, t]} \partial_{x} F\left(s, X_{s}\right) d^{-} B_{s}^{k, X}+\partial_{x} F\left(\cdot, X_{-}\right)(x-k(x)) \star \mu_{t}^{X} . \tag{4.6}
\end{equation*}
$$

On the other hand, by (4.1)

$$
\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d M_{s}=\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d X_{s}^{c}+\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d M_{s}^{d, k}
$$

where $M^{d, k}=k(x) \star\left(\mu^{X}-\nu^{X}\right)$. We notice that

$$
\begin{aligned}
\Delta\left(\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d M_{s}^{d, k}\right) & =\partial_{x} F\left(t, X_{t-}\right) \Delta M_{t}^{d, k} \\
& =\partial_{x} F\left(t, X_{t-}\right) \int_{\mathbb{R}} k(x)\left(\mu^{X}-\nu^{X}\right)(\{t\} \times d x) \\
& =\Delta\left(\partial_{x} F\left(\cdot, X_{-}\right) k(x) \star\left(\mu^{X}-\nu^{X}\right)_{t}\right)
\end{aligned}
$$

We remind that, for any $Y(\cdot)$ predictable random field, $Y(x) \star\left(\mu^{X}-\nu^{X}\right)$ is the unique purely discontinuous martingale orthogonal process whose jumps are indistinguishable from

$$
\Delta\left(Y(x) \star\left(\mu^{X}-\nu^{X}\right)\right),
$$

see Corollary 4.19, Section I, in [12]. We conclude that

$$
\begin{equation*}
\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d M_{s}=\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d X_{s}^{c}+\partial_{x} F\left(\cdot, X_{-}\right) k(x) \star\left(\mu^{X}-\nu^{X}\right)_{t} \tag{4.7}
\end{equation*}
$$

Plugging (4.6) and (4.7) in (4.5), we get

$$
F\left(t, X_{t}\right)=F\left(0, X_{0}\right)+\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d X_{s}^{c}+\partial_{x} F\left(\cdot, X_{-}\right) k(x) \star\left(\mu^{X}-\nu^{X}\right)_{t}
$$

$$
\begin{aligned}
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)\right) \frac{k(x)}{x} \star\left(\mu^{X}-\nu^{X}\right)_{t} \\
& -\partial_{x} F\left(\cdot, X_{-}\right) k(x) \star\left(\mu^{X}-\nu^{X}\right)_{t} \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)-x \partial_{x} F\left(\cdot, X_{-}\right)\right) \frac{x-k(x)}{x} \star \mu_{t}^{X} \\
& +\int_{0}^{t} \partial_{s} F\left(s, X_{s}\right) d s+\frac{1}{2} \int_{0}^{t} \partial_{x x}^{2} F\left(s, X_{s}\right) d[X, X]_{s}^{c} \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)-x \partial_{x} F\left(\cdot, X_{-}\right)\right) \frac{k(x)}{x} \star \nu_{t}^{X} \\
& +\int_{] 0, t]} \partial_{x} F\left(s, X_{s}\right) d^{-} B_{s}^{k, X}+\partial_{x} F\left(\cdot, X_{-}\right)(x-k(x)) \star \mu_{t}^{X},
\end{aligned}
$$

that reads

$$
\begin{align*}
F\left(t, X_{t}\right) & =F\left(0, X_{0}\right)+\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d X_{s}^{c} \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)\right) \frac{k(x)}{x} \star\left(\mu^{X}-\nu^{X}\right)_{t} \\
& +\int_{0}^{t} \partial_{s} F\left(s, X_{s}\right) d s+\frac{1}{2} \int_{0}^{t} \partial_{x x}^{2} F\left(s, X_{s}\right) d[X, X]_{s}^{c}+\int_{] 0, t]} \partial_{x} F\left(s, X_{s}\right) d^{-} B_{s}^{k, X} \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)-x \partial_{x} F\left(\cdot, X_{-}\right)\right) \frac{k(x)}{x} \star \nu_{t}^{X} \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)\right) \frac{x-k(x)}{x} \star \mu_{t}^{X} . \tag{4.8}
\end{align*}
$$

At this point we make use of the fact that $F$ is bounded. Indeed, being $F \in C_{b}^{0,1}$, by Theorem 3.15 and Remark 3.16 in [4],

$$
\begin{equation*}
\forall a \in \mathbb{R}_{+} \text {s.t. }\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)\right) \mathbb{1}_{\{|x|>a\}} \star \mu^{X} \in \mathcal{A}_{\mathrm{loc}} . \tag{4.9}
\end{equation*}
$$

Therefore, by Lemma C. 3 in [4],

$$
\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)\right) \frac{x-k(x)}{x} \star \mu^{X} \in \mathcal{A}_{\mathrm{loc}}
$$

so that

$$
\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)\right) \frac{x-k(x)}{x} \star \nu_{t}^{X}
$$

is well-defined for every $t \in \mathbb{R}_{+}$. Adding and subtracting the above mentioned term in (4.8), and using Corollary 3.3 (recalling that $C^{X}=\left[X^{c}, X^{c}\right]$ ), we get

$$
\begin{align*}
F\left(t, X_{t}\right) & =F\left(0, X_{0}\right)+\int_{0}^{t} \partial_{x} F\left(s, X_{s-}\right) d X_{s}^{c}+\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)\right) \star\left(\mu^{X}-\nu^{X}\right)_{t} \\
& +\int_{0}^{t} \partial_{s} F\left(s, X_{s}\right) d s+\frac{1}{2} \int_{0}^{t} \partial_{x x}^{2} F\left(s, X_{s}\right)\left(d C_{s}^{X}+d\left[B^{k, X}, B^{k, X}\right]_{s}^{c}\right) \\
& +\int_{j 0, t]} \partial_{x} F\left(s, X_{s}\right) d^{-} B_{s}^{k, X} \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)-k(x) \partial_{x} F\left(\cdot, X_{-}\right)\right) \star \nu_{t}^{X}, \tag{4.10}
\end{align*}
$$

which implies that (4.3) is an $\left(\mathcal{F}_{t}^{X}\right)$-local martingale.

It remains to prove that $\int_{j 0,]} \partial_{x} F\left(s, X_{s}\right) d^{-} B_{s}^{k, X}$ is martingale orthogonal. By Theorem 3.37 in [4], $F\left(t, X_{t}\right)$ is an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process with continuous martingale component

$$
F\left(0, X_{0}\right)+\int_{0}^{c} \partial_{x} F\left(s, X_{s-}\right) d X_{s}^{c}
$$

By the uniqueness of the decomposition of weak Dirichlet processes (see Proposition 3.2 in [4]), we get from (4.10) that

$$
\begin{equation*}
\int_{[0,]} \partial_{x} F\left(s, X_{s}\right) d^{-} B_{s}^{k, X}+\Gamma \tag{4.11}
\end{equation*}
$$

is a martingale orthogonal process, where

$$
\begin{aligned}
\Gamma:= & \left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)\right) \star\left(\mu^{X}-\nu^{X}\right) \\
& +\int_{0} \partial_{s} F\left(s, X_{s}\right) d s+\frac{1}{2} \int_{0}^{t} \partial_{x x}^{2} F\left(s, X_{s}\right)\left(d C_{s}^{X}+d\left[B^{k, X}, B^{k, X}\right]_{s}^{c}\right) \\
& +\left(F\left(\cdot, X_{-}+x\right)-F\left(\cdot, X_{-}\right)-k(x) \partial_{x} F\left(\cdot, X_{-}\right)\right) \star \nu^{X} .
\end{aligned}
$$

Here $\Gamma$ is a martingale orthogonal process since is the sum of a purely discontinuous martingale and bounded variation processes. This finally allows to conclude that the first term in (4.11) is martingale orthogonal.
$(i i) \Rightarrow(i)$. We apply (ii) with $F$ time-homogeneous. Then, for each function $F$ of class $C_{b}^{2}$,

$$
\int_{] 0,]} F^{\prime}\left(X_{s}\right) d^{-}\left(B^{k} \circ X\right)_{s}
$$

is an $\left(\mathcal{F}_{t}\right)$-martingale orthogonal process, and the process

$$
\begin{align*}
& M^{F}:=F(X .)-F\left(X_{0}\right)-\frac{1}{2} \int_{0} F^{\prime \prime}\left(X_{s}\right)\left(d(C \circ X)_{s}+d\left[B^{k} \circ X, B^{k} \circ X\right]_{s}^{c}\right) \\
& -\int_{[0, \cdot]} F^{\prime}\left(X_{s}\right) d^{-}\left(B^{k} \circ X\right)_{s}-\left(F\left(X_{-}+x\right)-F\left(X_{-}\right)-k(x) F^{\prime}\left(X_{-}\right)\right) \star(\nu \circ X), \tag{4.12}
\end{align*}
$$

is an $\left(\mathcal{F}_{t}^{X}\right)$-local martingale.
Step 1: $X$ is an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process. Let us now set $\tilde{F}(x)=\arctan x$. Being $\tilde{F} \in C_{b}^{2}$, by Theorem 3.15 and Remark 3.16 in [4], $Y=\tilde{F}(X)$ is an $\left(\mathcal{F}_{t}^{X}\right)$-special weak Dirichlet process. On the other hand, by Lemma 2.7, $Y$ has finite quadratic variation. Since $X_{s}=\tilde{F}^{-1}\left(Y_{s}\right)$ and $\tilde{F}^{-1} \in C^{1}(\mathcal{O})$ with $\left.\mathcal{O}=\right]-\frac{\pi}{2}, \frac{\pi}{2}\left[\right.$, we can apply Theorem 3.5 to $X_{s}=\tilde{F}^{-1}\left(Y_{s}\right)$, getting that $X$ is a weak Dirichlet process.
Step 2: if $\left(B^{k}, C, \nu\right)$ and $\left(\bar{B}^{k}, \bar{C}, \bar{\nu}\right)$ both verify (4.12), then

$$
\begin{equation*}
\left(B^{k}, C, \nu\right)=\left(\bar{B}^{k}, \bar{C}, \bar{\nu}\right) \tag{4.13}
\end{equation*}
$$

in the $\mathcal{L}(X)$-sense.
Step 2a: $B^{k}-\bar{B}^{k}$ has finite variation. We start by noticing that, for every $F \in C_{b}^{2}$, by uniqueness of decomposition of the special weak Dirichlet process $F(X)$, by (4.12) we have

$$
\frac{1}{2} \int_{0}^{\cdot} F^{\prime \prime}\left(X_{s}\right)\left(d(C \circ X-\bar{C} \circ X)_{s}+d\left(\left[B^{k} \circ X, B^{k} \circ X\right]^{c}-\left[\bar{B}^{k} \circ X, \bar{B}^{k} \circ X\right]^{c}\right)_{s}\right)
$$

$$
\begin{aligned}
& +\int_{[0,]} F^{\prime}\left(X_{s}\right) d^{-}\left(B^{k} \circ X-\bar{B}^{k} \circ X\right)_{s} \\
& +\left(F\left(X_{-}+x\right)-F\left(X_{-}\right)-k(x) F^{\prime}\left(X_{-}\right)\right) \star(\nu \circ X-\bar{\nu} \circ X)=0 .
\end{aligned}
$$

By Remark 3.24-ii) in [4], $\left[B^{k} \circ X, B^{k} \circ X\right]=\left[B^{k}, B^{k}\right] \circ X$ almost surely with respect to $\mathcal{L}(X)$. So, again almost surely with respect to $\mathcal{L}(X),\left[B^{k} \circ X, B^{k} \circ X\right]^{c}=\left[B^{k}, B^{k}\right]^{c} \circ X$, since $\Delta\left(B^{k} \circ X\right)=$ $\left(\Delta B^{k}\right) \circ X$, taking into account (2.3). Therefore,

$$
\begin{align*}
& \frac{1}{2} \int_{0}^{.} F^{\prime \prime}\left(\check{X}_{s}\right)\left(d(C-\bar{C})_{s}+d\left(\left[B^{k}, B^{k}\right]^{c}-\left[\bar{B}^{k}, \bar{B}^{k}\right]^{c}\right)_{s}\right)+\int_{] 0,]} F^{\prime}\left(\check{X}_{s}\right) d^{-}\left(B^{k}-\bar{B}^{k}\right)_{s} \\
& +\left(F\left(\check{X}_{-}+x\right)-F\left(\check{X}_{-}\right)-k(x) F^{\prime}\left(\check{X}_{-}\right)\right) \star(\nu-\bar{\nu})=0 . \tag{4.14}
\end{align*}
$$

It will enough to prove that $B^{k}-\bar{B}^{k}$ has finite variation on

$$
\check{\Omega}_{n}:=\left\{\omega \in \check{\Omega}: \sup _{t \leq T}\left|\check{X}_{t}\right| \leq n\right\},
$$

being $\check{\Omega}=\cup_{n} \check{\Omega}_{n}$ up to a null set, with respect to $\mathcal{L}(X)$. We apply (4.14) with

$$
F_{n}(x)=x \chi_{n}(x),
$$

where $\chi_{n} \in C_{b}^{\infty},\left|\chi_{n}\right| \leq 1$ and

$$
\chi_{n}(x)=\left\{\begin{array}{lll}
1 & \text { if } & |x| \leq n \\
0 & \text { if } & |x|>n+1
\end{array}\right.
$$

getting

$$
\begin{align*}
& \frac{1}{2} \int_{0} F_{n}^{\prime \prime}\left(\check{X}_{s}\right)\left(d(C-\bar{C})_{s}+d\left(\left[B^{k}, B^{k}\right]^{c}-\left[\bar{B}^{k}, \bar{B}^{k}\right]^{c}\right)_{s}\right)+\int_{] 0,]} F_{n}^{\prime}\left(\check{X}_{s}\right) d^{-}\left(B^{k}-\bar{B}^{k}\right)_{s} \\
& +\left(F_{n}\left(\check{X}_{-}+x\right)-F_{n}\left(\check{X}_{-}\right)-k(x) F_{n}^{\prime}\left(\check{X}_{-}\right)\right) \star(\nu-\bar{\nu})=0 . \tag{4.15}
\end{align*}
$$

By Remark 2.2,

$$
\mathbb{1}_{\check{\Omega}_{n}} \int_{j 0,]} F_{n}^{\prime}\left(\check{X}_{s}\right) d^{-}\left(B^{k}-\bar{B}^{k}\right)_{s}=\mathbb{1}_{\Omega_{n}} \int_{j 0, \cdot]} d^{-}\left(B^{k}-\bar{B}^{k}\right)_{s}=\mathbb{1}_{\Omega_{N}}\left(B_{t}^{k}-\bar{B}_{t}^{k}\right) ;
$$

moreover,

$$
\mathbb{1}_{\Omega_{n}} \int_{0}^{c} F_{n}^{\prime \prime}\left(\check{X}_{s}\right)\left(d(C-\bar{C})_{s}+d\left(\left[B^{k}, B^{k}\right]^{c}-\left[\bar{B}^{k}, \bar{B}^{k}\right]^{c}\right)_{s}\right)=0 .
$$

Consequently, (4.15) on $\check{\Omega}_{n}$ yields

$$
\mathbb{1}_{\check{\Omega}_{n}}\left(B^{k}-\bar{B}^{k}\right)=-\mathbb{1}_{\check{\Omega}_{n}}\left(F_{n}\left(\check{X}_{-}+x\right)-F_{n}\left(\check{X}_{-}\right)-k(x) F_{n}^{\prime}\left(\check{X}_{-}\right)\right) \star(\nu-\bar{\nu}),
$$

which implies that $\mathbb{1}_{\Omega_{n}}\left(B^{k}-\bar{B}^{k}\right)$ has finite variation.
Step 2b: (4.13) holds true. Let $u \in \mathbb{R}$. Notice that $\left(e^{i u x}-1-i u k(x)\right) \star \nu \in \mathcal{A}_{\text {loc }}$. Indeed, $\left|e^{i u x}-1-i u k(x)\right| \leq \alpha\left(1 \wedge|x|^{2}\right)$ for some constant $\alpha$, and $\sum_{s \leq .}\left|\Delta X_{s}\right|^{2}<+\infty$ a.s., hence $(1 \wedge$ $\left.|x|^{2}\right) \star \nu \in \mathcal{A}_{\text {loc }}$, see Proposition C. 1 in [4].

We remark that (4.14) extends for a complex valued function $F$ such that $\operatorname{Re}(F)$ and $\operatorname{Im}(F)$ belong to $C_{b}^{2}$. We can then apply (4.14) with $F(x)=e^{i u x}$. We have $F^{\prime}(x)=i u F(x), F^{\prime \prime}(x)=$ $-u^{2} F(x)$, and

$$
F\left(\check{X}_{s-}+x\right)-F\left(\check{X}_{s-}\right)-k(x) F^{\prime}\left(\check{X}_{s-}\right)=e^{i u \check{X}_{s-}}\left(e^{i u x}-1-i u k(x)\right) .
$$

Since by Step 2a the process $B^{k}-\bar{B}^{k}$ has bounded variation, by Remark 2.4-(i)

$$
\int_{] 0, \cdot]} F^{\prime}\left(\check{X}_{s}\right) d^{-}\left(B^{k}-\bar{B}^{k}\right)_{s}=\int_{0}^{\cdot} F^{\prime}\left(\check{X}_{s-}\right) d\left(B^{k}-\bar{B}^{k}\right)_{s}
$$

and we get that

$$
\begin{aligned}
& \int_{] 0, \cdot]} e^{i u \check{X}_{s-}}\left[i u d\left(B^{k}-\bar{B}^{k}\right)_{s}-\frac{1}{2} u^{2}\left(d(C-\bar{C})_{s}+d\left(\left[B^{k}, B^{k}\right]^{c}-\left[\bar{B}^{k}, \bar{B}^{k}\right]^{c}\right)_{s}\right)\right. \\
& \left.+\int_{\mathbb{R}}\left(e^{i u x}-1-\operatorname{iuk}(x)\right)(\nu-\bar{\nu})(d s d x)\right]=0 \quad \text { up to an evanescent set }
\end{aligned}
$$

or, equivalently, for every $t \in[0, T]$,

$$
\begin{equation*}
\left.\int_{0}^{t} e^{i u \check{X}_{s-}} d H(u)_{s}=0 \quad \text { up to an evanescent set (with respect to } \mathcal{L}(X)\right) \tag{4.16}
\end{equation*}
$$

with

$$
\begin{align*}
H(u)_{t} & :=i u\left(B^{k}-\bar{B}^{k}\right)_{t}-\frac{1}{2} u^{2}\left((C-\bar{C})_{t}+\left(\left[B^{k}, B^{k}\right]^{c}-\left[\bar{B}^{k}, \bar{B}^{k}\right]^{c}\right)_{t}\right) \\
& +\int_{\mathbb{R}}\left(e^{i u x}-1-i u k(x)\right)(\nu-\bar{\nu})([0, t] \times d x) \tag{4.17}
\end{align*}
$$

Notice that, since $B^{k}-\bar{B}^{k}$ has finite variation, the same property holds for $H(u)$.
In particular, there is a null set $\mathcal{N}(u)$ for which (4.16) holds for every $t$. Differentiating (4.16) in $t$ for every $\omega \notin \mathcal{N}(u)$, we get that $H(u)_{t}=0$ for every $\omega \notin \mathcal{N}(u)$, for every $t$. We define $\mathcal{N}=\cup_{u \in \mathbb{Q}} \mathcal{N}(u)$. Since the left-hand side of (4.16) is continuous in $u$ (uniformly in $t$ ), $H(u)_{t}=0$ for every $\omega \notin \mathcal{N}$, for every $t$ and $u$.

Now let us fix $\omega \notin \mathcal{N}$ and $t \in[0, T]$. We set $b_{t}:=\left(B^{k}-\bar{B}^{k}\right)_{t}, c_{t}:=(C-\bar{C})_{t}, \Lambda_{t}(d x):=$ $(\nu-\bar{\nu})([0, t] \times d x)$, and $\bar{b}=\bar{c}=\bar{\Lambda}=0$. Then, applying Lemma 4.4 below, we conclude that $b=0$, $c=0$ and $\Lambda=0$ and this concludes the proof of Step 2.

Step 3: $X$ is an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process with local characteristics $\left(B^{k}, C, \nu\right)$. By Step 1, $X$ is an $\left(\mathcal{F}_{t}^{X}\right)$-weak Dirichlet process. Let $\left(\bar{B}^{k}, \bar{C}, \bar{\nu}\right)$ be the characteristics of $X$, see Definition 4.1. We conclude by applying $(i) \Rightarrow(i i)$ together with Step 2.

The following lemma is the extension of Lemma 2.44, Chapter II, in [12] in the case of signed measures $\Lambda$ and symmetric (not necessarily positive) matrices $c$.
Lemma 4.4. Let $b, \bar{b} \in \mathbb{R}^{d}$, let $c, \bar{c}$ symmetric $d \times d$ matrices, and $\Lambda, \bar{\Lambda}$ signed measures on $\mathbb{R}^{d}$ that satisfy $\Lambda(\{0\})=0, \bar{\Lambda}(\{0\})=0$ and whose total variation measure integrate $\left(1 \wedge|x|^{2}\right)$. Let

$$
\begin{equation*}
\psi(u)=i u b-\frac{1}{2} u^{T} c u+\int_{\mathbb{R}^{d}}\left(e^{i u x}-1-i u k(x)\right) \Lambda(d x), \quad u \in \mathbb{R}^{d} \tag{4.18}
\end{equation*}
$$

If $\psi$ satisfies (4.18) with $(\bar{b}, \bar{c}, \bar{\Lambda})$ also, then $b=\bar{b}, c=\bar{c}$ and $\Lambda=\bar{\Lambda}$.
Proof. Let $w \in \mathbb{R}^{d} \backslash\{0\}$ and define the function

$$
\varphi_{w}(u):=\psi(u)-\frac{1}{2} \int_{-1}^{1} \psi(u+s w) d s
$$

One can easily prove that

$$
\varphi_{w}(u)=\frac{1}{6} w^{T} c w+\int_{\mathbb{R}^{d}}\left(1-\frac{\sin (w x)}{w x}\right) e^{i u x} \Lambda(d x) .
$$

Therefore, the function $\varphi_{w}(u)$ is the Fourier transform of the measure

$$
\begin{equation*}
G_{w}(d x)=\frac{1}{6} w^{T} c w \delta_{0}(d x)+\left(1-\frac{\sin (w x)}{w x}\right) \Lambda(d x) \tag{4.19}
\end{equation*}
$$

where $\delta_{0}$ denoted the Dirac measure concentrated in $x=0$. It follows that each measure $G_{w}$ is uniquely determined by the function $\varphi_{w}$, or equivalently by the function $\psi$.

By subtraction, we can suppose $\bar{b}=0, \bar{c}=0$ and $\bar{\Lambda}=0$, so that $\psi=0$ and therefore $\varphi_{w}=0$ and $G_{w}(d x)=0$ for every $w \in \mathbb{R}^{d}$. Evaluating the right-hand side of (4.19) in the singleton $\{0\}$ we get

$$
w^{T} c w=0, \quad w \in \mathbb{R}^{d}
$$

By the spectral theorem, being $c$ a symmetric matrix it is (orthogonally) diagonalizable, so $c=$ $p^{T} D p$ with $D$ diagonal and $p$ orthogonal matrix. Therefore, setting $\tilde{w}=p w$,

$$
\tilde{w}^{T} D \tilde{w}=0, \quad \tilde{w} \in \mathbb{R}^{d},
$$

therefore $D=0$ and $c=0$ as well.
Going back to (4.19), we have that

$$
\left(1-\frac{\sin (w x)}{w x}\right) \Lambda(d x) \equiv 0, \quad w \in \mathbb{R}^{d} .
$$

Since $1-\frac{\sin (a)}{a}>0$ for all $a \neq 0$, and recalling that $\Lambda(\{0\})=0$, we get $\Lambda=0$. Finally, from (4.18), we also have $b=0$.

## Appendix

## A Jacod-Shiryaev framework

For the sake of the reader, we recall below the equivalence result for càdlàg semimartingales stated in Theorem 2.42, Chapter II, of [12].
Theorem A.1. Let $X$ be an adapted càdlàg process.
Let $B^{k}$ be an $\check{\mathbb{F}}$-predictable process, with finite variation on finite intervals, and $B_{0}^{k}=0, C$ be an $\left(\check{\mathcal{F}}_{t}\right)$-adapted continuous process of finite variation with $C_{0}=0$, and $\nu$ be an $\left(\check{\mathcal{F}}_{t}\right)$-predictable random measure on $\mathbb{R}_{+} \times \mathbb{R}$.

There is equivalence between the two following statements.
(i) $X$ is a semimartingale with characteristics $\left(B^{k}, C, \nu\right)$.
(ii) For each bounded function $F$ of class $C_{b}^{2}$, the process

$$
\begin{aligned}
& F(X .)-F\left(X_{0}\right)-\frac{1}{2} \int_{0} F^{\prime \prime}\left(X_{s}\right) d(C \circ X)_{s}-\int_{0} F^{\prime}\left(X_{s}\right) d\left(B^{k} \circ X\right) \\
& -\left(F\left(X_{-}+x\right)-F\left(X_{-}\right)-k(x) F^{\prime}\left(X_{-}\right)\right) \star(\nu \circ X)
\end{aligned}
$$

is a local martingale.
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