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Survivable Services Oriented Protection
level-aware Virtual Network Embedding

Shuopeng LI2, Mohand Yazid SAIDI' and Ken CHEN!

Abstract—Network virtualization permits the creation of several logical networks (virtual networks) on one shared physical network
referred as the substrate network. To protect a network against single substrate link failures, fast local reroute is preferred. With the
reservation of backup resources, the flows are switched quickly from primary to backup paths upon substrate link failure to ensure
service continuity.

Due to the difficulty of primary and backup mappings, most of works in the literature separates the mapping of primary virtual network
from the setting of backup paths. Although this approach optimizes primary resources, it can lead to inefficient protection since the
existence of backup paths depends on the selected primary paths. In this paper, we propose a framework for protection-level-aware
virtual network embedding which minimizes the risks of unrecoverable failures. With our propositions, the primary paths are selected

among those which can be fully protected, if there is no such path, then we take the least vulnerable links in order to minimize the
failure probability. For primary mapping, we propose a flexible on-line backup verification-based heuristic and a fast backup
pre-verification-based heuristic. With the first heuristic, the backup path feasibility is verified on-line for each potential primary link,
whereas we pre-compute for each substrate link the optimized set of backup tunnels in advance with the second heuristic.
Simulations show that our propositions significantly reduce the substrate link failure impact on virtual networks, at the price of a slight

decrease of the primary acceptance ratio.

Index Terms—Network virtualization, reliability, protection, survivability, routing, backup paths, virtual network embedding

1 INTRODUCTION

Network virtualization [1] facilitates the creation of logical
networks (referred as virtual network, VN) on a shared
physical network (referred as substrate network, SN). Ser-
vice providers build and manage their VN-based services in
an on-demand way without having to touch the underlying
infrastructure that provides the physical resources. This
process is called Virtual Network Embedding (VNE). With
VNE, Infrastructure Providers (InPs) can react to demands
of users in an agile manner by dynamically creating virtual
networks, with an efficient use of their physical resources.

With the fifth generation cellular network technology
(5G), various network use cases are defined and should
be satisfied to meet the multiple needs and constraints of
future services such as broadband access, massive internet
of things, high mobility, extreme real-time communications
and ultra-reliable communications. In order to provide an
effective platform for supporting these services, 5G is adopt-
ing network slicing which enables the creation of tailored
virtual networks. In this way, to provide a reliable service
to users, it is sufficient and often better to create only one
fault-tolerant VN rather than protecting the entire physical
infrastructure.

In parallel with the development and deployment of
5G, we expect widespread use and emergence of new real-
time services such as VoIP, video conferencing, telemedicine,
autonomous driving, and more. These services are sensitive
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to communication disruptions and therefore need to operate
on reliable networks capable of quickly repairing failures to
ensure service continuity.

We recall that networks fail for various reasons, such
as device failure, software attacks, natural disasters, etc. If
the survivability against failures is not guaranteed, a single
failure may affect several VNs and results in severe penal-
ties for service providers. Recall that failure survivability
or reliability aims to ensure service continuity even upon
failures. It involves a range of issues concerning the design
of networks [2]. Two main techniques are often used to cope
with failures [3]: restoration and protection. Restoration is
a re-active approach, where no computation is performed
before the failure occurs. No extra resources are used. On
the contrary, protection is a pro-active approach, which
pre-computes backup paths before any failure. Generally,
protection reserves resources for the backup paths in order
to guarantee enough resources and ensure service continuity
upon failure.

For virtual networks, the survivability is provided in 2
stages by protection or restoration [4]. When a VN request
arrives, service provider first determines a virtual network
embedding solution that often optimizes the link and node
resources (generally, bandwidth and delay for links, and
CPU and memory for nodes) [5]; after this, some restora-
tion or protection method [3] is applied. Although this ap-
proach does not optimize the overall resources (primary and
backup resources), it has the merit of optimizing the flows
that actually use resources. In other words, flows that follow
the primary paths are optimized outside the rare and short
periods of failures. However, such approach can lead to the
difficulty to find backup paths since protection capabilities
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are not taken into account at the primary embedding step.

Other survivable VNE methods [6], [7] compute jointly
the primary and backup mappings to optimize the over-
all allocated resources. Although these VNEs increase the
number of protected VNS, they lead to non optimal routing
most of the time, since the flows follow the primary paths
outside the rare periods of failures. These methods are more
suitable for offline computations (they consume a lot of time
for computations) and rather preferable for re-optimizing
resource allocations.

To address the precedent issues, we propose here a novel
survivable VNE that significantly improves the reliability
by combining the failure avoidance-oriented approach and
protection capability-aware technique. In this paper, we
use and favor protection over failure avoidance-oriented
approach which is the only technique explored in [8]. In
this way, recovery from failures is guaranteed as long as
the protection resources are sufficient. In our proposition,
we separated for each new request the substrate links into
two subsets: (i) protectable links which can be protected by
backup paths and (ii) unprotectable links which cannot be
protected due to insufficient resources on backup paths.
Accordingly, the primary flows are computed such that they
follow the optimal substrate paths which privilege the use
of protectable links, then the least vulnerable links among
unprotectable ones. Note that only unprotectable links are
considered as vulnerable: higher is the failure probability
of a given link, more vulnerable is that link. With our
proposition, the backup path selection is taken into con-
sideration at the step of primary mapping to ensure the
best flow protection. Instead of focusing only on resource
optimization at the step of primary mapping, we propose
here to (1) maximize the reliability (i.e. reduce VN failures)
by selecting the protectable and least vulnerable links which
(2) improve the resource utilization.

Under the assumption of single failures, we formulate
the problem of survivable virtual link mapping (we as-
sumed that the node mapping is already done) as an Integer
Linear Programming (ILP) problem aiming to minimize
the VN failure probability and enhance the resource uti-
lization. To solve the precedent problem, we first defined
for each VN request a substrate link cost that depends on
both backup path existence and link failure probability. We
then proposed two heuristics, both based on approached
Steiner trees minimizing the precedent cost. With our first
heuristic, the existence of backup paths is verified on-line
for each substrate and virtual links whereas we pre-compute
in advance the optimal backup tunnels for each substrate
link, according to the max-flow solution, with our second
heuristic.

The rest of this paper is organized as follows. Section 2
provides an overview of the related work. Section 3 de-
scribes our assumptions and network model, and gives an
example illustrating the basic idea of our proposal. Sec-
tions 4 and 5 present respectively our ILP formulation and
heuristics for the problem resolution. The evaluation results
are shown in Section 6. Section 7 concludes this paper.

2 RELATED WORK

Due to difficulty of joint primary and backup mappings,
most of works in literature adopted the two stages-based
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survivable VNE which separates the primary VNE from the
backup mapping. Despite this separation, the two resulting
sub-problems often remain NP-hard. Indeed, VNE problem
without protection (with its numerous variants) is proved to
be NP-hard [5] [9] [10] and protection of one path (and thus
one virtual link) is also NP-hard. Similarly, joint optimiza-
tion of primary and backup paths is NP-hard [11].

In this section, we first describe works dealing with VNE
without protection and then focus on survivable VNE.

2.1 Virtual network embedding

As said previously, VNE problem (with its various variants)
is NP-hard. For instance, the problem of mapping uncon-
nected virtual nodes can be reduced to the Bin packing
problem that is NP-hard. Similarly, when the nodes are
already embedded, the mapping of links verifying the band-
width constraints can be reduced to the multicommodity
problem which is NP-hard for unsplittable traffics!. Finally,
joint embedding of links and nodes is also NP-hard and can
be reduced to the multiway separator problem [10].

In a multi-operator network, Houidi et al. [13] proved
that assigning the virtual nodes to only 2 InPs can be
reduced to the well known MAX-2-SAT NP-hard problem.

Heuristics have been proposed in literature to solve
various variants of VNE problem. These heuristics usually
reduce the solution space by eliminating some dimensions
or by exploring only the promising areas. For instance, the
constraints related respectively to the topology and to the
bandwidth are eliminated in [13] and [14] to solve VNE. In
[15], an approach based on subgraph isomorphism detection
is presented. Another model in [16] applies the Markov
Random Walk to rank nodes and then embeds links and
nodes by using back-tracking strategy based on breadth-first
search.

In [17], the node and link mappings are performed in
two separate stages. In the first stage, the virtual nodes
are embedded on substrate nodes which are more likely to
reduce the substrate path lengths. In the second stage, the
virtual links are mapped on substrate paths verifying the
constraints and minimizing the costs. Unlike the first stage
which depends on both the link and node properties, the
second one only explores the link properties.

2.2 Survivable virtual network embedding

Network reliability can be achieved with the combination of
failure avoidance oriented approach and protection meth-
ods. The failure avoidance approach aims to determine
solely a primary embedding which minimizes the risk of
failures by selecting substrate components among the most
reliable. Such approach does not thus use backup paths. The
protection methods consist in pre-computing and often pre-
configuring backup routes which are to be activated in case
of failures.

With regards to the failure avoidance oriented approach,
Li and al. [8] proved that VNE minimizing the failure
probability without admission control can be reduced to a
Steiner Tree problem (known as NP-hard). When the band-
width is taken into account, various heuristics combining
approximated Steiner trees are proposed.

1. The problem is tractable for fractional flows [12].
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Concerning the protection, various approaches are pro-
posed in the literature for virtual network survivability. Two
main approaches can be distinguished: protection against
virtual node failures and protection against virtual link
failures.

2.2.1 Protection against virtual node failures

To protect against the failures of virtual nodes which cor-
respond to the virtual machines, the dedicated protection
(1+1) is generally preferred to the node migration. With 1+1
protection, the virtual nodes are replicated and deployed
on both primary and backup substrate nodes. For each
protected node, the traffic is sent both on primary and
backup routes to reach respectively the primary and backup
nodes.

In [18], the problem of 1+1 node protection minimizing
the overall resources (bandwidth, CPU, etc.) is formulated
with mixed integer linear programming. In this formula-
tion, each primary virtual node is interconnected to all its
adjacent primary virtual nodes and their backup ones, in
addition of its corresponding backup node. In this way,
any number of failures affecting the primary nodes could
be tackled without any service disruption. Due to the high
complexity of the precedent mixed integer linear program-
ming, the authors proposed a polynomial time heuristic
that reduces the solution space by (i) mapping the virtual
nodes and links in separate stages, (ii) adding some new
practical constraints related to the geographic location and
to the limitation of the number of site candidates, and finally
(iii) deleting the connections between each primary node
and its backup one. In [19], the authors proposed another
similar approach in which the virtual nodes and links are
embedded separately. For backup virtual node embedding,
the substrate nodes which can support a maximum number
of virtual nodes are privileged. Once the virtual nodes are
mapped, the primary and backup nodes are connected with
the use of trees to reduce the bandwidth consumption.

Although, the 1+1 protection minimizes the recovery
time, it present a high cost limiting its deployment and
resulting in the resource wastage. Moreover, to reduce the
bandwidth consumption, the precedent approaches share
the bandwidth between the primary and backup paths
which is hard to achieve in practice. Indeed, primary and
backup traffics should traverse the common links at the
same time to permit the bandwidth sharing. This results
in the use of unidirectional trees for primary and backup
routes.

2.2.2 Protection against virtual link failures

Like the dedicated protection (1+1) which can deal with
both the link and node failures, the shared protection (1:N)
is available for any type of failures. However, for acceptable
recovery time, the shared protection is often restricted to
the protection of virtual links since the shared protection
of nodes requires virtual node migration which increases
substantially the recovery time.

Two substrate paths are selected for the embedding of one
protected virtual link: primary path and backup path. With
the single failure assumption, all backup paths that protect
against different risks (substrate links and nodes) can share
their resource allocations. In this way, a large amount of
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resources can be saved at the cost of increased recovery time
which now includes detection and re-routing times.

Protection can be provided on virtual layer or substrate
layer. In virtual layer, the original VN is often reinforced
with protection capacity. In [20] and [21], backup virtual
nodes and links are added to VN topology in order to
provide protection against node failures. For link protection,
[7] proposes to add virtual backup links to the VN be-
fore embedding it by solving the multicommodity flow
problem. In this way, each virtual link is mapped to two
disjoint pre-computed paths (primary and backup) so that
the bandwidth and penalty for bandwidth violation are
optimized. This method applies the dedicated protection
which increases and wastes the bandwidth in a failure-free
case. In [22], the additional backup resources are optimized
by searching for disjoint end-to-end backup shortest paths.

In substrate layer, fast reroute allows each substrate link
to deal with the failure locally. In [7], the authors propose a
heuristic that provides survivability for VNs in three steps:
(i) node embedding, (ii) link embedding and (iii) selection
of backup detours. With this restoration approach, a set
of backup detours protecting each substrate link are pre-
computed and activated at the failure of that link so that
the penalty incurred for violating the bandwidth constraint
is minimized. In [23], a splittable share protection problem
is formulated with pre-selected backup candidates. Backup
topology on substrate network is simplified in [24]. The p-
cycle technique combined with a column generation op-
timization model is adopted in [25] to provide protection
against node and link failures.

A probabilistic model is proposed in [26] to deal with
Shared Risk Link Group (SRLG) failures. We recall that
an SRLG corresponds to a group of links sharing a same
physical component. When the latter fails, all the links of
SRLG also fail simultaneously. Authors in [26] formulated
the problem as a Non-Linear Programming problem and
propose several approximation algorithms to solve it. In
[27], relative disjoint paths are generated to maximize the
VN reliability while enhancing the bandwidth allocation.
After associating to each link a weight based on bandwidth
and risk scores, the authors propose, for VN embedding,
to first determine the primary routing reducing the weight
and then, add redundancies as and when necessary to
satisfy the requirements of users. Instead of optimizing the
resource allocation by selecting the optimal set of substrate
links which maximizes the reliability, this approach merely
adds redundant paths until the desired level of reliability is
achieved.

Similarly, in elastic optical networks, the authors in [28]
first define a novel metric to measure the VN failure prob-
ability before proposing an embedding algorithm that de-
creases the defined metric. With this algorithm, each virtual
link is mapped to the most reliable couple of paths (primary
and backup paths). As all the possible mapping orders are
computed, this approach is not scalable and unpractical for
large networks.

Although most of the link protection methods presented
in this paper provide survivability with acceptable running
time, they do not guarantee optimal protection. Indeed, the
methods separating primary embedding of VNs from the
backup embedding do not take into account the protection



COMPUTER COMMUNICATIONS, VOL. 152 (2020), 34-45

Primary Capacity (FC)

\ A
[ I \

Backup Capacity (BC)

| ©

L Backup Residual (BR)
Bandwidth

Primary Residual (FR)
Bandwidth

\

Y

Bandwidth Capacity (C)

Fig. 1: Bandwidth separation

capabilities at the step of primary mapping. Only the
time consuming methods that jointly map the primary and
backup VNs generally optimize the protection. To cope with
the precedent issues, we propose in the next sections, a
novel survivable VNE that take into account the protection
capabilities at the step of primary mapping to maximize the
reliability.

3 ASSUMPTIONS, MODEL AND PROBLEM ILLUS-
TRATION

In this paper, we treat the problem of virtual link mapping
that maximizes the reliability by combining the protection
capability-aware technique with the failure avoidance-
oriented approach. Before formulating the problem in the
next section, we describe below the assumptions and
network model we adopted in this paper and then, we
illustrate the problem through an example.

3.1 Assumptions

For our study, we adopted the following assumptions.

3.1.1 Pre-established node mapping step

As we are only focusing on virtual link mapping maximiz-
ing the reliability, we assumed that the step of node map-
ping is already completed. This step can be accomplished
by applying various algorithms like [12] [14] [17] [19].

We denote by M () the node mapping function, so M (A)
implies the substrate node on which the virtual node A is
embedded.

3.1.2 link-related assumptions

Each link is associated with a failure probability that can be
fixed according to various parameters such as the physical
characteristics of the link (coaxial cable, optical fiber, etc.),
its geographic location (land, sea, hot or cold region, etc.),
its use frequency and load, etc. The failure probabilities of
links could also be determined statistically by monitoring
the network infrastructure.

For our study, we adopted the commonly practice as-
sumption of independent link failure probabilities. In ad-
dition, to enable the bandwidth sharing and save the re-
sources, we assumed single link failures. This last assump-
tion means that only one failure can occur at a given time.

(D) Bandwidth demand

(a) Virtual network

(D Primary residual bandwidth

O
€

@@

(b) Substrate network

Insufficient backup resource

XD Backup residual bandwidth
o®
~

(c) Local share protection

Fig. 2: Primary mapping

3.2 Model
3.2.1 Substrate network

The substrate network is modeled as a connected undirected
graph G¥(N*®, L), where N¥ is the set of substrate nodes
and L7 is the set of substrate links. Each substrate node n® €
N¥ is associated with various metrics (CPU, memory, etc.)
and constraints (geographic location, etc.). Similarly, each
substrate link [° is associated with a bandwidth capacity
C(1®) and a failure probability P;=. Note that we do not
consider other attributes, like delay or financial cost.

3.2.2 Virtual network

The virtual network is also modeled as a connected undi-
rected graph GV(NV,L"Y), where NV is the set of virtual
nodes and LY is the set of virtual links. Each virtual node
n’ € NV is associated with a demand related to various
metrics (CPU, memory, etc.). Each [Y € LY is associated
with a bandwidth demand bw(I?). In addition, each virtual
network GV has a lifetime t(G").

3.2.3 Primary and backup resource separation

We separated the bandwidth capacity Cjs on each link [°
into two pools: primary bandwidth capacity denoted by
FCjs and backup bandwidth capacity denoted by BCjs.
This bandwidth separation into two pools allows operators
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to decide, macroscopically, the amount of bandwidth dedi-
cated to primary flows and protection.

As shown in Figure 1, primary capacity is occupied
by primary links (17,15, etc.) whereas backup capacity is
dedicated for backup paths protecting against failures of
substrate links (17, (3, etc.). The primary residual bandwidth
of substrate link [° is denoted by F'R;:. Since the backup
resources are shared, a substrate backup link bl® could
protect against the failure of several substrate links {°. For
each [*, the backup residual resource is defined as B Ry (1°).

The ratio between the primary bandwidth and the total
bandwidth capacity on a link is denoted by 7 (7 = FCLZ_T)
This parameter 7 can be dynamically adjusted per link, by
monitoring the networking status for instance.

3.3 Primary embedding and protection example

A primary mapping example is shown in Figure 2. The
virtual network consists of 3 nodes {4, B, C'} and 2 virtual
links {A — B, B — C} (see Figure 2a). Both virtual links
demand 10 units of bandwidth. The substrate network
(see Figure 2b) is composed of 5 nodes and 6 links. Each
substrate link [® is labeled with the corresponding pri-
mary residual bandwidth F'R;s. We assume that the node
mapping is: M(A) = b, M(B) = c and M(C) = d. If
the optimization criterion is primary bandwidth minimiza-
tion without reliability (protection) consideration, a possible
mapping solution is given by solid lines in Figure 2b (i.e.,
virtual link A — B and B — C are respectively mapped to
the substrate paths b — c and ¢ — d).

To ensure service continuity and reduce disruption time
upon failure, we adopted in this paper the local share
protection. For each substrate link [, a backup path is com-
puted to deal with its possible failure. We precise that the
backup paths are bidirectional. Hence, the extremity nodes
of the backup paths should correspond to the extremity
nodes of the protected link in order to permit local and
rapid switching between the primary and backup paths
upon failure.

With the assumption of single failures, the resources of
backup paths which protect against different failures are
shared on substrate links to optimize the resource utiliza-
tion.

For our example in Figure 2, we assumed that the backup
residual bandwidth to protect against the failure of substrate
link ¢ — d is 10 units for all the substrate links except for
substrate link e — d where it corresponds to 5 units (see
Figure 2c). Without admission control (i.e., without band-
width constraint verification), link b — ¢ can be protected
by the backup path b — a — e — ¢ whereas link ¢ — d can
be protected by the backup path ¢ — e — d. In this way, the
two determined backup paths b—a —e—candc—e —d
can share their resource allocations on link e — ¢ since these
paths protect against different failure risks (link b — ¢ and
link ¢ — d respectively).

Despite the bandwidth sharing, we see that with the
bandwidth constraint verification, neither the backup path
¢ — e — d nor any other backup path can be used to
protect against the failure of link ¢ — d since such path
should traverse link e — d whose available backup resources
(5 units) are not sufficient to satisfy the protection request

Fig. 3: Primary mapping with backup consideration and
local share protection

(10 units). Thus, to ensure complete link protection, the
selected primary mapping should be modified to bypass
the link ¢ — d and privilege the use of protectable links.
In our example, the virtual link B — C should be mapped
on the substrate path ¢ — e — d as shown in Figure 3. In this
manner, all the primary substrate links can be protected.
Indeed, link b — ¢ which embeds the virtual link A — B
is protected by the backup path b — a — e — ¢ while links
¢ — e and e — d which embed the virtual link B — C are
protected with the use of the backup paths c — b —a — e
and e — ¢ — d respectively. Note that the primary bandwidth
constraints are also verified as shown in Figures 2b and 3
where the labels correspond to the amounts of primary
residual bandwidth on the corresponding links.

From the previous example, we deduce that the
protection capabilities depend on the selected primary
paths. In the following sections, we study the problem of
reliability maximization. We first formulate the problem
with integer linear programming (Section 4) and give two
effective heuristics to solve it (Section 5).

4 OUR PROPOSITION

We recall that we are solely dealing with link mapping, by
assuming that the node mapping has been completed.

Our proposition consists of a combination of link
protection and failure avoidance, where the link protection
is preferred to failure avoidance. We formulate it as an
Integer Linear Problem (ILP) in which the VNE solution
minimizing the primary bandwidth resource is preferred
among all the solutions maximizing the reliability.

In order to protect as much as possible the primary links,
backup path constraints should be added. A link bl° € L
can be used to protect a virtual link [” against the failure
risk [° if it verifies the backup bandwidth constraints, i.e.
if BRy=(1?) — bw(l”) > 0.

4.1 Formulation

We formulate the survivable VNE problem maximizing the
reliability and reducing the primary resource allocations as
follows:
Variables:

e [ :Binary variable denoting whether the substrate
link [® is used for the mapping of the virtual link [”.

e Bl.(I°) : Binary variable denoting whether the

backup link bl® protects against the failure risk {* for the
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flow [V. In other words, B};.(I°) = 1 if and only if the flow
of [V will be rerouted on bl* upon failure of link 7°.
e Y : Protection indicator defined as follows:

v {1, I°* € L¥(VN) is protected
s =

0, otherwise

where L%(VN) corresponds to the set of primary substrate
links used for VN embedding.

Objective:
Minimize:
1 I v
Z [log(1—Pys)] xYs +e Z T FR. Z Fis bw(l)
lseLS I1seLS weLV
M
Subiject to:

Primary flow constraints:

> R -

) 1, m= M(src(l"))
SR = {1, m= M(dst())
|

nEN?| neN® 0, otherwise
J1°=(m,n) Ji°=(n,m)
eL® €L’
vm e N*, 1" e LV
@)
Primary bandwidth capacity constraints:
> bw(I)F < FR, vI* e L? )

veLV

Backup flow constraints:

. Bu()- Y. Bu)

neN® | neN® |
Jbl*=(m,n) Jbl*=(n,m)
eLi\{*} eLi\{1*}
FLYis,  m=sre(l®) 4

= ~F. Y, m=dst(l®)
0, otherwise
Vme N*, 1" e LV,1° € L®
Backup bandwidth capacity constraints:

> bw(l®)Bj- (I*) < BRy:(I*), Wbi* € LS,1° € L% (5)
lveLV

4.2 Explanation

Objective (1) is composed of two parts: (i) the failure prob-
ability and (ii) primary resource allocation. By multiplying
the amount of primary resources by a very small constant
€ (0 < € € 1), we ensure that the objective function (1) op-
timizes the reliability while reducing the primary resource
allocations, i.e., objective (1) aims to minimize the primary
bandwidth allocations (second part of the objective func-
tion) among all the solutions which maximize the reliability
(first part of the objective function). More details about
calculation leading to Objective (1) is given in Appendix.
For reliability optimization, the protectable links are
preferred for primary virtual network embedding. When all
the links are protectable (VI° € LS : Y =1), objective (1)
ensures the determination of a VNE solution that minimizes

6

the primary bandwidth. If some primary links cannot be
protected due to the lack of resources (31° € L% : Y = 0),
the survivability probability is maximized (the primary
resources are minimized for only the most survivable so-
lutions).

Equations (2) and (3) are primary flow and capacity
constraints. src(lV) and dst(IV) retrieve respectively the
source and destination node of [".

Equations (4) give backup flow constraints. In these
equations, we assumed that a link can be fully protected
against failures with the use of only one backup path (case of
single failures). For ease of understanding, we deliberately
keep the non linear version of these equations (the product
of the binary variables ), and Y;- can be easily linearized).
The equations (5) ensure that the amount of backup re-
sources to be reserved on each link bl® to protect against
a given failure risk [° are less than the available backup
resources.

Note that the constraints (4) and (5) can be simplified by
using a set of pre-computed backup paths (see Section 5.3.1).
In this way, link protection is achieved with the selection of
pre-computed backup paths minimizing the reliability. Even
with such a backup path pre-computation, our VNE prob-
lem minimizing the reliability remains NP-hard because of
primary and backup bandwidth constraints which require
to respectively solve the multicommodity flow problem and
the bin packing problem.

This ILP problem is a particular case of virtual network
embedding, which is NP-hard. For scalability, we propose
below heuristics to provide effective solutions in polynomial
time.

Note that this formulation does not take into account
other possible link attributes such as delay or financial
cost. Indeed, adding such attributes leads to a multi-
constrained /multi-objective problem which is NP-hard and
beyond the scope of this paper.

5 HEURISTICS

Before proposing heuristics to solve the precedent ILP, we
notice that:

e when the available primary bandwidth is higher
than the virtual network demands, the constraints (3)
are verified. In this case, the optimal solution corre-
spond to a Steiner Tree maximizing the survivabil-
ity probability (transformed to an additive metric
in objective (1)). Among the well-known effective
heuristics solving the Steiner problem, we cite the
Kou-Markowsky-Berman’s approach [29] where the
terminal nodes are connected with use of shortest
paths.

e when all the links are protectable, the left part
(probability-based part) of objective (1) is nil. In
this case, the problem formulated in precedent ILP
becomes a classical multicommodity flow problem.
Various heuristics exploring the k-shortest paths al-
lows to determine efficient solutions.

From above, we propose two heuristics for survivable
VNE problem. To provide high reliability, we re-defined the
link costs according to objective function (1) and select the
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protectable links before primary path computations. Both of
our heuristics are based on Kou-Markowsky-Berman trees
[29] which use shortest paths to connect the terminal nodes
(substrate nodes embedding virtual nodes).

5.1 Principle

Reliability can be obtained by selecting the most reliable
substrate links for VNE. With the single failure assumption,
a protected substrate link is considered as reliable since it
is always possible to recover from its failure. Thus, the pri-
mary substrate paths should privilege the use of protectable
links to deal efficiently with failures.

Due to topological characteristics and insufficient re-
sources, some virtual links can not be mapped to substrate
paths which are composed only of protectable links. In this
case, the substrate paths should be selected so that they
minimize the failure probability of their unprotectable links.

Accordingly, we define below new positive primary
link costs allowing the maximization of the reliability (by
decreasing the probability of permanent VN failure):

0, if a backup path

€ protecting [* exists
t(1",0°) = ——=— 6
cost( ) e + FRys —log(1 — Pjs), ©)
otherwise

As we see, the costs in (6) are composed of two parts:
primary resource-dependent part that is multiplied by € and
failure-dependent part. The first part aims to decrease the
primary resource allocations while the second part? ensures
the reliability maximization. Indeed, for the protectable
links, the primary costs depend only on resource allocations
(m). As a result, the protectable links are selected so
that they minimize the primary resource allocations. Con-
cerning the unprotectable link costs, they depend mainly
on failure probability (—log(1 — P;s)). In this way, the cost
minimization ensures the selection of the less vulnerable
links. Among the minimal failure probability paths, the
primary resource minimization criterion is used to select the
best paths.

For each virtual link [Y, the primary cost cost(lV,1°)
depends on the protectability of substrate link [°. Such
cost can be computed on-line at the step of primary map-
ping or be more rapidly deduced by using pre-computed
backup tunnels. Accordingly, we propose below two Kou-
Markowsky-Berman tree-based heuristics, one for on-line
computation (cf. 5.2), the other is the one based on pre-
computation (cf. 5.3).

5.2 On-line backup verification

In our first proposition depicted in Algorithm 1, VNE is
performed by mapping successively the virtual links. At
each virtual link mapping, the primary link costs are com-
puted on-line according to equation (6). In this step, the
existence of a backup path is checked for each substrate link
in order to deduce its cost. In this way, the virtual link is
mapped on a substrate path that minimizes the costs in

2. To ensure positive costs, we used the objective function (10) (see
Appendix) to define the failure-dependent parts in equation (6).

7

Algorithm 1 Link mapping with simple on-line backup
verification

Input: virtual network request GV (NV, L)
Output: link mapping and backup solution
1: for each [ € L do
2. foreach[® € L do
3: Set cost(1”,1°) = 4Fp
4: Determine backup path 7’ for {*, such that:
Vbl® € 7' 1 bl® # 1° and bw(lV) < BRy;s(1°%);
if 7' = null then
cost(1”,1%) = cost(1¥,1%) — log(1 — P;s)
end if
end for
Find shortest cost(l",1%)-based primary path 7 veri-
10:  fying the primary bandwidth capacity constraints;
11: if m = null then

O P N a

12: Free allocated resources;

13: return no solution;

14: else

15: Allocate primary resources for ;

16: for each [° € 7w do

17: Determine backup path 7’ for I, such that:
Vbl® € 7' 2 bl® # 1° and bw (V) < BRys(1°%);

18: if 7’ exists then

19: Allocate backup resources for 7/;

20: end if

21: end for

22: end if

23: end for

24: return link mapping and backup solution;

equation (6). Finally, links of the substrate primary path
are protected by configuring backup paths verifying the
bandwidth constraints.

The details of our first proposition are shown in Algo-
rithm 1. For each virtual link (line 1), the link costs are
computed on-line (lines 2-8). Such link costs are determined
by adding to the primary resource-dependent cost part
(line 3) the failure-dependent cost part (line 6) that is nil for
protectable links. Primary link mapping optimizing costs in
equation (6) is determined in line 9. For each primary link,
a local backup path is then determined in line 16.

When a primary mapping exists, primary and backup
resources are allocated (lines 14 and 18) so that the next link
mappings take them into account.

In Algorithm 1, we deliberately omit to specify the
backup path search procedure (lines 4 and 16). By as-
suming a complexity of O(T) for the backup path search
procedure, the complexity of Algorithm 1 is determined as
equal to®> O(|LY| (|[L°| T + |N®| logy [N®[)). This means
that the minimal worst-case time complexity corresponds to
O(|LV| |L®|?) since the quickest backup search procedure
has complexity of* O(|L°| + |[N°|) = O(|L®|). When the
backup paths correspond to the shortest ones, the complex-
ity is O(|LV | || [N| log, |N5|).

3. Line 1 is performed in O(|LV|). Lines 2 and 15 are performed in
O(|L3]). Line 9 is performed in O(|N°| logy |N°|). Lines 4 and 16 are
performed in O(T').

4. We assumed connected substrate graph where |[N¥| < |L5| + 1.
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(a) Network

(b) Max-flow graph and
backup tunnels maximizing
the flows

Fig. 4: Maximum flow-based pre-determination of backup
paths

5.3 Fast backup verification based on pre-computation

The on-line backup verification takes time O(|L°|?). To
accelerate the computation and decrease the running time,
we propose to pre-compute backup paths for each sub-
strate link. Based on this pre-computation, the per request
backup verification can be done for each substrate link in
O(1), for a total complexity of O(L¥). The pre-computation
needs to be done only when the substrate network topology
changes. Hereafter, we describe the procedure of backup
path pre-computation, then give algorithms decreasing the
complexity of algorithm 1.

5.3.1 Pre-computation of backup paths

Due to the resource sharing enabled by the single failure
assumption, it is possible to determine the maximum band-
width that can be allocated to all backup paths protecting
against a given link failure since such bandwidth does not
depend on the other backup paths. In fact, the cumulated
bandwidth of all backup paths which protect against the
failure of a given link /° is bounded by the maximum flow
between the extremity nodes of 1%, after pruning link [* from
the network. Note that this upper bound is always reached
when backup path flow splitting is enabled.

In Figure 4a, a network with 6 nodes and 9 links is de-
picted. All the links of the network have backup capacities
equal to 3 units except link 2 — 3 whose backup capacity
corresponds to 2 units (see labels in Figure 4a).

To determine the backup paths with the highest cu-
mulated bandwidth® (see algorithm 2), the maximum-flow

5. The upper bound to the cumulated bandwidth of backup paths is
given by the maximum flow or the minimum cut. For the protected link
3 — 4, the minimum cut is composed of links 1 — 3 and 2 — 3. Thus,
the maximum flow between nodes 2 and 3 is equal to the sum of the
capacities of these links, i.e. 5 units.

Algorithm 2 Max-flow based backup path pre-computation

Input: G5(N*, L%)

1: for each I* € L° do

2:  Determine the max-flow graph M F'Gr(l°) of link [°
on G (NS, L5/1%);

3: Determine a set of paths II({°) in M FGr(l*) such
that the cumulated bandwidth of paths in II(?)
corresponds to the max-flow value;

4: end for

Algorithm 3 Link mapping with fast backup verification

Input: virtual network request GV (NV, L)
Output: link mapping and backup solution
1: for each [V € LV do

2 for each [* € L° do

3 Set cost(1,1°) = 4Fg=

4 if Vr € TI(I*) : BR, < bw(lV) then

5: cost(1V,1%) = cost(1",1°) — log(1 — Pjs)

6: end if

7 end for

8 Find shortest cost(lV,[®)-based primary path 7 veri-

fying the primary bandwidth capacity constraints;
9: if 1 = null then

10: Free allocated resources;

11: return no solution;

12: else

13: Allocate primary resources for m;

14: for each [° € 7w do

15: Select one backup path 7’ € II such that:
bw(l’) < BR,

16: if ' exists then

17: Allocate backup resources for '

18: BR,; < BR, — bw(l");

19: end if

20: end for

21: end if

22: end for

23: return link mapping and backup solution;

graph should be determined offline for each substrate link
(line 2 in algorithm 2) by using for instance Ford-Fulkerson’s
algorithm whose complexity is O(|N°| |L®|?). Such a
graph, which returns the amounts of flow on each link (link
labels in Figure 4b), corresponds to an optimal solution to
the maximum-flow problem. It allows us to determine the
bypass tunnels (line 3 in algorithm 2) which maximize
the flows. In the example depicted in Figure 4, two bypass
tunnels by = (3—2—5—4)and by = (3 — 1 — 6 — 4), with
respectively 2 and 3 units of bandwidth, are determined.

Assume that a first link mapping request with 2 units
of bandwidth arrives. Link 3 — 4, that is protectable (since
there is a bypass by with 2 available units of bandwidth), is
used to satisfy the request. It is protected by a backup path
that traverses the bypass tunnel bs. Thus, only 3 units of
bandwidth can be provided to protect against the failure of
link 2 — 3. Consider now that a second link mapping request
with 3 units of bandwidth arrives. Link 3 — 4 is protectable
for this second request since there is at least one bypass
tunnel b; with 3 available units of bandwidth. Assume that
link 2 — 3 is used and thus a second backup path traversing
the bypass tunnel b; is setup. At this time, the link 3 — 4
becomes unprotectable for any link mapping request since
there is no free bandwidth on tunnels b; and bs.

5.3.2 Algorithm

After solving offline the maximum flow problem for each
substrate link, it is possible to quickly pre-determine for
each link mapping request all the protectable links without
path computation. Indeed, after the determination of the
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Fig. 5: Cost239 network

link flows for each link failure, all the backup tunnels
and their corresponding maximum bandwidth are deduced.
When a link mapping request arrives, the unprotectable
links are determined easily and quickly by searching for
pre-determined backup tunnels verifying the bandwidth
constraints (lines 4-6 in algorithm 3).

To summarize, it is clear that this second heuristic is
based on a similar algorithm than that used by the first
heuristic (see Section 5.2). The only difference between
these heuristics consists in their backup path computation
approaches (pre-computed backup tunnels for the second
heuristic to reduce the computation time and on-line for
the first one). More specifically, the fast heuristic runs Al-
gorithm 3 upon reception of a VN request. With the use of
the sets of pre-computed backup tunnels II(1?), Algorithm 3
deduces quickly the costs of all the substrate links (lines 2-
7) according to Equation (6). Recall that a substrate link [°
is protectable on a virtual link [V if there is a backup path
m € II(I%) such that BR, > bw(IV).

After the cost determination step, a shortest primary
path is determined (line 8). This path is then protected with
the selection and configuration of pre-computed backup
paths (lines 14-20).

To determine the worst-case time complexity of Algo-
rithm 3, we remind you that the maximum number of
tunnels in any set I1(1*) is lower than |L*|. Indeed, after each
backup tunnel setup, the available backup resources on one
link at least becomes nil. With offline insertion of the backup
tunnels in a priority queue, we deduce the worst-case time
complexity of Algorithm 3 as O((|LY| |L| log, |L9|)).

Indeed, the backup path selection steps (lines 4 and 15 in
Algorithm 3) are performed in constant times O(1) while
updating the bandwidth allocation of a backup tunnel in
the priority queue (lines 16 to 19 in Algorithm 3) takes
O(log, |L*]). Notice that this complexity does not take into
account the pre-computation.

The reliability provided by Algorithm 3 can be im-
proved by adopting a backup path preemption approach
that requires more calculations. Indeed, at the step of cost
determination of a given link, it is possible to recompute
all the backup paths protecting that link for all virtual links
already mapped. In this way, the bin packing problem is
solved to optimize the costs and backup paths.

5.4 On-line vs. Fast backup verification

Both on-line and fast backup verification methods use
similar on-line algorithms to compute the primary paths.
The fast method (O(|LY| |L®| log, |L®])) is quicker than
the on-line method® (O(|LY| |L®| [N®]| log, |[N®|)) once
the backup tunnels pre-computation (O(|N®| |L®]?)) is
accomplished. So, for a network with few substrate network
topology changes, the fast one is more efficient. However,
the pre-computation takes time and need to be done at each
substrate network topology change. So, for a network with
frequent substrate network topology changes, the on-line
one could be an interesting alternative.

6. We consider the case where backup paths are the shortest ones.
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6 SIMULATION

In order to measure the performance of our two pro-
posals, we compared them against the basic method
(protection method) and hybrid policy heuristic (restoration
method) [7].

We implemented our proposals: (i) simple on-line
backup verification-based heuristic (see Section 5.2) that is
noted by SP_VF and (ii) fast backup verification-based
heuristic (see Section 5.3) that is noted by MF_VF. In
SP_VF, the backup paths are computed on-line as the
shortest ones whereas we pre-computed the backup tunnels
with M F_V F. In our simulations, we did not use preemp-
tion between the backup paths.

With the basic method (referred as Basic), we first de-
termine the primary mapping that decreases the bandwidth
allocation. For this purpose, the constrained shortest path
algorithm is used. Then, each primary substrate path is
protected with the use of local detours. With the hybrid
policy method (referred as HBM), a set of k (k=6) shortest
paths is pre-computed for each couple of substrate nodes. At
the arrival of a new VN request, the multicommodity flow
problem is solved to determine the best primary mapping.
For survivability, a set of detours is also pre-computed. At
the occurrence of a failure, the traffic traversing the failed
link is rerouted on a set of detours that are determined
and activated to deal with the failure. To reduce the total
affected revenue (see Section 6.2) upon failure of link 1%,

we chose to first repair networks G maximizing the ratio
Revenue(GY)
Y bw (I°)xF

wegV

6.1 Environment

We developed a simulator to evaluate the performance of
the compared methods. For our comparison study, we used
two instances of real networks and a third one which is
generated automatically with GT-ITM tool [30]. The first
one (Cost239) is a small well connected network. The second
one (Germany50) is a medium network that is less connected
compared to the first one. The last one (GI-ITM network) is
generated automatically. For each network, we set different
substrate link failure probability models. Below, we only
show the common configurations: the details of the model
differences are described later in subsections that follow.

On the substrate networks, the node CPU and link band-
width capacities are randomly chosen within (1000, 1500).
For each substrate network, we fixed on links the ratio 7
(0.5 < 7 < 1) between the primary bandwidth and the
total capacity to a configurable value that depends on the
network topology.

Concerning the virtual networks, they are generated by
GT-ITM tool. The number of virtual nodes in each VN
follows a uniform distribution between 3 and 8. The virtual
nodes are interconnected with probability 0.4. The CPU and
bandwidth demands are uniformly chosen in (0, 20).

In our experiments, we generated the requests according
to Poisson distribution with different arrival rates A per 100
time units. When a VN request arrives, we compute a valid
mapping for all its virtual links. If such mapping is deter-
mined, the VN request is accepted. Then, the corresponding

10

VN substrate links are protected with the use of backup
paths.

To show the behavior and measure the performance
of the compared methods for different network loads, we
varied A from 7 (low load) to 12 (high load).

The life time of each VN follows an exponential distri-
bution with an average of 2000 time units. Each simulation
lasts for 10° time units. The failure events of each substrate
link follow an exponential distribution with a failure occur-
rence mean time of 10* units. All the substrate link failures
are independent.

6.2 Comparison

We compared our proposals against methods determining
the primary mapping without backup feasibility verifica-
tion. In order to measure the performance of the compared
methods, we used the following metrics:

e Acceptance rate of VNs (AR): It corresponds to the
ratio between the accepted requests and the total
number of requests. A VN request is accepted if
all its corresponding virtual links are mapped on
the substrate network. This metric is computed as
follows:

acc_num

AR =
tot_num

where acc_num denotes the number of accepted
VNs and tot_num corresponds to the total number
of VNEs.

o Total affected revenue (ARv): When a failed virtual
link is not repaired, the entire VN is assumed as
failing. In this case, the service providers should
pay a penalty for the failed VN. Such penalty is
proportional to the VN revenue that is defined as
follows:

Revenue (GY) = a Z cpu (n’) + Z bw (IV)
!

nveNV veLV

This metric just accumulates the revenue of all the
failed VNs (affected VNs). In our experiments, a = 1.
e Meanrate of VN failures (VNF): it corresponds to the
ratio between the affected VNs and the mean number
of active VNs in the network per time unit. Formally:

AF
avr_VN xT

where AF' corresponds to the total number of af-
fected VNs, avr_V N is the average of active VNs
and T is the simulation time.

e Computational time (CT): this metric measures the
time spent by the compared methods to perform all
the computations. It provides insights about the time
complexity.

VNF =

6.3 Scenario I: small size network

We first compared the methods on the European optical
network (cost239) which contains 11 vertices and 26 edges.
Cost239 is a well connected network with a minimum
edge degree of 3 and a mean edge degree of 4.72. In this
first scenario, we assumed an identical link failure model,
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Fig. 6: Germany50 network

i.e. all the link failures follow an exponential distribution
with a mean time between failure occurrences equal to 10*
time units. This model is useful for the networks where
links have similar characteristics. The ratio 7 between the
primary bandwidth and the total link capacity corresponds
to 0.75. We came up with this value through our simulations
scenarios which provide high acceptance rates (larger than
99% with A = 7).

The experiment results corresponding to this first sce-
nario are shown in Figure 5. More specifically, Figure 5a,
5b, 5c and 5d depict respectively for different arrival rates X
the evolution of the acceptance rate of VN, the total affected
revenue, the mean rate of VN failures and the computational
time. Note that all our results correspond to mean values
over 100 experiments.

In Figure 5a, we see that H BM and Basic have similar
acceptances rates which are slightly better than those of
our proposals. HBM and Basic only focus on the primary
mapping optimization so it is normal that these methods
embed more VNs than our proposals. As expected, the
backup feasibility verification has a side effect on the pri-
mary mapping that is slight here.

Concerning the survivability, Figures 5b and 5c¢ show
that our proposals clearly outperform HBM and Basic.
Indeed, Figures 5b and 5c¢ show that SP_V F and MF_V F
have smaller affected revenues and VN failures than H BM
and Basic. In addition, the difference between our pro-
posals and the other ones increases with the augmentation
of network loads (augmentation of ). Whereas HBM
and Basic aim to minimize the primary resources without

considering the backup resources, our proposals allow to
significantly improve the reliability by choosing the more
reliable links at the step of primary mapping. Thus, with
slight decrease of the acceptance rate of primary VNs, the
mean rate of VN failures is decreased by at least 30% as
depicted in Figure 5c. We point out here that with the same
level of reliability, our proposals are more efficient than
HBM and Basic in terms of resource utilization.

Note the very slight difference between SP_VF and
MF_VF. This can be explained by the regularity and
high connectivity of Cost209. In fact, the high flexibility in
the selection of shortest backup paths (used by SP_VF)
generally allows to maximize the flows (as with M F'_V F').

With regards to the last metric (CT), Figure 5d shows
that H BM spends a lot of time for doing the computations,
compared to other methods. The figure also shows that
MF_VF is better than Basic which is in its turn more
quick than SP_V F' (and HBM). These results corroborate
our theoretical results on time complexity. Whereas only the
primary paths are computed on-line with M F_V F, Basic
also determines and computes the backup paths for all the
substrate primary links. SP_V F is slower since it computes
the backup paths for almost all substrate links.

6.4 Scenario Il: medium size network

We retrieved a real medium network (germany50) from
SNDIib. This network is composed of 50 vertices and 88
edges and it represents the network between German cities.
The minimum edge degree in this network is 2 while the
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Fig. 7: Network topology generated by GT-ITM

mean edge degree is 3.52. The ratio of the primary band-
width corresponds to 0.65 (this value allowed high accep-
tance rates in our simulations). Germany50 is less connected
than cost239 and there is nearly no direct link between
extremity nodes. Therefore, the paths between extremity
nodes are quite long.

Contrarily to scenario 1, the failure probabilities of links
are different. They follow an exponential distribution with a
mean time between failures (in time units) that is randomly
chosen in the set {5 x 103, 10%, 1.5 x 10*}. This failure
probability model is suitable for networks with different
physical link characteristics.

Figures 6a, 6b and 6c show respectively the acceptance
ratio, the total affected revenue and the mean rate of VN
failures. Like in Figures 5a, 5b and 5c, we also observe that
with slight decrease of acceptance ratio, our propositions
often allow to divide the affected revenue and mean rate of
VN failures by 2. In Figure 6d, we see that the computational
time of M F_V F is smaller than those of Basic, SP_VF
and H BM. With comparison to Figure 5d, we see that the
difference between the compared methods is higher. Such
observation can be explained by the increase of the primary
path lengths which results in the computation of a larger
number of backup paths.

To summarize, these observations allows us to conclude
that with a slight diminution of VN acceptance, the backup
feasibility verification significantly improves the reliability
for different networks. Pre-computing backup paths by
max-flow makes the backup feasibility verification method
time saving.

6.5 Scenario 3: primary capacity ratio 7

In this scenario, we study the impact of primary capacity
ratio 7 on the performance of the compared methods. The
substrate network, which is generated by GT-ITM, is com-
posed of 30 nodes and 55 links. 7 varies from 0.5 to 0.7.
The VN arrival rate is 10. The link failure probability fol-
lows an exponential distribution with a mean time between
failures (in time units) that is randomly chosen in the set
{5 x 103, 104, 1.5 x 10%}.

As expected, Figure 7a shows that the acceptance ratios
of the compared methods increase with the augmentation
of 7. The difference between our proposals and the methods
Basic and HBM is small and relatively stable, except for
very high 7 where our the acceptance rates of our methods
decrease more quickly. When 7 increases, the available
backup bandwidth decreases and results in difficulty to
protect the VNs. Whereas HBM and Basic privilege the
primary path optimization, our proposals may select longer
primary paths to improve the protection.

Concerning the affected revenue and the mean rate of
VN failures, Figure 7b and 7c show that our methods
have close performance which are smaller than those of
HBM and Basic. The figures also show that the difference
increases with the augmentation of 7 which results in the
diminution of the backup resources.

With regards to the last metric (CT), Figure 7d shows
that MF _VF is better than Basic which is in its turn
better than SP_V F and H BM. The difference between the
compared methods can be explained in the same way as
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in the precedent scenarios. However, in these last tests the
computational time increases less quickly than in the prece-
dent tests since the network load is constant (A = 10 per 100
time units): only the acceptance rate of VNs increases with
the augmentation of 7.

To conclude, this last scenario shows that the perfor-
mance difference between our proposals and the methods
HBM and Basic increases with the diminution of the
backup resources. Except for the time computation metric
where MF_VF is always the best, there is almost no
difference between the compared methods when the backup
resources are very large.

6.6 Conclusion of simulation
The simulations allows us to conclude that:

o with a slight decrease of the acceptance rate of VN,
the backup feasibility verification significantly im-
proves the reliability for different networks;

e pre-computing backup paths according to max-flow
algorithm makes the backup feasibility verification
method time-saving;

o with the same level of reliability, our backup feasi-
bility verification methods are efficient in terms of
resource utilization.

7 CONCLUSION

In a virtualized network environment, virtual networks
share the same physical resources provided by substrate
networks. A single link failure can therefore lead to dys-
function of several virtual networks. As a result, network
reliability becomes a critical and, in our opinion, mandatory
issue for virtual networks.

To enhance the VN reliability, survivable network design
methods are used. Restoration changes the primary paths
to accommodate the new network topology upon failure
whereas protection pre-determines the backup paths before
the failures so that the disruption time is reduced.

In order to guarantee enough resources upon failures, a
portion of the resources should be pre-reserved for backup
paths. Classical protection methods consider separately pri-
mary mapping and backup path computation, leading to
non optimal resilience against failure.

In this paper, we proposed a novel virtual network
protection framework, which maps the primary links in
such a way that backup flow feasibility is taken into con-
sideration. In our proposals, we first select the protectable
links which reduce the resource allocations to support VNS.
When full protection of VNs is not guaranteed, we proposed
to include the less vulnerable links. After describing an
exact solution that maximizes reliability while reducing
resource allocations, we proposed two scalable, practical
and efficient heuristics: simple on-line backup verification
and fast backup verification. The first one determines on-
line the backup paths whereas the second one pre-computes
the backup paths to reduce the time computation.

Our proposals are validated by simulations. The numeric
results show that our propositions reduce the VN failure
probability with slight decrease of VN acceptance. The com-
putational time can also be decreased by pre-computing the
backup paths according to the maximum flow algorithm.
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APPENDIX
OBJECTIVE FUNCTION

For a given VN request G(NV,LY), a typical objective
function optimizing the primary bandwidth corresponds:

> %FRZS > F bw(1Y) %)

lseLS l“ELV

man

where F is a binary variable denoting that virtual link
[V is routed on a path including I°, ¢ (0 < € < 1) is a
small positive constant avoiding division by zero and F'R;s
corresponds to primary residual bandwidth on link [°.
In this objective function, we chose to avoid flow splitting
which is not so application-friendly on computer networks.
To maximize the reliability, objective (7) should be mod-
ified to include VN survivability probability PS(Y") deter-
mined as follows:

PS(Y)= ] 0 - P x (1-Y)) (8)

IseL’S

where P;s corresponds to the failure probability of link I° as
described in Section 3.2.1 and Y}s is the protection indicator
defined in Section 4.1.

To optimize the reliability, (8) should be maximized.
Instead of maximizing the non linear function (8), we look
for a linear function that is optimal for the same solution as
(8). By applying logarithm function to (8), we obtain:

log PS(Y) = Z log(1 = Pis x (1 —Y}s))
lseLS )
= Y llog(1 — Pe)](1 = Yie)
lseLS

(8) and (9) are maximized for the same solution. Instead of
maximizing (9), we chose to minimize —log PS(Y"). Thus,
the objective function that optimizes the reliability is given
below:

min Y [~log(1 - P»)] (1 - i) (10)

By removing the constant part >, —log(1 — P;<) from
lscLS
objective function (10), we obtain the following simplified

objective function:

min Z [log(l — Ps)] x Vs
l*eLs

(11

Note that log(1 — P;:) X Y}s i minimal when Y}s = 1 since
log(1 — P;<) is negative.

To decrease the primary bandwidth allocations while op-
timizing the reliability, we combined objectives (7) and (11).
The resulting objective function is given by (1) in Section 4.1.
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