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Many segmentation methods used for the homogenization
of climate time series from station data use a reference se-
ries against which the station data is compared. The main
advantage of this approach is to remove the common cli-
mate signal and thus improve the power of the change-point
detection method. One drawback is that it is difficult to de-
cide whether the detected change-point is due to the main
station or to the reference. This paper describes a statis-
tical method to help in this decision. It works by combin-
ing the data from the main station with the data from at
least one nearby station, where the data from each station
is actually composed of two series: a target series and a ref-
erence series. In our application, the target series is from
daily GNSS Integrated Water Vapour (IWV) measurements
and the reference series from the Fifth ECMWF reanalysis
(ERA5). Six series of differences are formed from these four
base series and a statistical test is used to detect, in each
of the six series, if the change in mean before and after the
tested change-point is significant. Finally, a predictive rule
is used to determine which of the four base series is (are)
affected by change-point(s). The statistical test is based on
a generalized linear regression approach, taking both het-
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eroscedasticity and autocorrelation into account. The pre-
dictive rule is constructed on a dataset built from the test re-
sults obtained on the real data using a resampling strategy.
Four popular machine learning methods have been consid-
ered and evaluated using cross-validation. The proposed
methodwas applied to a real data set and the results looked
very consistent and plausible with respect to GNSS meta-
data and our knowledge of the data. Results conclude that
41% of the change-points are due to GNSS data, 15% to
the ERA5 data, and 25% are due to coincident detections.
K E YWORD S
Attribution, Change-point testing, Unsupervised classification

1 | INTRODUCTION
Long records of climate observations are crucial for the monitoring climate change and better understanding the
underlying climate processes [1]. However, many observational climate data are affected by inhomogeneities due to
changes in instrumentation, in station location, in observation and processing methods, and/or in the measurement
conditions around the station [2]. Inhomogeneities often take the form of abrupt changes, which are detrimental to
estimating trends and multi-scale climate variability [3]. Various homogenization methods have been developed for
the detection and the correction of such change-points in the context of climate data analysis [4, 5, 6, 7, 8, 9, 10]. The
detection step, also called segmentation, can be performed in two classical ways, using either a statistical test (e.g.
[6, 7]) or a penalized likelihood approach (e.g. [5, 8, 11]). The performance of a segmentation method depends on its
ability to represent the stochastic properties of the data, with a parametric or a non-parametric model, and the search
method which can be optimal or sub-optimal (see the literature review in [12]). Many segmentation methods are
actually used on differenced data, where the data from the target station are compared to (differenced with respect
to) a reference series. The reference series can either be from one nearby station, or a composite from several nearby
stations, or from any other auxiliary data source. Several recent studies used atmospheric reanalyses as an auxiliary
data source [13, 14, 15, 16, 17]. The main advantage of working on differenced data is to remove the common climate
signal and thus improve the power of the change-point detection method. One drawback is that it is difficult to decide
whether the detected change-point is due to the main station or to the reference. This decision step, which we call
hereafter "attribution", is crucial for the correction step in which the target series will be adjusted for the changes in
mean, segment by segment (see, e.g., the correction procedure used by [15] or [16]). Any false attribution would in
fact introduce articifial jumps in the target series.

Figure 1 explains the idea of the attribution method proposed in this paper. Let us assume that a differenced time
series, G-E, of a main station has been segmented and that three change-points have been detected at times t1, t2,
and t3. In the example, they are associated with changes in the mean of +1, -1, and -0.5 signal units. We typically
don’t know if the jumps are due to the target series (denoted G for GNSS), to the reference series (denoted E for
ERA5), or to both. Let us assume that there exists a nearby station with data available over a sufficient time span
before and after a given change-point from the main station (in the sketch illustrated in Figure 1 the nearby series
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G’-E’ covers all three change-points from the main series G-E). Since the data from the nearby station can also be
subject to inhomogeneities, the G’-E’ is also segmented. In this example we assume that 2 change-points, denoted
t ′1 and t ′2, are detected in the nearby series, with jumps of +1 and -0.5 signal units, respectively. We see also that t ′2is close in time to t3 of the main station. Such a situation can happen in real data. Based on our experience, we will
adopt the following rules:

(R1) it is unlikely that change-points in two different GNSS series (here G and G’) occur at the same time because they
are due to rare, station-specific events (e.g. hardware failure, equipment change, local environmental change).

(R2) on the other hand, it is likely that change-points in the reanalysis occur simultaneously with a large spatial extent
(e.g. due to the start or end of assimilation of a satellite), hence being present in E and E’.

Inspection of the two differenced series G-E and G’-E’ in the light of these rules suggests that t1 is due to a +1
change in G, t ′1 (supposedly far from t1) is due to a +1 change in G’, t2 is due to a -1 change in G, and t ′2 and t3 aredue to a -0.5 change in both E and in E’. In the following we will attach some probabilities to these two rules, but
it is obvious that this is not enough to conclude. To confirm our guess, we need to inspect one additional series
of differences combing two of the four previous series (G, E, G’, and E’). Figure 1 illustrates the case of G-G’. Using
elementary combinatory logic, it is straightforward to determine that the guessed solution is correct. In reality, there
are a total of six combinations of two series among four, without repetition. Instead of using only three of them, we
can take advantage of the redundancy offered by the three additional differenced series, especially since in the real
world, some detections may fail when the amplitude of the jump is small compared to the background noise, or when
the sample size is small. The power of the detection test is a crucial aspect of the method which will be discussed in
Section 3. The final step in the attribution method is the combination of the six test results in order to predict the
solution.

The Table 4 shows all possible values of the quadruplet composed of G, E, G’, and E’ and the corresponding test
results of the six differenced series G-E, G’-E’, G-G’, G-E’, G’-E, E-E’. The jumps in the base series are coded on three
values: 0 (no jump), +1 (positive jump), and -1 (negative jump). Logically, the corresponding test results should be
coded on five different values: 0, 1, 2, -1, and -2. However, in practice, a test result will be either reject (0) or fail to
reject (-1 or +1, where the sign indicates if the jump is upward or downward). The central part of Table 4 shows the
logical table coded on five values, while the rightmost part shows the same table coded on three values only. The
latter is referred to as the "truncated" table. The logical table contains 54 rows resulting from quadruplets for which
either G or E, or both, have a jump (+1 or -1). The case where none of G or E has a jump is not considered. The 54 rows
contain 46 unique combinations and 8 doubles of the six test results (highlighted by a colored background) and 38
unique combinations in the truncated table. The doubles are finally sorted out depending on their prior probabilities
(see Appendix B for details on how they are computed). If there were no errors in the tests results, the correct solution
could be found directly from this table. Because in practice the tests may be wrong, a statistical method is needed to
predict the result.

In Section 2 we describe the stochastic properties of our data set composed of Integrated Water Vapor (IWV)
time series from ground-based Global Navigation Satellite System (GNSS) and the fifth ECMWF reanalysis (ERA5).
We highlight especially, the heteroscedasticity and autocorrelation of the differenced IWV series. In Section 3 we
evaluate the power of several tests for the testing a change in mean in simulated series based on a regression with
heteroscedasticity and autocorrelation. In Section 4 we describe the method for the construction of the predictive
rule and present the results on a real data set. Section 5 discussed the results and concludes.
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2 | DATA CHARACTERIZATION
2.1 | Data sets
In this paper, we are interested in daily IWV data from GNSS observations and from the ERA5 reanalysis. The GNSS
IWV data are those wewant to homogenize primarily. Several past studies highlighted the presence of abrupt changes
in the mean in the GNSS data [18, 19, 13, 20] but also possibly in the reanalysis data [21, 13, 20, 16]. Inhomogeneities
in the GNSS data are mainly due to equipment changes and changes in the station’s environment, but the magnitude
of the jumpmay also depend on the data processing procedure [16]. In this work, we use reprocessed GNSS data from
Center for Orbit Determination in Europe (CODE), covering the period from 1994 to 2014 (REPRO2015), extended
until the end of 2018 by a consistent operational processing. Details of the processing are described in [16] and
references therein, and the data set is available from [22]. These data are from a global network of 436 stations. Data
from the ERA5 reanalysis have been extracted at the location of each station and the difference series, G-E, have
been segmented using the GNSSseg package described in [17]. For the purpose of the present study we selected 81
stations with the longest time series. These will be our "main stations". Nearby stations were searched with a distance
limit of 200 km in horizontal and 500 m in vertical, but very few were found in the CODE data set. So we used the
NGL reprocessed GNSS data set for the nearby GNSS data which comprises nearly 20 thousand stations [23]. We
end up with 156 change-points in 55 main stations that can be tested with respect to 628 nearby stations when no
constraint is put on the length of the segments.

2.2 | Pre-processing
Before we form the six difference series and estimate the change in the mean, the IWV data are adjusted for the
station height difference and screened for outliers. The IWV adjustment is done following the method described in
[24] with correctionmodel coefficients estimated from ERA5. This step is important when themain station and nearby
station are not at the same altitude, and impact both the GNSS data and the ERA5 data as the latter are extracted at
the height of the GNSS data. Once the G and E data are made consistent with the G’ and E’ data, the six difference
series are formed.

The screening consists in two steps. The first one is a classical outlier detection procedure in which the data
points exceeding three standard deviations from the median are removed. In this procedure, the median and standard
deviation are computed in a sliding window of length +/- 60 days around the current point. To guarantee the accuracy
of the estimates in the presence of data gaps, the minimum number of available points is set to 20. Furthermore, in
order to be robust against outliers, the standard deviation is computed with the tau-scale estimator [25].

The second step consists in remove data in short segments (less than 80 days) pertaining to a cluster of change-
points detected in the main station (see an example in Figure 3 in [17]). This problem occurs occasionally in regions
where the GNSS data and reanalysis data have a significant representativeness difference [26]. In such situation, we
keep the first change-point but remove data between the the first and the last change-points of the cluster. Similarly,
when a change-point in the nearby station is very close (less than 10 days) to a change-point in the main station, we
consider that they are both due to the same cause (most likely a change in the reanalysis) and we remove the data
points in the nearby series between the two change-points. This case is illustrated in Figure 1 where the data between
t3 and t ′2 have been removed. In Figure 1, we also illustrate the case of a gap in the G-E series just after t2 which may
be due to a screened cluster. Note that, as a result of the screening, the number of data points in the between sites
series G-G’ is always smaller than or equal to that in the former. Figure 1 also illustrates this with a color code for
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the length of the data available on each side of the change-points. In the proposed test procedure described in the
next Section, the minimum duration of the segments on either side is set to one year, with a minimum number of
consecutive points of 200, in order to achieve sufficiently accurate estimates of the model coefficients (mean, jump,
etc...).

2.3 | Characterization of the data
The inspection of GNSS minus reanalysis differences show strong heteroscedasticity and periodic (seasonal) biases,
along with weak autocorrelation [17]. The periodic bias can be easily modelled by a small order Fourier series. The
heteroscedasticity can bemodelled either as a piece-wise constant function (e.g. monthly [17]) or as a continuous time
function with known or unknown shape. The autocorrelation part can be modelled by an Auto-Regressive-Moving
Average (ARMA) process [27]. In the following, a series of difference is thus modelled using the following regression
model:

zt = µL + δxt + st + e t , (1)
where t refers to the time, µL is the mean of the signal on the left of the change-point, δ is the amplitude of the

jump, xt is a step function (xt = 0 if t ≤ tk and 1 if t > tk , where tk is the time of the change-point), st is the Fourier
series, and e t is the noise term. For ease of notation, we use t as the time index, with t = 1, ..., n , but in reality the
data may contain gaps and the time values are not consecutive. To account for this, t can be replaced by t (i ) , with
i = 1, ..., n . To account for both heteroscedasticity and autocorrelation, we follow [28] and represent e t as the product
of two factors:

e t = e
∗
t σt , (2)

where e∗t represents a stationary autocorrelated process of unit variance and σ2
t is the time-varying variance

of e t , i.e. V ar [e t ] = σ2
t . Preliminary investigation of our data showed that most of the time the noise model is well

approximated by anAR(1), followed byMA(1) andARMA(1,1), andmore rarely of higher order. For the characterization
purpose, we thus considered only the four possible ARMA(p ,q ) models, with p, q ∈ {0, 1}, and the best one is selected
using an automatic model selection procedure described in the next section. Recall that an ARMA(1,1) model writes
[27]:

e∗t = φe
∗
t−1 + θwt−1 +wt , (3)

where wt is a Gaussian white noise. This model is also considered for the test in the next Section. For the infer-
ence of all its parameters and the selection of the noise model, see thus the next section.

Figure 2 shows an example of a time series (jagged gray curve), with the estimated Fourier series (smooth black
curve), the estimated standard deviation σ̂t (black curve at bottom), and the regression residuals (jagged orange curve).
The strong heteroscedasticity is obvious, and because it is not stationary, we used a moving window approach (similar
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to the outlier screening procedure described above) to estimate it. Hereafter, σ̂t is referred to as the Moving Standard
Deviation (MSD).

Table 1 and 2 summarize the characteristics of our data set in terms of both heteroscedasticity and noise structure
respectively, including one G-E series for each main station and the five differences series (G’-E’, G-E’...) for all nearby
stations. For the purpose of the characterization, only one change-point per main station is considered (i.e. we assume
that the characteristics do not change with time). The results are sorted according to the distance between the main
and the nearby stations (smaller or large than 50 km). Regarding the heteroscedasticity, three groups can be identified
when the distance between sites is small. The first group (G1) includes G-E and G’-E’, i.e. the series with collocated
data, which havemoderateMSDof 0.7 kgm−2. The second group (G2) includes E-E’ andG-G’, the series comparing the
same technique, which have the smallest MSD (0.5 kg m−2). The last group (G3) involves data from mixed techniques
and different sites, and gets the largest MSD. As the distance increases, the MSD of series involving different sites
increases, as expected from increased representativeness differences. Another striking finding from Table 1 is that
the relative variation of the MSD is around 70% for all six series, indicating that strong heteroscedasticity is present
in the whole data set.

Figure 3 shows the distributions of the noisemodels and of the estimated coefficients for the six differences, again
sorted according to the distance. First, most importantly, the AR(1) model is the dominant model (with a proportion
between 50% and 80%), independently of the distance, while the white noise model is extremely rare. The propor-
tion of MA(1) and ARMA (1,1) depends on the distance and the series, with two distinct cases: either ARMA(1,1) is
dominant or MA(1) is dominant. Interestingly, the same groups show up. The former case is observed for the col-
located series (group G1), as well as for the series comparing the same technique (group G2) when the distance is
small. On the opposite, when the distance is large, the latter series become MA(1) like the series mixing techniques
and sites (group G3). The increase of the distance does thus not only increase the variance of the noise but changes
also its nature. Another interesting aspect is the estimated coefficients. For the AR(1), they are very similar (around
0.3) for all series, regardless of the distance. Similarly, for the MA(1), they are similar and have very little dispersion
among the series and distance. More surprisingly, the estimated coefficients of the ARMA(1,1) depend strongly on
the distance, with the exception of E-E’. Values of φ̂ and θ̂ are around 0.6 and -0.3, respectively, when the distance is
small, and around 0.2 for both coefficients, when the distance is large. For E-E’, the values are always around 0.2. The
ARMA(1,1) models with coefficients of opposite sign found at short distance suggest that in these cases the noise
is a mixture of AR(1) and white noise (this property results from the fact that white noise can be represented by an
ARMA(1,1) process with opposite coefficients [27]). When the distance increases, the moving average part becomes
more important, which may be interpreted as a spatial/temporal averaging of the variability in the difference series.
The mean values of the estimated coefficients are reported in Table 2.

3 | PROPOSED TESTS IN THE REGRESSION MODEL
3.1 | Regression model and different tests
In this section, we propose different procedures to test a change-point in a series taking into account the characteris-
tics observed in the real series. We use the same model as previously (see (1) with specifications (2) and (3)) that can
be written in the following matrix form:

z = Xβ + e, (4)
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where β includes the coefficients of the deterministic part of the model, β = (µL , δ, a1, ..., a4, b1, ..., b4 ) ′, and X in-
cludes the corresponding regressors. Here, the a l and b l , l = 1, ..., 4, are the coefficients of a Fourier series of order 4,
and the corresponding regressors are cos(2πl t (i )/T ) and sin(2πl t (i )/T ) , with T = 365 days, and t (i ) is the time of
the i t h observation, zi , i = 1, ..., n . The noise vector, e is assumed to be normal distributed, e ∼ N(0, Σ0 ) , where Σ0 is
the variance-covariance matrix describing the noise model. The purpose is to test the nullity of the coefficient δ .

When Σ0 is known, Ordinary Least Squares (OLS) or Generalized Least Squares (GLS) methods can be used. The
solutions for β̂ and the corresponding variance write:

β̂OLS = (X ′X )−1X ′z and V ar [β̂OLS ] = (X ′X )−1 (X ′Σ0X ) (X ′X )−1, (5)

β̂GLS = (X ′Σ−1
0 X )−1X ′Σ−1

0 z and V ar [β̂GLS ] = (X ′Σ−1
0 X )−1 . (6)

Recall that the GLS solution is the Best Linear Unbiased Estimator (BLUE) while the OLS solution is not, although OLS
remains unbiased.

However, in practice, Σ0 is unknown and needs to be estimated. The classical linear model (CLM) framework
consists in assuming: (i) the independence of the data, and (ii) the homoscedasticity framework of the noise, e.g.
Σ0 = σ2

0 In , where In is the identity matrix. An unbiased estimator of the variance σ2
0 is σ̂2

0 = ê′ê/(n − k ) and an
estimator ofV ar [β̂OLS ] is simply

V̂ ar [β̂OLS ]CLM = σ̂2
0 (X

′X )−1 . (7)
The assumptions (i) and (ii) are clearly not satisfied here. In this case, despite theOLS solution (5) remains unbiased, the
variance estimator is strongly biased and leads to significant inference errors. To solve this problem, some methods
have been proposed in the literature. The two main ones, which we considered in this work, are

• the so-called OLS-HAC that consists in still using the OLS solution but to consider a consistent estimator for
the variance that is the Heteroscedasticity and Autocorrelation Consistent estimator (HAC) [29, 30], i.e. that is
robust to the presence of heteroskedasticy and serial correlations of unknown form and that has good asymptotic
properties. The idea is to estimate M = X ′Σ0X instead of Σ0, that is difficult to estimate due to its large size (it
contains nominally n (n + 1)/2 parameters). It writes:

V̂ ar [β̂OLS ]HAC = (X ′X )−1M̂ (X ′X )−1 . (8)
A large class of HAC estimators is the non-parametric kernel estimators. A drawback of this type of estimator is
that its performance varies with the choices of the kernel function and its bandwidth, but the advantage is that
they do not require to specify the covariance structure and they are computationally very fast. Here we consider
the "Quadratic Spectral" kernel [31] with its proposed optimal bandwidth value. This method is available the R
package sandwich [32].

• the Feasible GLS (FGLS) that consists in using the GLS solution and to estimate Σ0 when it has a specific structure
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(i.e. with a reduced number of parameters to be estimated). If Σ̂n is the estimator of Σ0, the estimator of β and
its variance are obtained by replacing Σ0 by Σ̂n in the GLS equations:

β̂FGLS = (X ′ Σ̂−1
n X )−1X ′ Σ̂−1

n z and V̂ ar [β̂FGLS ] = (X ′ Σ̂−1
n X )−1 . (9)

Following [28], we assume that Σ0 takes the form Σ0 = V CV , where V = d i ag (σ2
t ) and C is the correlation

matrix associated to the ARMA noise model (see [27] for the formulation of matrix C as a function of φ and θ).
Since β̂ also depends on Σ̂n , an iterative procedure is implemented. In order to stabilize the convergence and also
to avoid over-fitting, we first select the best model among the four possible models (ARMA(p ,q ) with p, q ∈ {0, 1})
using the auto.arima function in the R package forecast [33]. The BIC criterion is used and is complemented
by a test of the significance of the finalmodel coefficients. Next, the iterative procedure is implemented as follows:
1. fit the OLS solution (5);
2. compute the noise variance V̂n = d i ag (σ̂2

t ) bymoving window from the OLS residuals (as explained in Section
2.3);

3. fit a preliminary FGLS solution (6) where Σ0 is replaced by V̂n ;
4. fit the ARMA model coefficients, φ̂ and θ̂, from the FGLS residuals;
5. compute Σ̂n = V̂nĈn V̂n , where Ĉn is the correlation matrix of the ARMA model with the fitted coefficients;
6. fit the final FGLS solution (9);
7. repeat steps 3 to 6 until convergence.
In step 4, the parameters φ̂ and θ̂ of the ARMA noise structure are estimated by Maximum Likelihood with the
function arima in R. In step 7, the convergence is tested from the difference of β̂ , φ̂, and θ̂, of two successive
iterations. The maximum number of iterations is set to 10 and is rarely attained. For the preliminary selection of
the noise model, a simplified scheme including step 1 to 4 only is used, and auto.arima function is used in step
4 instead of arima. Numerical simulations showed that auto.arima is able to select the correct model in 99 % of
the cases when it is white noise, 93 % when it is MA(1), 90% when it is AR(1), and 63 % when it is ARMA(1,1), for
a sample size n ≥ 1000 and typical coefficient values encountered in the real data (see Fig. 3). To ensure a good
performance of auto.arima, a large sample size is thus required. For this reason, the characterization is done on
the longest segment for each couple (main, nearby).

Note that, compared to theOLS-HAC approach, the FGLS procedure, due to its iterative scheme, is computational
time-demanding. However, when the noisemodel is correctly specified, the FGLS estimate ofV̂ ar [β̂ ] is more accurate
than its OLS-HAC counterpart, and the power of the test is improved.

The test statistic of the test of the nullity of δ is thus

Tδ,OLS-HAC =
δ̂OLS
σ̂δ̂HAC

for the OLS-HAC, and Tδ,FGLS =
δ̂FGLS
σ̂δ̂FGLS

for the FGLS, (10)

where σ̂δ̂• is the estimated standard error of δ̂ which is extracted from V̂ ar [β̂• ], where • = OLS-HAC or FGLS.
For the OLS-CLM and GLS estimators considered in the simulation study, similar statistics are computed using their
respective estimators for δ̂ and σ̂δ̂ .

In contrast to the HAC estimator, the asymptotic properties (unbiasedness and efficiency) of the FGLS estimator
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are typically not known. Numerical simulations with the procedure described above showed that β̂FGLS is not biased
and its variance is very close to GLS, although slightly larger. Finally, the distribution of both statistics showed very
close to normal and we will assume in the following that the distributions follow a N(0, 1) under H0. This allows to
compute the critical value for a given α .

3.2 | Evaluation based on simulations
We conducted a large number of simulations, for different types of noise characteristics (autocorrelated and/or het-
eroscedastic) and sample sizes, to assess the different test methods introduced above. In these simulations, we mod-
elled the noise heteroscedasticity by a "raised cosine" function of time: σ2

t = σ2
m − σ2

v cos 2πt/T , where σ2
m and

σ2
v ≤ σ2

m represent the mean and half-range modulation of the variance over one period, respectively.
The results are compared in Figure 4. It is seen that the False Positive Rate (FPR) stays fairly close to the nominal

significance level, α = 0.05, for GLS, FGLS, and OLS-HAC, except when the autocorrelation is very strong. The OLS-
CLM method performs very badly when the data is autocorrelated. This is due to the bias in the predicted variance
(Eq. 7) in this situation. In contrast, the impact of heteroscedasticity on FPR is negligible for all solutions, including
OLS-CLM (this latter results stems from the fact that σ̂2

0 is equal to the sample mean of σ2
t ). When the autocorrelation

increases, σ̂δ̂ increases and the power of the test, measured by the True Positive Rate (TPR), decreases. This feature
is sometimes interpreted as a reduction of the "equivalent sample size" [34]. The higher TPR of OLS-CLM is actually
linked to its higher FPR. Another metric, called "accuracy", is sometimes used which combines both FPR and TPR,
and is reflecting the overall performance of the test (with this metric, the performance of OLS-CLM is clearly lower
than GLS and FGLS). When the heteroscedasticity increases at constant φ, the GLS and FGLS clearly outperform the
OLS-HAC in terms of TPR. For OLS-HAC the TPR remains constant (at 0.75 when φ=0.3), whereas for GLS and, to
a lesser extent FGLS, the TPR increases (up to 0.83 when φ=0.3). This is explained by the fact that GLS and FLGS
take the weight of every observation into account (when heteroscedasticity is strong, observations with small errors
have high weight and this leads to a decrease in σ̂δ̂ ). When both heteroscedasticity and autocorrelation are strong,
the power of the test is decreased, but FLGS performs better than OLS-HAC.

The power of the test is also assessed with respect to the jump amplitude and sample size in Figure 5 for a typical
noise configuration (AR(1) process with φ=0.3, mean noise variance of 1 and half-range of variation of 80 %). For
a typical sample size of n=600, a 75 % probability of detection is achieved for jumps of 0.25 or larger. Most of the
G-E, G-E’, and G-G’ series in the real data actually fulfill this requirement (see Figure 6, further discussed in the next
Section). For stronger noise (usually due to larger distance) or smaller jumps, a larger sample size would be required
to maintain a high detection probability.

3.3 | Application to real data
The FGLS procedure was applied to the 114 change-points from 49 main stations, which could be tested with respect
to nearby stations for which the segments of the difference series on the left and on the right of the change-points
had a minimum of length of 200. The length of the difference series was also limited to 1000, in order to speed up
the data processing. Figure 6 shows the distribution of the estimated jump amplitudes for each of the six series. The
three series involving G have significantly larger amplitudes (around 0.3 kg m−2) than the other three series, whatever
the distance. This result suggests that the jumps are mainly in the G series rather than in the E, E’, or G’ series. This is
a first gain of knowledge offered by the combination of the 4 series compared to the information that we have from
the segmentation only which cannot distinguish jumps due to G and E. Stronger evidence is brought by considering
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the test results, when the jump amplitudes are confronted to the critical level at α=0.05.
Figure 7 shows the corresponding test results (coded by −1, 0 and 1 for a significant test with a negative jump, a

insignificant test, and a significant test with a positive jump, respectively), sorted by distance. At short distance, the
three series involving G are almost all significant. Especially, all the G-E jumps are significant, which demonstrates a
high consistency between our FGLS test and the segmentation results. Almost all G-E’ jumps are significant as well.
This result, combined with the result that E-E’ don’t have significant jumps in general, confirms our second rule (E
and E’ are expected to change simultaneously). Most G-G’ jumps are significant, which to the extent that they are
consistent on a one-by-one basis with the G-E results, would confirm the idea that most jumps are in G. Finally, the G’-
E’ and G’-E jumps are most of the time insignificant, which is a nice supportive confirmation of our first rule (G and G’
are unlikely to change simultaneously). When the distance increases, we see that the conclusions remain unchanged,
just the proportion of insignificant jumps is increasing, as a result of the increase of the noise in the series.

4 | PREDICTIVE RULE
Once a detected change-point in the series G-E of a main station is tested as significant, it is also tested in the rest of
the five series of differences composed with the nearby station. Our objective is to build a classifierψ (x ) representing
the prediction of the configuration y , i.e. the value of the quadruplet composed of G, E, G’, and E’, given x that is the
vector of the five resulting test statistics. To this aim, we propose to construct a complete data set containing both y
and x from the test results of the real data and to compare four popular classifiers.

4.1 | Preliminary considerations
Final configurations. In the truncated Table 4, among the 38 selected configurations, there are two doubles of the five
coded test results with same prior probabilities: configurations (7,28) and (12,19). We decide to keep the configura-
tions 7 and 19 which contains a change-point in G. This reduces the total number of configurations to C = 36.

Used test results data. Denote by zℓ = (zℓ1, . . . , zℓ5 ) the vector of the five test statistics for the i th test in the five
series of difference and by Z = (zℓ )ℓ=1,...,N the formed data set of size N × 5, with N = 494, which will be called the
original data set in the sequel. The results of all the nearby stations for a given change-point in a given main station
can be viewed as replicates and the number of couples of (main station, change-point) is small (114).

The four considered learning algorithms are: the linear discriminant analysis (LDA), the classification and regression
trees (CART) [35], the Random Forest (RF) [36] and the k Nearest Neighbors (kNN). The latter three involve parame-
ters that need to be tuned. They are here automatically optimized by K -fold cross-validation with K = 10 using the
generic function ’train’ of the R package caret.

Building of the complete data set. This data set must contain a certain number of examples (x , y ) for each configura-
tion. We propose to build it from the original data set. The difficulty lies in the fact that the test result data set is small
according to different considerations: (1) all the configurations will not be represented in the original data set, (2) they
may be severely imbalanced, which is well-known to produce biased classifiers for the minor configurations, and (3)
the number of available data in classes −1, 0, 1 for each series is small (see Figure 8). We thus propose to use a boot-
strapping method which consists in randomly sampling the data with replacement [37] for each series of difference,
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independently, to circumvent problem (1) and such that the number of replicates is the same for each configuration to
circumvent problem (2). Problem (3) will be considered in the next Section. More precisely, for each configuration y
and each series of difference j , we create R samples x by resampling among the test statistics (zℓj )ℓ which concludes
the coded result of this configuration in the truncated table with a level of 5% (−1, 0 or 1). The constructed data set is
noted D = { (yℓ , xℓ )ℓ }ℓ=1,...,n of size n = C × R .

4.2 | The proposed Cross-Validation Bootstrap (CVB) procedure
Cross-validation is a popular statistical technique to test a classifier which involves splitting the data into two data
subsets: the training set, on which the classifier is constructed, and a test set, on which the classifier is tested. Since
observations of the complete data set D are replicated using bootstrapping from the original data set Z , which is
small and repeated, the training and test data sets tend to overlap, inducing inevitably a bias and leading to an un-
derestimation of misclassification error. This is why, we propose here a so-called cross-validation bootstrap (CVB)
strategy which consists in first splitting the original data set Z into the training and test subsets before constructing
the complete data set D . The proposed CVB procedure is described in Algorithm 1.

Data: the original data Z
for b = 1 to B do1. sample a training data set Z b,L from Z with probability 0.8, and form the test data set Z b,T with the

remaining data. The random sampling is performed on the rows of Z , i.e. on each test;
2. form the two associated complete data sets D b,L and D b,T from Z b,L and Z b,T by preserving the
learn/test proportion of 80/20% in each configuration (i.e. for each configuration, D b,L contains 0.8R
samples, and D b,T 0.2R );
3. construct the four classifiers on the learn data set D b,L : ψb,c , c ∈ LDA,CART,RF,kNN;
4. compute the misclassification error of the classifiers on the test data set D b,T of size with nT rows:

errb,c = nT∑
ℓ=1

1{ψb,c (xb,T
ℓ

),yb,T
ℓ

} for c ∈ LDA,CART,RF,kNN

end
Averaging: compute the mean misclassification error for each classifier

errc = 1

B

B∑
b=1

errb,c for c ∈ LDA,CART,RF,KNN

Algorithm 1: The CVB procedure.
Table 3 gives the mean misclassification error for the four considered classifiers with B = 20 and R = 100. The

random forest algorithm outperforms the others. We chose this algorithm and select as the final predictive rule the
best one among the B resamplings denoted ψ̂ . The predictive power of the five series of difference based on the
accuracy criterion are in the decreasing order: E-E’, G-G’, G-E’, G’-E and G’-E’.

4.3 | Application to the real data set.
We aim at predicting the configuration for each change-point of each main station. We apply the retained classifier
to each test result of the original data set Z . When several nearby stations are available for a change-point in a main
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station, we propose the following weighted prediction score: for a configuration c,

P̂ (y (main,change-point) = c |nearby station(ns ) ) =
∑
ns wns1{ψ̂ (xnb )=c}∑

ns wns

where the weights are wns = 1/dns with dns is the distance of the nearby station ns from the main one, and the final
configuration is the one with the highest score

ŷ (main,change-point) = argmax
c
P̂ (y (main, change-point) = c |nearby station)

Figure 8 shows the distribution of the predicted configurations. Most of the change-points are attributed to G
(c=1 and 15), to (G, E, E’) (c=31 and 35), and to (E, E’) (c=10 and 23). These are also the six configurations with
the highest conditional and joint probabilities in Table 4. This demonstrates that the classifier is able to chose the
configurations which we believe are the most likely in the real data. Recall that the probabilities in Table 4 are not
used for the construction of the predictive rule, but they are intrinsic in the data. All the other configurations shown
in the figure have low conditional (Pc) and joint probabilities (Pj) such as: Pc=0.0025 for the group labelled "other", and
Pc=0.045 for all other configurations. The only unclear result is with the group E (c=8 and 22) which occurs relatively
often (8 times out of 114). According to our second rule, a change-point in E should also be seen in E’. Inspection of
the time series and the test results from all the nearby for these 8 cases showed one common feature which is that
all these test results are 0 (insignificant) for the series G-G’ and G-E’. Configurations c=8 and 22 are indeed the only
ones among the 38 configurations in Table 4 that have this particularity. The reason why the tests are insignificant for
G-G’ and G-E’ is because they are generally associated with far nearby stations, thus with high noise levels, and low
detection power.

Overall, 87 breakpoints are assigned to G (including configurations 1, 15, 29, etc.), of which 37 occur within +/-
2 months of known equipment changes from the GNSS metadata (i.e. a validation ratio of 42 %).

Figure 9 illustrates the result for the change-point on October, 4, 2017, at the main station FAIR (Fairbanks,
Alaska) and nearby station CLGO within a distance of 21 km. At that distance, the variances of all the six differences
are similar, except for the E-E’, which is very small because the same grid points form the reanalysis are used. Significant
downward jumps are detected in G-E, G-G’ and G-E’ with high T-values. A small but significant downward jump is
also detected in G’-E’, while in the G’-E’ and G’-E, the jumps are insignificant. The result of six tests is thus (-1, -1,
-1, 0, -1, 0), which does not exist in the logical table 4. The predictive rule for this case selects configuration c=35,
corresponding to the quadruplet (G, E, G’, E’)=(-1, 1, 0, 1), i.e. a downward jump in the G and an upward jump in the
E and E’. This jump in G is actually confirmed from the GNSS metadata, which report a receiver hardware change
on October, 6, 2017. This is an obvious demonstration that the prediction rule is successful in attributing a GNSS
change-point, even when the initial test result is not in the logical table.

5 | CONCLUSIONS AND PERSPECTIVES
The detection and attribution of change-points is an important task for the homogenization of climatic time series.
Especially, in a differential segmentation scheme, the attribution of the detected change points to the target vs. the
reference series is a crucial step before the data correction.

The attribution method proposed in this paper uses the ERA5 reanalysis data (E) as the reference series and the
GNSS IWV data (G) as the target series. The method consists in the following steps:
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1. Data selection and pre-processing. For each detected change-point in a “main” station, select all nearby stations
within a given range (distance smaller than 200 km, height difference smaller than 500 m) and run the segmenta-
tion algorithm on the nearby differenced series (G’-E’) in order to detect the change-points in these data as well.
For each nearby station, correct the data for the height difference, so that G, E, G’, and E’ are expressed at the
same height, form the six series of differences (G-E, G-G’, etc.), and screen the series (i.e., remove the outliers and
unnecessary change-points in clusters).

2. Test the significance of the change in the mean. For each of the six series, fit a regression model to the portion
of data on the left and right of the change-point in the main station using an iterative FGLS procedure and test
the significance of the jump (change in the mean). The regression test is repeated for all the nearby attached to
the same change-point.

3. Use a predictive rule to attribute the configuration. For each nearby, the trained classifier will predict the config-
uration (the quadruplet composed of G, E, G’, and E’) corresponding to the six test results. When several nearby
stations are available, a weighted prediction score is computed to select the final configuration.

The different steps in the method have been verified, tuned, and trained (for the predictive rule) by investigating
a real data set of 49 main stations and 312 nearby stations. The data characterization showed that the data have a
strong heteroscedasticity (seasonal variation in noise standard deviation around 70%) and moderate autocorrelation
(with a typical lag-1 correlation coefficient of 0.3). These features are modelled in the FGLS test procedure to ensure
correct inference. Several classifiers have been compared for the predictive rule and the Random Forest was selected
as it outperformed clearly the others.

To our knowledge, both the FGLS regression test approach and the Random Forest classifier have never been
used in the context of climate series homogenization. We emphasize that the attribution method described in this
paper is independent from the segmentation package. It can be used as a post-processing step of any segmentation
results based on a differential approach (target minus reference series) with multiple stations.

The FGLS tests and the classification results of the studied data set have been assessed using i) our expertise of
the data set (formulated out in two probabilistic rules) and ii) metadata informing about known equipment changes
at the GNSS sites. Very consistent and plausible results were found from both the FGLS tests and the classification.
They showed a clear predominance of significant jumps in the series involving G (41%), (G, E, E’) (25%), and (E, E’)
(15%), as expected. The remaining 19% of unexpected results are thought the be linked with low detection power of
the FGLS test and possibly random errors in the classification. Some possibilities to improve both steps in the method
are described below.

The main perspectives of this work are: i) to test the proposed method on a bigger data set to confirm the
performance, ii) to try to improve the robustness and the power of the test procedure by refining the nearby selection
rules (e.g. set a limit on the percentage of gaps in the series, shorten the distance criterion), and check the normality
of the T-statistic (e.g. an alternative to using the normal distribution would be to fit the distribution from the real data
and use it to obtain empirical critical values), iii) improve the classification method (e.g. train it on a big simulated data
set), iv) refine the aggregative rule (currently based on the distance and number of occurrences of a configuration)
when several nearby stations are available (e.g. take into account the value of the T-statistic, the sample size, the prior
probability from Table 4). The two tasks iii) and iv) could be combined to improve the global predictive rule (e.g. using
a bigger data set, adding information about the distance, the mean noise level, etc).
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List of Figures

F IGURE 1 Schematic view of three series of differences. Top: G-E, middle: G’-E’, bottom: G-G’, where the prime
symbol indicates the series from the nearby station (the other series are from the main station), G stands for GNSS
and E for ERA5 in reference to the real data analysis in this paper. Change-points detected by the segmentation
algorithm in the main (nearby) station are indicated by the solid (dotted) lines. The colored horizontal lines with
arrows indicate the segments on the left and the right in each series used to test the change-points.
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F IGURE 2 Top: GNSS minus ERA5 time series at station ALBH (Victoria, Canada), in gray, and estimated Fourier
series, in black, for a long, homogeneous, segment (no change-point detected by the segmentation algorithm).
Middle: regression residuals and moving median. Bottom: moving standard deviation illustrating the strong
heteroscedasticity in these data.
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F IGURE 3 Results of noise model identification in the real data. Top: Histogram of model types (white noise,
AR(1), MA(1), ARMA(1,1)) selected with auto.arima function for each of the six series of differences (G-E, G-E’,
etc.); the bar heights show the percentage (y-axis) of cases for each series, the number of cases is indicated on the
top. Bottom: noise model coefficients, φ̂ and θ̂, estimated with arima function, for each model. Results are sorted
according to the distance between the main and the nearby stations, left: smaller than 50 km, right: larger than 50
km.
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F IGURE 4 False Positive Rate (FPR) and True Positive Rate (TPR) from simulations with m=1000 replications, for
three scenarios: (a, b) AR(1) noise of unit variance with φ = 0, ..., 0.90; (c, d) heteroskedastic and AR(1) noise, with
φ = 0.3 and half-range of variance going from 0 to 80 %; (e, f) heteroskedastic and AR(1) noise, with φ = 0, ..., 0.90,
and half-range of variance of 80 %. For TPR, the amplitude of the jump is fixed to 0.356, which corresponds to
TPR=0.95 when φ = 0. The sample size is n=400.
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F IGURE 5 True Positive Rate (TPR) of FGLS from simulations, as a function of jump amplitude and sample size,
in case of heteroskedastic and AR(1) noise with φ = 0.3, mean variance of 1, and half-range of variance of 80%.
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F IGURE 6 Distribution of jump amplitudes in the real data estimated by FGLS: (left) all results, (right) results
sorted by distance between main and nearby stations.
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F IGURE 7 Distribution of test results associated to the estimated amplitudes of jumps shown in Figure 6, sorted
by distance: (left) smaller than 50 km, (right) larger than 50 km. Test results are coded as: 0 insignificant, −1 or 1
significant downward or upward jump.
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F IGURE 8 Distribution of the final predicted configurations from the real data with the Random Forest method
corresponding to a jump only in E, or in E and in E’, or one in G, etc.
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F IGURE 9 Example of test result for station FAIR (Fairbanks, Alaska) with nearby station CLGO at a distance of
21 km. The series of IWV differences are shown in gray. The black vertical solid line shows the tested change-point
(04 October 2017). The blue triangles indicate known equipment changes in the main station from the GNSS
metadata. The horizontal red lines show the means estimated by the FGLS regression on the left and the right of the
change-point.
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Mean of MSD Range of MSD (%)
Distance < 50 km > 50 km
G−E 0.7 ± 0.26 72 ± 20
G’−E’ 0.66 ± 0.24 67 ± 19
G−G’ 0.52 ± 0.17 1.31 ± 0.47 63 ± 21
E−E’ 0.41 ± 0.17 1.26 ± 0.47 73 ± 26
G−E’ 0.82 ±0.21 1.38 ± 0.46 67 ± 21
G’−E 0.83 ± 0.26 1.39 ± 0.46 66 ± 20

*MSD: Moving standard deviation
TABLE 1 Heteroskedasticity of the data set.
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Distance <50km >50km
series AR(1) MA(1) ARMA(1,1) AR(1) MA(1) ARMA(1,1)

Coefficients phi theta phi theta phi theta phi theta
G-E 0.30 0.00 0.59 -0.33 0.28 0.00 0.55 -0.30
G’-E’ 0.33 0.22 0.61 -0.38 0.30 0.22 0.58 -0.33
G-G’ 0.33 0.19 0.65 -0.31 0.30 0.22 0.11 0.12
E-E’ 0.31 0.21 0.34 0.23 0.29 0.20 0.25 0.20
G-E’ 0.33 0.24 0.59 -0.24 0.31 0.21 0.29 0.08
G’-E 0.32 0.21 0.57 -0.28 0.30 0.22 0.18 0.21

TABLE 2 Autoregressive noise structure of the data set.
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c LDA CART KNN RF
errc 0.1463 ± 0.021 0.0142 ± 0.011 0.1412 ± 0.018 0.0049 ± 0.003

TABLE 3 Mean misclassification error, with the standard deviation in brackets, for the four classifiers.
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A | LOGICAL TABLE
Table 4 presents the expected test results of the six series of differences (G-E, G-G’, etc.) for 54 configurations of the
base series (G, E, G’, E’). Each quadruplet (G, E, G’, E’) is characterized by conditional and joint probabilities described
in Appendix B. Duplicates are sorted out according to the joint probabilities, leaving 46 combinations in the "logical
table" and 38 combinations in the "truncated table".

B | COMPUTATION OF PRIOR PROBABILITIES
This section explains how we compute the conditional and joint probabilities reported in the Table 4.

Let G , E , G ′, and E ′ represent the event "there is a jump" in the four base series, with the possible outcomes:
0=no jump, -1=the jump is downward, +1=the jump is upward. Let P (G ′ |G ) represent the conditional probability of
G ′ given G . Let us assume that G and E are independent, and that G ′ and E ′ are independent. The two rules that we
stated in the Introduction are here quantified in terms of probabilities:
(R1) P (G ′ , 0 |G , 0 ∪ E , 0) = 0.1.
(R2) P (E = E ′ ) = 0.9.

The first probability actually accounts for two incompatible events: (G ′ , 0 |G , 0, E = 0) and (G ′ , 0 |G =

0, E , 0) . We can suppose that they are both of similar probability p1 = 0.05. It follows from the first rule that
P (G ′ = 0 |G , 0 ∪ E , 0) = 0.9. It follows from the second rule that P (E ′ , E ) = 0.1, which also corresponds to two
incompatible events (E ′ = 0 |E = −1) and (E ′ = 0 |E = +1) , the probability of which we will also assume to be equal
to p2 = 0.05.

The conditional probabilities P (G ′, E ′ |G , E ) are obtained from the products of the individual probabilities
P (G ′, E ′ |G , E ) = P (G ′ |G , E ) × P (E ′ |G , E ) . These probabilities are sufficient to sort the duplicates in first 36
rows. For example, rows 1 and 18 have the same 6 results in the Logical Table. However, the first case corre-
sponds to the quadruplet (G , E ,G ′, E ′ ) = (+1, 0, 0, 0) , while the second one corresponds to the conjugate quadruplet,
(G , E ,G ′, E ′ ) = (0, −1, −1, −1) . The latter represents the situation where the change-point in the main station is
due to E , which is possible, but change-points are detected simultaneously in G ′ and E ′, which is quite unlikely. The
probabilities associated to these two quadruplets reflect this: 0.81 in the first case and 0.045 in the second case.

In order to distinguish the duplicates in the last 18 rows of the Truncated Table, we introduce the
prior probabilities associated to the events G and E . There are six different combinations: (G , E ) ∈
{ (+1, 0), (0, −1), (−1, 0), (0, −1), (+1, −1), (−1, +1) }. In the first 4 combinations, a single change occurs in either G
or E , while in the latter 2, two changes occur simultaneously. The former is more likely, so we attribute it a high prob-
ability of p3 = 0.24, from which it results that the latter has a low probability of p4 = 0.02 (the value of p4 is deduced
from the value chosen for p3 in order to have a sum 4 × p3 + 2 × p4 = 1).

The joint probabilities reported in Table 4 are obtained from the product of the conditional and the prior proba-
bilities: P (G , E ,G ′, E ′ ) = P (G ′, E ′ |G , E ) × P (G , E ) .
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Truth Conditional probability Joint probability Logical table Truncated table
G E G' E' P(G', E' | G, E) P(G, E, G', E') G-E G-G' G-E' E-E' G'-E' G'-E G-E G-G' G-E' E-E' G'-E' G'-E

1 1 0 0 0 0,81 0,18225 1 1 1 1 0 0 0 1 1 1 1 0 0 0 1
2 1 0 0 1 0,045 0,010125 2 1 1 0 -1 -1 0 2 1 1 0 -1 -1 0 2
3 1 0 0 -1 0,045 0,010125 3 1 1 2 1 1 0 3 1 1 1 1 1 0 3

1 0 1 0 0,045 0,010125 4 1 0 1 0 1 1 1 0 1 0 1 1
1 0 1 1 0,0025 0,0005625 5 1 0 0 -1 0 1 1 0 0 -1 0 1

4 1 0 1 -1 0,0025 0,0005625 6 1 0 2 1 2 1 4 1 0 1 1 1 1 4
5 1 0 -1 0 0,045 0,010125 7 1 2 1 0 -1 -1 5 1 1 1 0 -1 -1 5
6 1 0 -1 1 0,0025 0,0005625 8 1 2 0 -1 -2 -1 6 1 1 0 -1 -1 -1 6
7 1 0 -1 -1 0,0025 0,0005625 9 1 2 2 1 0 -1 7 1 1 1 1 0 -1 7
8 0 -1 0 0 0,045 0,010125 10 1 0 0 -1 0 1 8 1 0 0 -1 0 1 8
9 0 -1 0 1 0,045 0,010125 11 1 0 -1 -2 -1 1 9 1 0 -1 -1 -1 1 9

10 0 -1 0 -1 0,81 0,18225 12 1 0 1 0 1 1 10 1 0 1 0 1 1 10
11 0 -1 1 0 0,0025 0,0005625 13 1 -1 0 -1 1 2 11 1 -1 0 -1 1 1 11
12 0 -1 1 1 0,0025 0,0005625 14 1 -1 -1 -2 0 2 12 1 -1 -1 -1 0 1 12
13 0 -1 1 -1 0,045 0,010125 15 1 -1 1 0 2 2 13 1 -1 1 0 1 1 13

0 -1 -1 0 0,0025 0,0005625 16 1 1 0 -1 -1 0 1 1 0 -1 -1 0
14 0 -1 -1 1 0,0025 0,0005625 17 1 1 -1 -2 -2 0 14 1 1 -1 -1 -1 0 14

0 -1 -1 -1 0,045 0,010125 18 1 1 1 0 0 0 1 1 1 0 0 0

Truth Conditional probability Joint probability Logical table Truncated table
G E G' E' P(G', E' | G, E) P(G, E, G', E') G-E G-G' G-E' E-E' G'-E' G'-E G-E G-G' G-E' E-E' G'-E' G'-E

15 -1 0 0 0 0,81 0,18225 19 -1 -1 -1 0 0 0 15 -1 -1 -1 0 0 0 15
16 -1 0 0 1 0,045 0,010125 20 -1 -1 -2 -1 -1 0 16 -1 -1 -1 -1 -1 0 16
17 -1 0 0 -1 0,045 0,010125 21 -1 -1 0 1 1 0 17 -1 -1 0 1 1 0 17
18 -1 0 1 0 0,045 0,010125 22 -1 -2 -1 0 1 1 18 -1 -1 -1 0 1 1 18
19 -1 0 1 1 0,0025 0,0005625 23 -1 -2 -2 -1 0 1 19 -1 -1 -1 -1 0 1 19
20 -1 0 1 -1 0,0025 0,0005625 24 -1 -2 0 1 2 1 20 -1 -1 0 1 1 1 20

-1 0 -1 0 0,045 0,010125 25 -1 0 -1 0 -1 -1 -1 0 -1 0 -1 -1
21 -1 0 -1 1 0,0025 0,0005625 26 -1 0 -2 -1 -2 -1 21 -1 0 -1 -1 -1 -1 21

-1 0 -1 -1 0,0025 0,0005625 27 -1 0 0 1 0 -1 -1 0 0 1 0 -1
22 0 1 0 0 0,045 0,010125 28 -1 0 0 1 0 -1 22 -1 0 0 1 0 -1 22
23 0 1 0 1 0,81 0,18225 29 -1 0 -1 0 -1 -1 23 -1 0 -1 0 -1 -1 23
24 0 1 0 -1 0,045 0,010125 30 -1 0 1 2 1 -1 24 -1 0 1 1 1 -1 24

0 1 1 0 0,0025 0,0005625 31 -1 -1 0 1 1 0 -1 -1 0 1 1 0
0 1 1 1 0,045 0,010125 32 -1 -1 -1 0 0 0 -1 -1 -1 0 0 0

25 0 1 1 -1 0,0025 0,0005625 33 -1 -1 1 2 2 0 25 -1 -1 1 1 1 0 25
26 0 1 -1 0 0,0025 0,0005625 34 -1 1 0 1 -1 -2 26 -1 1 0 1 -1 -1 26
27 0 1 -1 1 0,045 0,010125 35 -1 1 -1 0 -2 -2 27 -1 1 -1 0 -1 -1 27
28 0 1 -1 -1 0,0025 0,0005625 36 -1 1 1 2 0 -2 28 -1 1 1 1 0 -1 28

Truth Conditional probability Joint probability Logical table Truncated table
G E G' E' P(G', E' | G, E) P(G, E, G', E') G-E G-G' G-E' E-E' G'-E' G'-E G-E G-G' G-E' E-E' G'-E' G'-E

29 1 -1 0 0 0,045 0,00225 37 2 1 1 -1 0 1 29 1 1 1 -1 0 1 29
30 1 -1 0 1 0,045 0,00225 38 2 1 0 -2 -1 1 30 1 1 0 -1 -1 1 30
31 1 -1 0 -1 0,81 0,0405 39 2 1 2 0 1 1 31 1 1 1 0 1 1 31
32 1 -1 1 0 0,0025 0,000125 40 2 0 1 -1 1 2 32 1 0 1 -1 1 1 32

1 -1 1 1 0,0025 0,000125 41 2 0 0 -2 0 2 33 1 0 0 -1 0 1
1 -1 1 -1 0,045 0,00225 42 2 0 2 0 2 2 34 1 0 1 0 1 1

33 1 -1 -1 0 0,0025 0,000125 43 2 2 1 -1 -1 0 35 1 1 1 -1 -1 0 33
1 -1 -1 1 0,0025 0,000125 44 2 2 0 -2 -2 0 36 1 1 0 -1 -1 0
1 -1 -1 -1 0,045 0,00225 45 2 2 2 0 0 0 37 1 1 1 0 0 0

34 -1 1 0 0 0,045 0,00225 46 -2 -1 -1 1 0 -1 38 -1 -1 -1 1 0 -1 34
35 -1 1 0 1 0,81 0,0405 47 -2 -1 -2 0 -1 -1 39 -1 -1 -1 0 -1 -1 35
36 -1 1 0 -1 0,045 0,00225 48 -2 -1 0 2 1 -1 40 -1 -1 0 1 1 -1 36
37 -1 1 1 0 0,0025 0,000125 49 -2 -2 -1 1 1 0 41 -1 -1 -1 1 1 0 37

-1 1 1 1 0,045 0,00225 50 -2 -2 -2 0 0 0 42 -1 -1 -1 0 0 0
-1 1 1 -1 0,0025 0,000125 51 -2 -2 0 2 2 0 43 -1 -1 0 1 1 0

38 -1 1 -1 0 0,0025 0,000125 52 -2 0 -1 1 -1 -2 44 -1 0 -1 1 -1 -1 38
-1 1 -1 1 0,045 0,00225 53 -2 0 -2 0 -2 -2 45 -1 0 -1 0 -1 -1
-1 1 -1 -1 0,0025 0,000125 54 -2 0 0 2 0 -2 46 -1 0 0 1 0 -1

TABLE 4 Expected test results for 54 configurations of the quadruplets (G, E, G’, E’): the "logical table" (in the
middle) shows the results coded on 5 levels (-2, -1, 0, 1, 2), while the "truncated table" (on the right) shows the
results coded on three levels (-1, 0, +1). Conditional and joint probabilities are associated each configuration (see
Appendix B). Duplicates are highlighted with colored background.


