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Abstract

Despite its relevance in many high temperature processes, the elastic behavior of single crys-
talline graphite is so far entirely undocumented away from room temperature conditions. In
this work we present a molecular dynamics investigation of graphite’s second order elastic
tensor dependence on temperature from 300 to 4000 K, using a series of popular interatomic
potentials for carbon. Data and analytic expressions are presented for the elastic tensor under
the two limiting situations known as isothermal, or quasi-static, and adiabatic deformation
conditions, prevailing in the limits of slow and large deformation rates, respectively. Indepen-
dently from the potential, we identify a strong non-linearity of elastic constants with respect
to temperature. We show that despite conserving an important elastic anisotropy whatever
the temperature, the latter is being reduced by a factor of ∼ 5 when increasing temperature
up to 4000 K. Also, we show that elastic anisotropy is about 20 times larger under isother-
mal conditions than under adiabatic conditions. Finally, we investigate the dynamics of the
adiabatic to isothermal stress relaxations occurring right after ultra fast deformations such
as those encountered under shock loading, showing that the relevant time and length scales
are of the order of a few ps and nm, respectively, for deformations around a percent.
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1. Introduction1

When considering structural elements for devices experiencing ultra-high temperatures2

(UHT), like for instance thermal protection systems for atmospheric re-entry [1], involving3

temperatures in the 3000-4000 K range, very few materials are available [2]. Carbon based4

materials, and especially carbon/carbon (C/C) composites, combining high melting temper-5

ature, stiffness, strength and thermal conductivity, as well as low weight, are thus generally6

selected [3, 4]. However, despite numerous investigations, our knowledge of the properties7

of C/C composites and of their constituents, the well-known carbon fibers and pyrolytic8

carbon (pyC) matrices, remains limited to significantly lower temperatures. [5, 6, 7, 8, 9].9

Therefore, the properties of interest – coefficients of thermal expansion, Young’s moduli and10

Poisson coefficients along and normal to the fiber axes, etc. – have to be extrapolated to11

the temperatures of interest, which can be somehow heuristic.12

Due to these extreme conditions that can be challenging, experiments are sometimes not13

suitable to identify and understand complex behaviors involved at the atomic and mesoscopic14

scales. To overcome this, virtual material approaches are becoming more and more popular.15

These approaches have indeed proven their value in understanding the thermo-mechanical16

and chemical behavior of high explosives [10, 11, 12], in investigating metals response under17

very high strain rates [13, 14, 15], as well as in studying the damage and mechanical behavior18

of ceramics and carbon composites [16, 17].19

When bridging the gap between time and length scales, which is the essence of multiscale20

modeling, complex material architectures - as those in C/C composites - can be simulated un-21

der various thermodynamic conditions, provided one has a precise enough constitutive law for22

the individual elements of the microstructure. However, determining such constitutive laws23

under UHT conditions can be even more challenging than investigating the whole composite24

material, from the experimental point of view.25

Atomistic simulation techniques, like molecular dynamics (MD) simulations, are, in the-26

ory, well-suited for such investigations. In the case of C/C composites, large-scale (2 ×27

105 atoms) atomistic models of the pyC matrices [18] have been proposed in recent years.28

However, their corresponding room temperature elastic constants [19] failed to reproduce the29

existing experimental data [8]. In particular, the longitudinal tensile moduli were significantly30

larger, by factors of 2 to 6, than the measurements, indicating that the models are either31

not accurate nor sufficiently large to properly capture the elastic behavior of the pyC. We32

note that, while currently no such atomistic model exist to describe the bulk properties of C33

fibers, some models of carbon fibers surfaces have been recently proposed [20].34

Taking some distance with the accurate representation of actual C/C composites, we35

consider in this work the case of crystalline hexagonal graphite, which, conversely to the case36

of pyC matrices and carbon fibers, has a perfectly determined structure. Also, experimental37
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data only exists for the full elastic tensor of single crystalline graphite at room tempera-38

ture [21, 22], which is not the case for fibers and matrices for which only longitudinal and39

transverse Young’s moduli are generally reported. On the other hand, to the best of our40

knowledge, no experimental data is available concerning the elastic constants of graphite at41

elevated temperatures.42

In this work we use MD simulations to determine the temperature dependence of graphite’s43

unit cell lengths and elastic constants, which are fundamental parameters in deriving constitu-44

tive laws for up-scaled thermo-mechanical models of graphite-based complex architectures,45

inaccessible to atomic-scale modeling. Considering applications under somehow extreme46

conditions such as shock loading, high strain-rate deformation or thermal aggression, these47

properties are computed up to ultra high temperature, i.e. T = 4000 K, at ambient pressure,48

i.e. P = 1 atm. Also, two types of elastic constants, corresponding to drastically different49

conditions, are determined. On one hand, we compute the usual isothermal (or quasi-static)50

elastic constants, in which strain rate is low with respect to all elastic relaxation modes of51

the material. On the other hand, the so-called adiabatic elastic constants are computed, un-52

der the application of instantaneous deformations without any subsequent atomic positions53

relaxation. This method has already been used to compute the adiabatic elastic constants54

of the triclinic compound TATB [23]. As explained by Wallace [24] and Sutton [25], any55

given thermoelastic process should be associated with either adiabatic or isothermal elas-56

tic constants. However, whether it should be one or the other is directly related to the57

rate of elastic deformation. For example, adiabatic elastic constants are measured by ul-58

trasonic pulse experiments while their isothermal counterpart are usually measured in direct59

quasi-static mechanical tests at constant temperature. The difference between adiabatic and60

isothermal elastic constants is in general temperature dependent, which will be shown in the61

present work. In the end, analytical formulations of both elastic tensors will be provided as62

a function of temperature, ready to be assigned to a continuum framework. However, if the63

later involves a physical process that requires both adiabatic and isothermal elastic moduli64

over various thermodynamic conditions, it should always be associated with corresponding65

thermal stress/strain tensors as well as specific heat.66

While extended benchmarks of carbon potentials have been published in recent years67

[26, 27], the latter focused on the structure of quenched, then annealed, disordered car-68

bons. So far, the abilities of such potentials to describe the lattice parameters and elastic69

constants of graphite, and their evolution upon increasing temperature remains mostly un-70

known. Therefore, and as no experimental data exists to validate the simulations, we consider71

five popular empirical potentials: REBO [28], AIREBO [29], AIREBO-M [30], CEDIP [31]72

and LCBOPII [32]. Comparison of the results obtained with these different potentials allows73

us to determine reliable trends on the high temperature elastic behavior of graphite.74
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2. Methods75

2.1. Interatomic potentials76

Empirical potentials are frequently used to investigate elastic and fracture properties of77

carbon-based systems [33, 34, 35]. Here we consider five potentials amongst the most widely78

used: REBO [28], AIREBO [29], AIREBO-M [30], CEDIP [31] and LCBOPII [32]. The re-79

active empirical bond order (REBO) potential of Brenner et al. [28] has been extensively80

used in the literature, mostly to investigate elasticity and fracture of nanocarbons, including81

graphene and carbon nanotubes [34, 36, 37]. The two versions of the adaptive intermolecular82

reactive bond order potential (AIREBO and AIREBO-M) from Stuart et al. [29] are directly83

derived from REBO. They complement the latter with a bond-order dependent integration84

of van der Waals interactions and a torsional potential around single C-C bonds to better85

describe hydrocarbons in the liquid state and aromatic stacking distances. In the AIREBO-M86

potential, the Lennard-Jones term used to describe van der Waals interactions in AIREBO -87

known to significantly overestimate repulsive forces under large compressive strains - is re-88

placed with a more realistic Morse potential [30]. Another potential, namely SED-REBO [38]89

is available in the literature and based on the second generation of REBO. Since this potential90

is equivalent to REBO in terms of elasticity, it was not used in the present work. The last91

two potentials considered in the present work are the environment dependent interatomic92

potential for carbon (CEDIP) from Marks et al. [31] and the improved long-range carbon93

bond-order potential (LCBOPII) from Los et al. [32]. Conversely to the previously mentioned94

potentials in which bonding interactions are cut off at very short distances, via a switching95

function operating in the 1.7-2 Å range, medium-range interactions are included in the both96

CEDIP and LCBOPII potentials, which is a clear advantage for capturing fracture properties.97

Another major consequence of medium-range interactions is that these potentials allow for98

a quantitative prediction of the energy barrier for the graphite to diamond transition while99

potentials of the REBO family do not [39]. However, LCBOPII differs from CEDIP since100

it contains explicit long-range (dispersion) interactions while the former does not. Although101

these two potentials have been considerably less used than REBO or AIREBO potentials,102

a few reports suggest that these potentials are valuable candidates. Elastic and fracture103

properties of low temperature and annealed amorphous carbon have been investigated using104

CEDIP [40], while LCBOPII was used to study the pressure-induced graphite to diamond105

phase transformation under shock conditions and homothetic strain [41, 42, 43].106

2.2. Molecular dynamics simulations107

Two different classical molecular dynamics (MD) codes are used in this work. The108

LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) [44, 45] is used for all109

simulations using REBO, AIREBO, AIREBO-M and CEDIP potentials while the STAMP [46]110
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(Simulations Temporelles Atomistiques Massivement Parallélisées) code is used to perform111

simulations using LCBOPII potential as it is not currently implemented in LAMMPS. For112

both codes, MD trajectories are integrated using a velocity-Verlet integrator [47] and a 0.5113

fs timestep, ensuring a correct energy conservation under equilibrium microcanonical (NVE)114

runs. Besides energy conservation tests, simulations are run in both canonical (NVT) and115

isothermal-isobaric (NPT) ensembles, using a Nosé-Hoover style thermostat [48, 49] and116

barostat [50] along with 0.1 ps and 1.0 ps damping constants, respectively. For the deter-117

mination of graphite single crystal lattice parameters and elastic constants evolution with118

temperature, a 3D-periodic orthorhombic simulation cell containing 3456 carbon atoms is119

considered, consisting in a 6× 6× 6 replication of the 16 atoms graphite orthorhombic unit120

cell. In Section 3.6, a 107520 atoms 3D-periodic simulation cell consisting in a 20× 24× 14121

replication of the same unit cell is considered to investigate the dynamical aspects of stress122

relaxation with sufficient statistics. In all the simulations, except the ones for computing the123

elastic constants that require a change in the simulation box shape, i.e. when applying shear124

strain, the cell angles are constrained to maintain a constant value of 90 %, accordingly to125

the graphite orthorhombic unit cell. For the simulations in the isothermal-isobaric ensemble,126

diagonal components of the stress tensor are controlled independently so that true hydro-127

static conditions can be achieved, accordingly to the very large elastic anisotropy of graphite128

single crystal.129

2.3. Lattice equilibration at finite temperature130

For each potential, the system is equilibrated in the isothermal-isobaric (NPT) ensemble131

during 1 ns at a pressure of 1 atm and at 300 K and for temperatures ranging from 500 to132

4000 K (i.e. close to graphite’s melting point), by steps of 500 K. Lattice parameters are133

systematically averaged over the last 250 ps of the NPT trajectory, during which the stress134

tensor is checked to be fully hydrostatic, without any substantial evolution of simulation cell135

lengths. As both REBO and CEDIP potentials do not include van der Waals interactions,136

only the in-plane lattice parameters are allowed to evolve in the NPT simulations for these137

two potentials, the out-of-plane parameter were arbitrarily held fixed to the value obtained138

using the LCBOPII model at the considered temperature.139

2.4. Elastic constants calculation140

Graphite single crystal elasticity is known to possess a transverse isotropy symmetry,141

which is an elastic symmetry derived from the orthotropic elastic symmetry, for which the142
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second-order elastic tensor possesses 9 independent elastic components:143

C =



C11 C12 C13 0 0 0

C12 C22 C23 0 0 0

C13 C23 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C55 0

0 0 0 0 0 C66


(1)

where the Voigt contraction convention has been used to represent the elastic tensor C144

as a second-order tensor. As an additional criterion to compare the results obtained with145

the different potentials, we first make the assumption that the graphite single crystal has146

an orthotropic symmetry, with 9 independent elastic constants. This hypothesis is always147

true because a material that possesses a transverse isotropic elasticity has by definition an148

orthotropic elasticity. However, for a material to have a transverse isotropic elasticity, it is149

required that, C11 = C22, C13 = C23, C44 = C55 and C66 = (C11 − C12)/2, with all other150

components equal to zero. For graphite single crystal this implies that the elastic response to151

a deformation along the armchair or zigzag direction is strictly equivalent, which might not152

be true for certain potentials [36]. When a material is transversely isotropic, its second-order153

elastic tensor reads:154

C =



C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 (C11 − C12)/2


(2)

with 5 independent elastic component. In the following, we consider the general case with155

elastic orthotropic symmetry, in order to compare the elastic constants computed with dif-156

ferent potentials, and determine whether they verify the transverse isotropic symmetry. By157

construction, it is necessary to apply 6 deformation types to get the full second-order elastic158

tensor from MD simulations. As for the lattice constant calculations, elastic constants in-159

volving the out-of-plane direction are not investigated with REBO and CEDIP. Mechanical160

properties are computed by applying an homothetic strain to the entire system with atomic161

positions being remapped into the box, followed or not by an equilibration in the NVT ensem-162

ble whether we aim at calculating isothermal or adiabatic elastic constants. The differences163

between the two methods are shortly explained in the following sections.164
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2.4.1. Isothermal elastic constants165

Isothermal elastic constants are computed as follows. Starting from the equilibrium lattice166

parameters, a series of uniaxial engineering strains are uniformly applied to the graphite super-167

cell. The considered strain range correspond to ε ∈ [−0.3,+1.0] %, with a 0.1 % increment,168

for deformations along the principal axes, where negative and positive values correspond169

to compressive and tensile strains, respectively. Note that the lower range of compressive170

strain was chosen to avoid well-known compression-induced buckling elastic instabilities in171

anisotropic materials [51, 12, 43, 52]. Shear strains are applied in the [−1.0,+1.0] % range172

with the same increment. After the strain is applied, the simulation cells are equilibrated173

in the NVT ensemble for 1.0 ns, leading to the stress relaxation of the the system through174

the relaxation of atoms positions. Stress tensors are then obtained by averaging stress com-175

ponents over the last 100 ps of the trajectories and isothermal elastic constants CTij are176

determined via linear fits of the corresponding stress vs. strain curves.177

2.4.2. Adiabatic elastic constants178

Adiabatic elastic constants are obtained in a somehow opposite way. First, the system is179

equilibrated for 1 ns in the NVT ensemble using the equilibrium lattice parameters obtained180

from the NPT trajectory at 1 atm. Then, 20 independent configurations are selected from the181

last 100 ps of the NVT simulation, on which finite adiabatic strains, spanning the same values182

as those used in the isothermal case, are applied via pure homothethic transformations to183

the simulation cells. The resulting 20 uncorrelated stress-strain curves, for each deformation184

type, are then gathered to build the average stress-strain curve, from which the corresponding185

adiabatic, or isentropic elastic components CSij are obtained, where the superscript S relates186

the elastic constant to entropy. This way, one deformation type gives directly access to 6187

elastic constants.188

3. Results189

3.1. Room temperature lattice parameters190

The lattice parameters of graphite single crystal at ambient temperature, i.e. P = 1 atm191

and T = 300 K, predicted using the different potentials are given in Table 1. Experimental192

data from Baskin and Meyer [53] are given for comparison. LCBOPII, REBO and CEDIP193

potentials lead to values of the in-plane lattice parameter (a) that are in excellent agreement194

with experiments, with a maximum deviation of 0.06 % obtained for CEDIP. On the other195

hand, AIREBO and AIREBO-M potentials show a significant underestimation of a, by ∼ 1.6196

%, which results from the reparametrization of the REBO term in AIREBO to compensate197

for the added torsional term which slightly destabilizes sp2 carbon atoms [29]. Conversely,198

AIREBO and AIREBO-M give a better prediction of the inter-layer spacing (d002 = 0.5c)199
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while LCBOPII overestimates it by 1.6 %. As discussed above, no c values could be predicted200

using REBO and CEDIP.201

Table 1: Lattice parameters of graphite at P = 1 atm and T = 3000 K computed using the different potentials
and compared to the experimental reference [53]. Relative errors in % with respect to the reference are reported
in parentheses.

a (Å ) c (Å )
Exp. 2.4590 6.7076
LCBOPII 2.4590 (0.000) 6.8180 (1.646)
AIREBO 2.4193 (-1.615) 6.7078 (0.004)
AIREBO-M 2.4193 (-1.616) 6.7078 (0.003)
REBO 2.4600 (0.042) N/A
CEDIP 2.4605 (0.059) N/A

3.2. Room temperature elastic properties202

Isothermal elastic constants computed at P = 1 atm and T = 300 K using the different203

potentials are compared in Table 2 to experimental values from two reference papers. It204

has been previously presented that some potentials may slightly deviate from the expected205

transverse isotropy symmetry of graphite when regarding elasticity [19, 36]. Hence, as dis-206

cussed before, we adopt in the present work the general case of orthotropic symmetry of the207

second-order elastic tensor in order to compare the computed elastic constants of graphite208

single crystal.209

Table 2: Isothermal elastic constants (in GPa) of graphite single crystal at P = 1 atm and T = 300 K computed
using the different interatomic potentials under the assumption of an orthotropic elastic symmetry. The last
column corresponds to the metric d in

ti
that is meant to measure the deviation from the transverse isotropy,

computed from the in-plane components of the second-order elastic tensor.

C11 C22 C33 C12 C13 C23 C44 C55 C66 d in
ti

Exp. [21] 1060.0 36.5 180.0 15.0 0.18 440.0 0.0
Exp. [22] 1109.0 38.7 139.0 0.0 5.0 485.0 0.0
LCBOPII 941.0 945.0 28.5 159.9 6.5 6.1 0.23 0.17 389.2 0.05
AIREBO 1000.9 1000.4 45.6 209.9 7.6 6.5 0.15 0.05 407.8 -1.54
AIREBO-M 936.5 913.1 29.6 190.4 7.6 7.9 0.04 0.01 406.2 -3.60
REBO 808.7 827.7 N/A 183.2 N/A N/A N/A N/A 340.0 -5.19
CEDIP 920.6 921.40 N/A 252.9 N/A N/A N/A N/A 334.6 -0.15

In a general way, all the force fields respect relatively well the hierarchy of the different210

elastic constants with C11 > C66 > C12 > C33 > C13 > C44. The potentials also perform211

reasonably well from the quantitative perspective. Albeit being slightly lower than the ex-212

perimental references, the error on computed C11 ranges from about 10 % with AIREBO to213
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about 27 % with REBO. As for C11, C66 is underestimated by 8 to 15 % with AIREBO and214

AIREBO-M, the largest error, 24-30 %, being obtained for REBO and CEDIP. Regarding215

C12 the value predicted with LCBOPII, 159.9 GPa, is almost in the middle of the two experi-216

mental reference values, the other potentials predicting slightly larger values, the largest, 253217

GPa, obtained with CEDIP being 40-80 % too large. Predicted C33 values are either about218

7-8 GPa larger (AIREBO) or lower (LCBOPII, AIREBO-M) than the experimental data.219

Concerning the shear elastic constants C44 and C55, there is a large experimental spreading220

of the data since Bosak et al. [22] and Blakslee et al. [21] predicted values of 5 GPa and221

0.18 GPa, respectively. LCBOPII, AIREBO and AIREBO-M potentials lead to consistent222

values in the 0-0.2 GPa range, i.e. close to the experimental data of Blakslee et al. [21].223

However, more recent theoretical [54] and experimental investigations [55] suggest that the224

value of 5 GPa is correct for C44, the lower values obtained on compressed pyrolytic graphite225

by Blakslee et al. being attributed to glissile basal dislocations. Therefore, it seems that all226

the considered potentials underestimate C44. As for C13, the three potentials predict values in227

the 6-8 GPa range, that are intermediates to the values of Blakslee et al. [21] and Bosak et228

al. [22], 15 and 0 GPa, respectively, and almost perfectly equal to the value of 7.9±3.5229

recommended by Cousins and Heggie [54].230

Two metrics are defined to identify the deviation from transverse isotropy symmetry,231

regarding in-plane and our-of-plane symmetry, respectively:232

d inti = 100×

1− 12 ×
C211 + C2222C11C22

+
2C66

2
C2
11
+C2

22

C11+C22
− C12


 (3)

233

doutti = 100×
[
1−
1

2
×

(
C213 + C

2
23

2C13C23
+
C244 + C

2
55

2C44C55

)]
(4)

where each ratio should be equal to 1 in the presence of an elastic tensor with transverse234

isotropy symmetry.235

The values of d inti are reported in the last column of Table 2, noticing that d inti = 0 is236

expected experimentally. doutti is not reported for the isothermal constants due to the very237

low values of C44, and the necessarily large associated relative uncertainty. Amongst the238

different potentials LCBOPII is the one that produces the second-order elastic tensor with239

the closest symmetry to in-plane transverse isotropy, followed by CEDIP, the three other240

potentials showing much larger deviations.241

In Table 3 are listed the adiabatic elastic constants computed with the different poten-242

tials. Since no experimental data correspond to adiabatic elastic constants measurements243

for graphite single crystal, we only discuss them in terms of their differences with isothermal244

elastic constants as well as their deviation from the transverse isotropy symmetry. As a245
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Table 3: Adiabatic elastic constants (in GPa) of graphite single crystal at P = 1 atm and T = 300 K computed
using the different interatomic potentials under the assumption of an orthotropic elastic symmetry. The last
two columns correspond the in-plane d in

ti
and out-of-plane dout

ti
metrics measuring the deviation from transverse

isotropy.

C11 C22 C33 C12 C13 C23 C44 C55 C66 d in
ti

dout
ti

LCBOPII 1060.0 1061.0 32.3 116.6 3.8 4.2 5.9 5.8 471.7 -0.03 -0.26
AIREBO 1188.6 1188.5 48.5 98.9 4.2 4.2 7.0 7.0 544.6 0.02 0.0
AIREBO-M 1187.4 1186.8 32.2 99.1 3.0 3.1 7.5 7.4 543.8 0.05 -0.03
REBO 1058.9 1213.7 N/A 104.0 N/A N/A N/A N/A 469.3 -3.62 N/A
CEDIP 1009.0 1009.3 N/A 181.5 N/A N/A N/A N/A 413.0 0.08 N/A

general observation, and for all the potentials, the computed adiabatic elastic constants are246

much closer to the transverse isotropy symmetry than their isothermal counterparts, with247

one noticeable exception being the large C11/C22 ratio, 1.146, obtained with REBO. One248

notice that the adiabatic values of C11 obtained with LCBOPII and REBO are almost per-249

fectly identical to the the experimental data of Blakslee et al. [21], which indicates that250

these potentials have been calibrated to reproduced the elastic constants of graphite using251

homogeneous deformation without relaxation of atomic positions, i.e. under adiabatic con-252

ditions. In addition, all the potentials lead to a value of the adiabatic constant C66 that is253

higher than the isothermal constant, whereas the adiabatic constant C12 is lower than the254

isothermal value. Under the assumption that graphite single crystal is transversely isotropic,255

the relationship C66 = (C11 − C12)/2 holds and a decrease in C12 systematically involves an256

increase in C66, which could explain the observed trend.257

3.3. Temperature evolution of lattice parameters258

Figure 1 compares the evolution with temperature of the lattice parameters computed259

using the different potentials to available experimental data [56, 57, 58, 59]. Common260

to all the potentials is the observation of a monotonous increase in the in-plane lattice261

parameter (a) with temperature (see Figure 1a), which conflicts with experimental results262

showing that a passes through a minimum at about 700 K. The slight contraction observed263

experimentally at low temperatures can indeed not be captured by classical MD as pointed out264

in recent investigations comparing classical and quantum, path integral, MD in the case of265

monolayer graphene [60, 61]. Besides this, all potentials seems to significantly overestimate266

both in-plane and out-of-plane thermal expansion, even at large temperatures, CEDIP being267

the closest to experimental data. Quantitatively, predicted a values using REBO, CEDIP268

and LCBOPII are very close to the commonly accepted experimental data of Kellet and269

Richards [62] at low temperatures and differ by less than ∼ 1 % at T = 3000 K. Conversely,270

the values obtained for AIREBO and AIREBO-M are significantly lower, as already discussed271

above for the room temperature data.272
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Figure 1: Evolution of (a) in-plane and (b) out-of plane lattice parameters with temperature obtained computed
with the different potentials. Experimental data from Nelson and Riley [56], Kellet and Richards [62, 59], Walker,
McKinstry and Wright [58] and Kellett, Jackets and Richards [57] are given for comparison.

The potentials considered for the out-of-plane lattice parameter (c), namely LCBOPII,273

AIREBO and AIREBO-M, reproduces well the monotonous expansion observed experimen-274

tally with increasing temperature (see Figure 1b). Quantitatively speaking, while all poten-275

tials slightly overestimate thermal expansion, AIREBO and AIREBO-M provide values that276

are closer to experimental data than LCBOPII. The relative errors to the experiment value277

from Kellett et al. [57] at T = 2500 K are of 0.5 % for AIREBO and AIREBO-M and of278

1.95 % for LCBOPII.279

3.4. Temperature evolution of elastic constants280

Figure 2 shows the computed evolution with temperature of the six elastic coefficients281

defined above, assuming transverse isotropy elastic symmetry. Therefore C11, C13 and C44282

are taken as the mean values of equivalent orthotropic constants, C11+C22
2

, C13+C23
2

and C44+C55
2

,283

respectively. Regarding in the first place the in-plane stiffness, we observe that all related284

constants (C11, C12 and C66) decrease with increasing temperature. In the specific case of285

C11, all potentials show an almost linear evolution (especially CEDIP), with a decrease of286

about 35-40 % when T decreases from 300 tp 4000 K, in agreement with the decrease287

of graphene’s Young modulus recently predicted for graphene [63] using the SED-REBO288

potential [38]. The decrease in C11 obtained with CEDIP is slightly less pronounced, only289

reaching ∼ 25 % at T = 4000 K. The difference in behavior between CEDIP and the four290

other potentials is significant when regarding C12 and C66. As for C11, a linear decrease in C12291

is observed for CEDIP, from about 250 to 220 GPa and from 335 to 230 GPa for C66 when292

T increases from 300 to 4000 K. The other potentials show much lower values for C12 and a293

clearly non-linear evolution with a strong decrease at low temperatures, from values scattered294
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Figure 2: Evolution with temperature of the isothermal elastic constants of graphite single crystal at P = 1
atm computed using the different potentials. For clarity, error bars are only given for data obtained with the
LCBOPII potential. Error bars for the other data sets are expected to be of the same order. Dashed lines for
C66 data correspond to predictions obtained from C11 and C12 assuming transverse isotropy symmetry.

in the 160-210 GPa range at 300 K, down to a plateau at large temperatures with values295

contained in the 50-80 GPa range. Conversely, the other potentials give values for C66 that296

are larger than those obtained with CEDIP. Furthermore, AIREBO and AIREBO-M show a297

non-monotonous behavior at low temperatures, with values that first increase, then decrease298

with increasing T. Values obtained at 4000 K for C66 range from 230 GPa (CEDIP) to ∼ 280299

GPa (AIREBO, AIREBO-M). In Figure 2, we also represent the analytical C66 component,300

computed from the relation C66 = (C11 − C12)/2 for transverse isotropy symmetry, using301

dashed lines for every potential used. This shows directly that, under isothermal conditions,302

CEDIP and LCBOPII provide a good estimation of C66 for the transverse isotropy symmetry,303

whereas for REBO and AIREBO potentials, the computed value shifts from the analytical304

expression.305

Now focusing on the elastic constants involving interlayer interactions, we observe that C33306

is the most sensitive to an increase in temperature, with values dropping, more or less linearly,307

by a factor of ∼ 5-6 when increasing T from 300 to 4000 K, whatever the potential. Unlike308

C33, the behavior with increasing T of C13 and C44 significantly depends on the potential.309

While with LCBOPII, C13 almost linearly increases from 6 GPa at 300 K to ∼ 18 GPa at310

4000 K with LCBOPII, it evolves from 7.5 GPa at 300 K to 9 GPa at 4000 K with AIREBO311
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and AIREBO-M by passing through maximum values of about 15 and 12 GPa at T = 2000312

K, with AIREBO and AIREBO-M, respectively. Finally, while C44 continuously increases from313

0.2 GPa at 300 K to 0.7 GPa at 4000 with LCBOPII, it remains more or less constant, at314

around 0.1 and 0.05 GPa with AIREBO and AIREBO-M, respectively.315

The temperature evolution of adiabatic elastic constants is shown in Figure 3. As ex-316

plained before, the adiabatic elastic constants are calculated by applying instantaneous de-317

formations to an MD simulation cell that has been equilibrated in the NVT ensemble at zero318

deformation and target temperature. It then catches the instantaneous elastic response of a319

material and is cost-less compared to the calculation procedure of isothermal elastic constants320

that requires en equilibration in the NVT ensemble for each value of the deformation.321

Figure 3: Same as Figure 2 for the adiabatic elastic constants.

All the potiential but CEDIP show a continuous decrease of C11 with increasing T, up to322

about 20 to 25 % at 4000 K, in an almost linear fashion, at least for AIEBO and AIREBO-323

M. Conversely, the decrease in C11 obtained with CEDIP is only of about 5 %, and non324

monotonous, with a minimum value observed around 2500-3000 K. C12 also shows similar325

evolutions with REBO, AIREBO, AIREBO-M and LCBOPII, first decreasing down to mini-326

mum values at about 1000-1500 K with LCBOPII and 2000-2500 K with REBO, AIREBO327

and AIREBO-M, before increasing again. At 4000 K, C12 has decreased of about 50 % with328

AIREBO and AIREBO-M, 30 % with REBO, and 10 % with LCBOPII with respect to the329

300 K values. Again, CEDIP is an outlier with respect to the other potentials, with C12330

continuously increasing, although non monotonically, with T, showing an increase of about331
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33 % over the considered T range. Regarding C66 all potentials show a similar monotonous332

decreasing trend, with values at 4000 K that are ∼ 20-25 % lower that at 300 K, LCBOPII333

showing the larger and less-linear decrease. Also, all the potentials satisfy well the transverse334

isotropy constraint, apart from CEDIP at large temperatures.335

The three potentials considered for C13 show a similar, close to linear, increase with336

increasing T, from about 3-4 GPa at room temperature, to about 20-24 GPa at 4000 K.337

Similarly, C44 significantly increase with T, yet in a sublinear fashion, from about 6-7 GPa at338

room temperature, to ∼ 60 GPa with AIREBO and AIREBO-M, and 35 GPa with LCBOPII,339

at 4000 K. The behavior observed for C33 is less clear, with a non-montonous evolution340

observed for all potentials, showing considerably less variation in values than for C13 and C44.341

Figure 4: Comparison of MD data and polynomial fits for the temperature dependence of the isothermal and
adiabatic elastic constants. symbols: MD data; lines: polynomial fits.

Due to the non-linear evolution of graphite single crystal elasticity (both isothermal and342

adiabatic) with temperature, we propose an analytical expression for this dependency based343

on polynomial fits. For the sake of simplicity, only the LCBOPII potential is considered in344
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the remaining of the manuscript. Indeed, this potential was shown to produce reasonable345

lattice parameters and elastic constants, preserving well the trnsverse isotropy of graphite.346

Furthermore, it allows to capture out-of-plane elastic constants, which CEDIP and REBO347

cannot. We take the condition Tref = 300 K as the reference configuration, leading to the348

following formulation of the isothermal/adiabatic spatial elasticity tensor along the ambient349

pressure isobaric pathway:350

cS/T (T ) = cS/T
ref
(Tref )

(
I +

N∑
k=1

Ak(T − Tref )k
)

(5)

where cS/T
ref

is the stiffness tensor at the reference state, with superscripts S and T correspond-351

ing to isothermal and adiabatic forms, respectively. Ak is a tensor containing the polynomial352

fit coefficients and N is taken equal to 3. It is to be noted that the product between cS/T
ref

353

and Ak is done through the Hadamard product, i.e. component-wise.354

The temperature-dependent isothermal and adiabatic elastic coefficients and their corre-355

sponding polynomial fits are represented in Figure 4. In addition, the polynomial coefficients356

for both isothermal and adiabatic elastic tensors are provided in the supplementary material.357

3.5. Temperature dependence of elastic anisotropy358

When dealing with highly anisotropic materials like graphite, different metrics computed359

from the elastic tensor can help to discriminate whether the proposed analytical formulation360

is reliable or not. One of these metrics is the universal anisotropy index [64] which computes361

the level of anisotropy of any material from its elastic constants. It is based on the bulk and362

shear moduli computed using the Voigt and Reuss approximation. The Voigt bound relates363

to the behavior of a material under an isotropic deformation-imposed process while the Reuss364

bound is related to the behavior of a material under an imposed hydrostatic pressure. It is365

obvious that any isotropic material will behave in the same way under both conditions. Yet,366

this is not the case in the presence of anisotropy. The universal anisotropy index reads:367

AU = c : s = 5
GV

GR
+
KV

KR
− 6, (6)

which takes a value of 0 for an isotropic material, since Voigt and Reuss estimates for bulk368

(K) and shear (G) modulus are identical. Figure 5 shows the evolution with temperature369

of Auniv along the 1 atm isobaric pathway computed from MD data and the isothermal and370

adiabatic analytical expressions.371

First, we see that analytical formulations reproduce well both isothermal and adiabatic372

MD data, thus validating the polynomial fits. More importantly, Figure 5 shows that the373

elastic anisotropy is severely temperature dependent. At ambient temperature, anisotropy is374

very high compared to a large panel of materials [64, 65] and takes values of approximately375
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Figure 5: Universal Anisotropy Index as a function of temperature computed from (a) isothermal and (b)
adiabatic elastic tensors, comparison between analytical formulation and MD data. All data were obtained with
the LCBOPII potential.

93 and 2169 in adiabatic and isothermal conditions, respectively. Concerning the evolution376

with temperature, the isothermal anisotropy decreases non-linearly with temperature and is377

divided by almost a factor of 5.40 at 4000 K with respect to the 300 K case. The adiabatic378

anisotropy follows a very similar evolution and the ratio between the 300 K and the 4000 K379

values is around 4.65.380

3.6. Adiabatic vs. isothermal elastic constants: relationship and implications381

Figure 6: Evolution of the ratio between isothermal (Ci jT ) and adiabatic (CS
ij
) elastic constants of graphite

single crystal using the LCBOPII potential as a function of temperature. All data were obtained with the
LCBOPII potential.
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We show in Figure 6 the ratios of the isothermal over adiabatic elastic constants as a382

function of temperature. Interestingly, these ratios remain almost constant for C11, C66 and383

C44, with values around 0.8 for C11 and C66, and about 0.02 for C44, although a slight linear384

decrease with increasing T is observed, especially for C11. Here it is important to note that385

any value different from unity of the
CT
ij

CS
ij

ratio indicates that stress relaxation will take place386

during, or after, deformation, depending on the deformation rate. For instance, the value of387

∼ 0.8 obtained for C11 indicates that when single crystalline graphite is subjected to a fast388

uniaxial in-plane deformation, the increase in stress is systematically followed by a relaxation389

process. In other words, this means that the measured elastic tensor will depend on strain390

rate, with the adiabatic and isothermal constants constituting the instantaneous and quasi-391

static limits, respectively. Similarly, the extremely low value of the isothermal over adiabatic392

ratio for C44 implies a systematic accommodation of interlayer shear deformation at large393

times.394

Conversely to the formerly discussed constants, the isothermal over adiabatic ratio sig-395

nificantly decreases with T, with a close to linear dependency, for the three other constants,396

indicating that stress relaxation is strongly temperature-dependent for these constants. Ra-397

tios for C12 and C13 both decrease from about 1.5 at 300 K to about 0.8 at 4000 K, while398

for C33 a decrease from about 0.85 at 300 K to about 0.15 at 4000 K is observed.399

Figure 7: Evolution of (a) the stress component σ11 vs time after an instantaneous tensile strain ε11 is applied to
the sample, for different values of ε11. The blue and cyan dashed lines represent the limit values, corresponding
to the analytic stress level using the isothermal and adiabatic C11 coefficients, respectively. (b) Focus on the
case ε11 = 0.01. The dark red line is the computed limit envelope of the stress signal over time while the pink
dashed line is the result of the fitted exponential decay function, with characteristic time τ . The vertical gray
line corresponds to the relaxation time tr computed as described in the text.

In order to understand the transition from adiabatic to isothermal elastic response, we used400

MD simulations with the LCBOPII potential to study the mechanical response of a graphite401
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single crystal at various temperatures and strain amplitudes. A graphite single crystal of402

approximate dimensions 10× 10× 10 nm3 containing 107520 atoms was equilibrated in the403

NVT ensemble for 50 ps for temperatures between 300 K and 4000 K. After the material is404

fully equilibrated, it is instantaneously dilated along the [100] direction for different strains405

ε between 0.1 % and 1 % in order to remain within the elastic domain, similar to the406

one used to compute the elastic constants. This deformation process is performed without407

any thermostat coupling in order to let the material relax over time without impacting the408

relaxation kinetics, which might be related to the thermostat damping constant. However,409

the deformation induced relaxation systematically involves heating of the system due to the410

total energy conservation. Yet, this process allows capturing the dynamics of the elastic411

response. Indeed, when the deformation is applied, the stress level is directly related to the412

adiabatic elastic constant CS11 at the temperature right before the deformation, while after the413

relaxation process, the stress level corresponds to the isothermal elastic constant CT11 at the414

temperature at the end of the relaxation process. What happens in between is then directly415

related to the transition between adiabatic and isothermal elastic response. Performing this416

procedure at different initial temperatures and different strains allows to identify how these417

conditions affect the transition, which can be related to the relaxation process behind the418

front of a shock-wave for example. In Figure 7, we display the time evolution of the stress419

component σ11, for different longitudinal strains ε11 up to 1 %. The different blue and cyan420

dashed lines correspond to the analytical limits σ∞11 and σ011 computed from isothermal and421

adiabatic elastic constants using linear elasticity:422

σ011 = C
S
11(T0) · ε11, (7)

σ∞11 = C
T
11(T∞) · ε11. (8)

where T0 and T∞ correspond to the temperatures right before the deformation is applied and423

at the end of the relaxation process, respectively. A focus on the case ε11 = 0.01 is displayed424

in Figure 7, where the good agreement between the stress levels and the analytical values425

can be seen. However, one can see that the stress is oscillating around σ∞11 while decreasing426

in amplitude over time. This oscillation of the stress is due to the elastic energy stored in the427

material at the instantaneous deformation that is relaxing through elastic waves emissions.428

In order to extract a characteristic time from this temporal evolution, the first step consists429

in extracting the envelope of the stress signal, that is directly related to the decrease of430

the stress over time. We then consider the following exponential decay function that relates431

the stress versus time to the isothermal and adiabatic elastic constants using the previously432
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defined analytical limits:433

σ11(t) = σ
∞
11 + (σ

0
11 − σ∞11) exp(−t/τ) (9)

with τ the characteristic time associated to the exponential decay. We then define the434

characteristic relaxation time tr as the time at which the decrease is completed at 95 %.435

The relaxation time for an initial temperature of 300 K and ε = 0.01 is displayed as a436

vertical gray line on Figure 7b. This procedure has been applied to stress signals for different437

strains ε11 ∈ [0.001, 0.1] and for temperatures T ∈ [300 K, 4000 K]. Figure 8a shows that the438

relaxation time tr for instantaneous in-plane tensile loads is in the ps range for the considered439

strain and temperature range and that it increases with applied strain while it decreases with440

temperature. In addition, it is also interesting to discuss elastic relaxation in terms of its441

characteristic length:442

Lr(T, ε) = tr(T, ε)
√
CT11(T )/ρ(T ) (10)

where the square root term corresponds to the longitudinal elastic wave velocity of graphite,443

computed from the ratio between the isothermal elastic constant CT11(T ) and the density444

ρ(T ) at finite temperature.

Figure 8: Evolution with strain and temperature of the characteristic (a) time and (b) length of the adiabatic
to isothermal elastic stress relaxation after uniaxial in-plane compression. All data were obtained using the
LCBOPII potential.

445

As shown in Figure 8b, similarly to tr , Lr evolves slightly with temperature, reaching sort446

of a plateau at large strains. Indeed, the lower bound of this characteristic length remains447

below 10 nm at ε11 = 0.01 for temperatures above 1000 K while it is always below 25 nm for448

the entire set of simulations. This implies that, when a tensile (for example after a reflection)449

shock-wave propagates along [100] direction in a graphite single crystal, a slab of width < Lr450
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= 15 nm behind the front is required to accommodate the local high strain-rate and to transit451

from adiabatic to isothermal conditions. When considering high strain-rate deformation, one452

can talk in terms of relaxation time instead of characteristic length, since no discontinuities453

of particle velocities exist in the material. This would mean that if the dynamic deformation454

process involves local deformations above 1 % within a time window lower than a few ps, the455

process could be considered as adiabatic. On the other hand, a transition from adiabatic to456

isothermal would be involved.457

4. Discussion and conclusion458

Equilibrium MD simulations of graphite single crystal have been performed on an ex-459

tended thermodynamic domain (up to 4000 K) at ambient pressure using various potentials460

of the literature, namely REBO, AIREBO, AIREBO-M, CEDIP and LCBOPII. The lattice461

parameters evolution with temperature has been computed with the different models and462

the LCBOPII model has been identified as a good candidate to represent the thermal behav-463

ior of graphite single crystal. Additionally, at each temperature, the spatial isothermal and464

adiabatic elasticity tensors have been computed through the derivation of the Cauchy stress465

with respect to strain, using the different models considered in this work. Adiabatic elastic466

constants correspond to the instantaneous response of a material to a mechanical deforma-467

tion of very short wavelength, i.e. as found in the vicinity of the shock-wave front or during468

very high strain-rate deformation. On the opposite, isothermal elastic constants correspond469

to a fully equilibrated mechanical response at longer time scales, i.e. after a shock-wave has470

passed or under quasi-static or low strain-rate deformations.471

Through the entire temperature range, both isothermal and adiabatic elastic coefficients472

are found to evolve non-linearly with temperature, independently from the potential used.473

Based on the good agreement with the literature for both lattice parameters evolution with474

temperature and for ambient temperature isothermal elastic constants, the LCBOPII model475

seems appropriate to study the mechanical behavior of graphite at high temperature. An476

analytical formulation for both isothermal and adiabatic spatial elasticity tensors as a function477

of temperature has been introduced as a preliminary element in order to build a mesoscopic478

model for the elastic behavior of graphite single crystal. The dependence on temperature is479

reproduced through a component-wise third-order polynomial fit using the Hadamard product,480

allowing to interpolate the elastic coefficients calculated using MD simulations.481

Interestingly, it has been observed that isothermal and adiabatic elastic constants signif-482

icantly differ from each other. A clear consequence of that is the difference in the elastic483

anisotropy of graphite, the universal anisotropy index being larger by a factor of ∼ 20 in the484

isothermal case than in the adiabatic case, whatever the temperature. Also, temperature485

has a tremendous influence on elastic anisotropy with a decrease by a factor of five of the486
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universal anisotropy index observed between 300 K and 4000 K. This is of high importance487

since it has been shown that elastic softening deformation mechanisms such as elastic insta-488

bilities and in particular buckling are driven by the material anisotropy [51, 12, 43, 52]. The489

presented results actually suggest that such buckling transition may be suppressed at high490

temperatures and/or under adiabatic conditions.491

Finally, MD simulations were used to investigate the details of the adiabatic to isothermal492

elastic relaxation by imposing an instantaneous deformation to a graphite single crystal at493

different temperatures and strain levels. The simulations suggest that in the presence of a494

tensile shock-wave going through a graphite crystal, a non negligible width of ∼ 20 nm is495

required to accommodate a 1 % instantaneous in-plane tension applied to graphite at room496

temperature and to allow the local material state to transit from adiabatic to isothermal497

stress response. Overall, this study provided a detailed, temperature dependent, analytic498

model of the adiabatic and isothermal elasticity of single crystalline graphite, that can be499

integrated into mesoscale models of graphite-based materials elasticity.500
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