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Abstract

We study an algebra spanned by modified Kostka polynomials. Particular structure
coefficients of this algebra are interpreted as traces of some Weyl group actions on
the intersection cohomology of comet-shaped quiver varieties.
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1 Introduction

The modified Kostka polynomials K̃λ,ρ(q, t) form a family of two-variable polyno-
mials indexed by pairs of partitions of some integer n. They are a two-parameter
deformation of the Kostka numbers and appear in the theory of symmetric func-
tions. They were introduced by Garsia–Haiman [GH96] in the expression of the
modified Macdonald polynomials in terms of Schur functions. The fact that they
are polynomials with non-negative integer coefficients is an important result. This
is known as the Macdonald conjecture [Mac88] which is a consequence of the n!-
conjecture of Garsia–Haiman [GH93], proved by Haiman [Hai01]. In this article we
study an aglebra spanned by those polynomials. Its structure coefficients cλµ,ν(q, t)
were introduced by Rodriguez-Villegas in unpublished notes, they are defined by

K̃µ,ρK̃ν,ρ =
∑

λ∈Pn

cλµ,νK̃λ,ρ.

with Pn the set of partitions of the integer n. We focus in particular on the co-
efficients c1

n

µ,ν(q, t). They generalize the q, t-Catalan sequence of Garsia–Haiman
[GH96]. We give an interpretation of the coefficients c1

n

µ,ν(0, t) in terms of Weyl
group action on the cohomology of a comet-shaped quiver variety. We also give a
conjectural interpretation of the coefficients c1

n

µ,ν(q, t) in terms of cohomology of a
partial resolution of a character variety. We prove the q = 1 specialization of the
conjecture.

The geometric framework is the following. The base field K is either C or Fq

an algebraic closure of a field Fq with q elements. We consider cohomology with
coefficients in κ which is either C or Ql with l and q coprime. Fix some integers
n > 0, g ≥ 0 and k > 0. Let O = (O1, . . . ,Ok) be a k-tuple of adjoint orbits in
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gln, the Lie algebra of GLn. Denote by Oj the Zariski closure of the class Oj . Some
genericity conditions are imposed on the eigenvalues of the k-tuple O (see Definition
4.9). The main object in this article is the following variety:

Q
O
:=
{
(A1, B1, . . . , Ag, Bg, X1, . . . , Xk) ∈ gl2gn ×O1 × · · · × Ok

∣∣
g∑

i=1

[Ai, Bi] +
k∑

j=1

Xj = 0

}
//GLn,

with [Ai, Bi] := AiBi −BiAi the Lie bracket. The quotient is a Geometric Invariant
Theory (GIT) quotient with respect to the overall adjoint action of GLn. Those
varieties were studied by Crawley-Boevey [CB03b, CB06] in genus g = 0. For any
genus and semisimple adjoint orbits, they were studied by Letellier, Hausel and
Rodriguez-Villegas [HLRV11]. Letellier [Let11] generalized to any type of adjoint
orbits. Those varieties are called comet-shaped quiver varieties due to their interpre-
tation as Nakajima’s quiver varieties. They are additive analogues of the following
character varieties:

M
C
:=
{
(A1, B1, . . . , Ag, Bg, X1, . . . , Xk) ∈ GL2g

n ×C1 × · · · × Ck

∣∣
A1B1A

−1
1 B−1

1 . . . AgBgA
−1
g B−1

g X1 . . .Xk = Id
}
//GLn

with C = (C1, . . . , Ck) a k-tuple of conjugacy classes in GLn. The action of GLn is
by overall conjugation. Those varieties classify representations of the fundamental
group of a genus g Riemann surface with k punctures and prescribed monodromies
around those punctures. They were extensively studied by Hausel, Letellier and
Rodriguez-Villegas [HLRV11] for semisimple classes and by Letellier [Let13] for any
Jordan type. Similarly to the additive case there is a genericity condition imposed
on the eigenvalues of C in order for the quotient to be well behaved (see Definition
4.10).

In general the varieties Q
O

and M
C

are singular, therefore it is interesting to
study their intersection cohomology. Letellier [Let11, Let13] studied intersection

cohomology of those varieties by constructing resolutions of singularities Q̃L,P ,σ →
Q

O
(see Definition 4.12). Those resolutions of singularities originate in Springer

theory [Spr76, BM83] and Lusztig’s theory of parabolic induction [Lus84, Lus85,
Lus86]. Thanks to this origin, the resolutions of singularities (in both the additive
and multiplicative cases) come with a Weyl group action on their cohomology. This
action is called the Springer action. In this article we focus on the additive version
(the comet-shaped quiver varieties). We come back to character varieties, at the
end, in order to give a conjectural interpretation of the coefficient c1

n

µ,ν(q, t).
In the additive case, thanks to the quiver variety point of view, Weyl group ac-

tions other than the Springer action can be constructed. The Weyl group actions on
the cohomology of Nakajima’s quiver varieties were studied extensively by Nakajima
[Nak94, Nak00], Lusztig [Lus00] and Maffei [Maf02]. They were used to prove Kac
conjecture by Letellier, Hausel, Rodriguez-Villegas [HLRV13] and to study unipo-
tent characters of GLn(Fq) by Letellier [Let12]. Nakajima’s construction [Nak94] of
the Weyl group action relies on the hyperkähler structure of the quiver varieties.
We use this construction, together with technics from Lusztig (see Letellier [Let05,
Proof of proposition 5.5.3]) and ideas from Mellit [Mel19, Section 8]. This allows to
describe uniformly a monodromic action on the cohomology of quiver varieties with
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semisimple adjoint orbits and the Springer action on the cohomology of resolutions
of quiver varieties.

Thanks to this construction we can obtain an interpretation of the coefficients
c1

n

µ,ν(0, t) in terms of the Weyl group action on the compactly supported intersection
cohomology of some comet-shaped quiver varieties.

Theorem 1.1. Consider a generic 4-tuple of adjoint orbits of the following type:

• O1 has one eigenvalue with Jordan type µ′ ∈ Pn,

• O2 has one eigenvalue with Jordan type ν ′ ∈ Pn,

• O3 is semisimple regular, it has n distinct eigenvalues,

• O4 is semisimple with one eigenvalue of multiplicity n − 1 and the other of
multiplicity 1.

Then the Weyl group with respect to O3 is the symmetric group Sn and it acts on
the compactly supported intersection cohomology of Q

O
. Let w be a n-cycle in this

Weyl group, then

c1
n

µ,ν (0, t) = t
−dO

2

∑

r

tr
(
w, IH2r

c (Q
O
, κ)
)
tr.

In general, in the multiplicative case, only the Springer action exists. The mon-
odromic action was constructed by Mellit [Mel19, Section 8] only with respect to
one puncture for a regular monodromy. The Springer action is defined by Letellier
[Let13] on the cohomology of partial resolutions of character varieties. The partial
resolution relevant to describe the coefficient c1

n

µ,ν is the variety Mµ,ν introduced in
7.3. The group Sn acts on the compactly supported intersection cohomology of
Mµ,ν . For w ∈ Sn, the w-twisted mixed Hodge polynomial of Mµ,ν is

IHw
c (Mµ,ν ; u, v) :=

∑

i,r

urvi tr
(
w, IH2r,i

c (Mµ,ν , κ)
)
.

with IH2r,i
c (Mµ,ν , κ) the weight 2r graded part of the degree i compactly supported

intersection cohomology of Mµ,ν .

Conjecture 1.2. Let w be a n-cycle in Sn. The coefficient c1
n

µ,ν(q, t) is related to
the w-twisted mixed Hodge polynomial of Mµ,ν by

c1
n

µ,ν(q, t) = t
− dimMµ,ν

2 IHw
c

(
Mµ,ν ,

1

q
,
√
qt

)
.

In [Bal22] we compute Poincaré polynomial for compactly supported intersec-
tion cohomology of the character varieties M

C
. This allows to prove the following

theorem which is the Poincaré polynomial specialization of Conjecture 1.2.

Theorem 1.3. Let w be a n-cycle in Sn, the coefficient c1
n

µ,ν is related to the w-
twisted Poincaré polynomial of Mµ,ν by

c1
n

µ,ν(1, t) = t
−dimMµ,ν

2

∑

i

t
i
2 tr
(
w, IH i

c (Mµ,ν , κ)
)
.
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2 Symmetric functions

2.1 Generalities

Notations 2.1 (Partitions). A partition of an integer n ∈ N is a decreasing sequence
of non-negative integers

λ = (λ1, λ2, . . . , λl(λ)) with |λ| := λ1 + λ2 + · · ·+ λl(λ) = n.

The length of λ is the number l(λ) of non-zero terms. The set of partitions of n is
denoted by Pn and

P :=
⋃

n∈N

Pn.

The dominance ordering on P is defined by λ � µ if and only if |λ| = |µ| and

k∑

i=1

λi ≤
k∑

i=1

µi for all k ∈ N.

For λ = (λ1, . . . , λl) a partition, we introduce the following notation

Pλ := Pλ1 × · · · × Pλl
.

Notations 2.2 (Young diagrams). To a partition λ, we associate the following set

{(i, j) |1 ≤ i ≤ l(λ) and 1 ≤ j ≤ λi} .

This set is called the Young diagram of λ, it gives a graphical way to think about
partitions. The transpose of a Young diagram is obtained by permuting i and j. The
transpose λ′ of a partition λ is the partition with Young diagram the transpose of
the Young diagram of λ. The Young diagram of the partition λ = (6, 4, 2) has the
following graphical representation

x

.

The box x has coordinates (i, j) = (1, 3). The arm length of x is number of box to
the right of x, in this case a(x) = 3. The leg length is the number of box under x,
we have l(x) = 1.
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Notations 2.3 (Symmetric functions). Let X = (x1, x2, . . . ) be an infinite set of
variable and let Sym[X ] be the ring of symmetric functions in (x1, x2, . . . ). We use
the usual notations from Macdonald’s book [Mac15]. In particular, the usual basis
of symmetric functions indexed by partitions: mλ, eλ, hλ, pλ and sλ are respectively
the monomial, elementary, complete, power sum and Schur symmetric functions.

The Hall pairing is denoted by 〈. . . , . . . 〉 and is defined by

〈pλ, pµ〉 = δλ,µzλ, (1)

the symbol δλ,µ is 1 if λ and µ are the same partition and 0 otherwise. The order of
the stabilizer of a permutation of cycle type λ is denoted by zλ, namely

zλ =
k∏

l=1

iml
l ml!

for a partition λ = (i1, . . . i1︸ ︷︷ ︸
m1

, . . . , ik, . . . ik︸ ︷︷ ︸
mk

) .

Definition 2.4 (Adams operator). For n ∈ Z>0, the Adams operator pn is a ring
endomorphism of Sym[X ]. It can be defined by its values on the generating family
of power sums,

pm [pn[X ]] := pmn[X ] for m ∈ N>0 and n ∈ N.

The following notation is commonly used for Adams operators

F [Xn] := pn [F [X ]] .

Remark 2.5. More generally, Adams operator are defined in any lambda ring. In
this article, the only lambda rings appearing are rings of symmetric functions and
polynomial rings such as K[u]. On such polynomial rings, the Adams operator pn is
defined by pn[u] := un.

Let k be a positive integer, we consider the space of multivariate symmetric
functions in k infinite sets of variables over Q(q, t)

Sym [X1, . . . , Xk] := Q(q, t)⊗ Sym[X1]⊗ · · · ⊗ Sym[Xk].

A series with coefficients in this ring of multivariate symmetric functions will conve-
niently encode cohomological information about comet shaped quiver varieties. The
ring of such series is denoted by Sym [X1, . . . , Xk] [[s]], it is a lambda ring, and the
Adams operators extend to ring endomorphisms of Sym [X1, . . . , Xk] [[s]] defined by

pn
[
f(q, t)F1 [X1]⊗ · · · ⊗ Fk [Xk] s

l
]
= f(qn, tn)F1 [X

n
1 ]⊗ · · · ⊗ Fk [X

n
k ] s

nl.

Definition 2.6 (Plethystic substitution). Let F be a symmetric function. The ring
of symmetric functions Sym [X ] is freely generated by power sums, so that F can be
uniquely obtained as a polynomial expression in the power sums (pn)n∈N. Interpreting
pn as the Adams operator, the same polynomial expression defines an operator acting
on any lambda ring Λ, this operator is denoted by F [. . . ]. For G ∈ Λ, the expression
F [G] is called a plethystic substitution.
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Remark 2.7. Similarly to Adams operators, the operator F [. . . ] naturally extends
to Sym [X1, . . . , Xk] [[s]].

Definition 2.8 (Plethystic exponential and logarithm). The plethystic exponential
Exp : s Sym[X1, . . . , Xk][[s]] → 1 + Sym[X1, . . . , Xk][[s]] is defined by

Exp[G] := exp

(
∑

n≥1

pn[G]

n

)
,

its inverse, the plethystic logarithm

Log : 1 + s Sym[X1, . . . , Xk][[s]] → Sym[X1, . . . , Xk][[s]],

is defined by

Log[1 +G] :=
∑

n≥1

µ(n)

n
pn [log(1 +G)] ,

where µ is the usual Mobius function. Contrarily to the ordinary ones, the plethystic
exponential and logarithm are written with an uppercase character.

Remark 2.9. Plethystics operations satisfy the relations

Exp[F +G] = Exp[F ] Exp[G],

Log[(1 + F )(1 +G)] = Log[1 + F ] + Log[1 +G],

Log[Exp[G]] = G.

2.2 Characters of the symmetric group and symmetric func-

tions

Let Rn be the vector space spanned by characters of the symmetric group Sn and
let R :=

⊕
n≤0Rn. There is a natural ring structure on R and a pairing such that R

is naturally isomorphic to Sym[X ]. Let us recall this well-known fact, see [Mac15]
for more details.

Let χ and η be two characters of Sn, and let Vχ, respectively Vη be the associated
representations. The pairing is defined by

〈χ, η〉 = dimHomSn (Vχ, Vη) .

The spaces Rm and Rn are orthogonal if m 6= n. The product of two characters
χ ∈ Rm and η ∈ Rn is the character of the representation Ind

Sm+n

Sm×Sn
Vχ ⊗ Vη, it is

denoted by χ.η.
The irreducible characters of the symmetric group Sn are indexed by partitions

of n, they are denoted by (χλ)λ∈Pn
. The irreducible representation associated to the

character χλ is denoted by Vλ. The indexing is the same as in Macdonald’s book
[Mac15], so that V(n) is the trivial representation and V(1n) the sign representation.

Proposition 2.10. Define the characteristic map ch : R → Sym[X ] by ch(χλ) := sλ.
It is an isomorphism between R and Sym[X ] compatible with the products and the
pairings, Sym[X ] being endowed with the Hall pairing.

Proof. See Macdonald [Mac15, I-7].
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Remark 2.11. The last proposition gives a representation theoretic meaning to
symmetric functions. Consider V a representation of Sn with character χV , then

• The pairing 〈sλ, ch(χV )〉 gives the multiplicity of the irreducible representation
Vλ in the representation V .

• The pairing 〈pµ, ch(χV )〉 gives the trace of an element in Sn with cycle type µ
on the representation V .

Definition 2.12 (Frobenius characteristic). We extend the characteristic map ch
to bigraded representations of Sn by adding variables q and t to keep track of the
degree. To a bigraded representation of the symmetric group V =

⊕
(i,j)∈N2 Vi,j is

associated a symmetric function over Z(q, t). This symmetric function is given by

ch(V ) =
∑

λ∈Pn

∑

(i,j)∈N2

〈Vi,j, χλ〉 qitjsλ, (2)

where we have identified the representation Vi,j with its character so that 〈Vi,j, χλ〉
is the multiplicity of the irreducible representation of type λ in Vi,j. The symmet-
ric function ch(V ) is called the q, t-graded Frobenius characteristic of the bigraded
representation V .

2.3 Orthogonality and Macdonald polynomials

In this section we recall the characterization of modified Macdonald polynomials
following Mellit [Mel20, Mel18].

2.3.1 Generalities about scalar products on Sym [X ]

A scalar product on Sym [X ] is a non-degenerate Q(q, t)-bilinear form

(. . . , . . . )S : Sym [X ]× Sym [X ] → Q(q, t)
F,G 7→ (F [X ], G[X ])S.

It can be extended to multivariate symmetric functions by specifying the variable
acted upon with a lower index

(. . . , . . . )SX : Sym[X, Y1,· · · , Yk]× Sym[X,Z1,· · · , Zl] → Sym[Y1,· · · , Yk, Z1,· · · , Zl],

on pure tensors it reads

(F [X ]⊗F ′[Y1,· · · , Yk], G[X ]⊗G′[Z1,· · · , Zl])
S
X := (F [X ], G[X ])SG′[Z1,· · · , Zl]F

′[Y1,· · · , Yk].
Assumption 2.13 (Homogeneity). When considering families of symmetric func-
tions indexed by partitions such as (uλ)λ∈P , the symmetric function uλ is always
assumed to be homogeneous of degree |λ|.
Definition 2.14 (Reproducing kernel). Let (uλ)λ∈P and (vµ)µ∈P be two basis of
Sym[X ] dual with respect to a scalar product (. . . , . . . )S. Then the elementKS[X, Y ] ∈
Sym[X, Y ] defined by

KS[X, Y ] :=
∑

λ∈P

uλ[X ]vλ[Y ],

it is called the reproducing kernel of the scalar product (. . . , . . . )S. It depends only
on the scalar product but not on the choice of dual basis, it satisfies

(KS[X, Y ], F [X ])SX = F [Y ].

8



2.3.2 Hall pairing and (q, t)-deformations

Remark 2.15. Recall that the Hall pairing satisfies

〈pλ, pµ〉 = δλ,µzλ,

hence (pλ)λ∈P and
(
z−1
µ pµ

)
µ∈P

are dual basis with respect to this pairing. This gives

the reproducing kernel of the Hall pairing:

Exp[XY ] =
∑

λ∈P

pλ[X ]
pλ[Y ]

zλ
=
∑

n

hn[XY ].

Definition 2.16 ((q, t)-Hall pairing). The (q, t)-deformation of the Hall pairing is
defined by

(F [X ], G[X ])q,t := 〈F [X ], G[(q − 1)(1− t)X ]〉 .

Remark 2.17. The reproducing kernel of the (q, t)-Hall pairing is

Exp

[
XY

(q − 1)(1− t)

]
.

Proposition 2.18. Let M�λ be the subspace of Sym [X ] spanned by monomial sym-

metric functions mµ[X ] with µ � λ. The Macdonald polynomials
(
H̃λ[X ; q, t]

)
λ∈P

are uniquely determined by:

• Orthogonality (H̃λ[X ; q, t], H̃µ[X ; q, t])q,t = 0 if λ 6= µ.

• One of the triangularity condition H̃λ[X(t−1)] ∈M�λ or H̃λ[X(q−1)] ∈M�λ′.

• Normalization H̃ [1; q, t] = 1.

Moreover

aλ(q, t) :=
(
H̃λ[X ; q, t], H̃λ[X ; q, t]

)q,t
=
∏

x∈λ

(qa(x)+1 − tl(x))(qa(x) − tl(x)+1), (3)

where the product is over the Young diagram of λ and a(x) is the arm length and
l(x) the leg length (see Notations 2.1).

Proof. [Mel20] corollary 2.8.

The modified Macdonald polynomials H̃λ [X ; q, t] were first introduced by Garsia–
Haiman [GH96] as a deformation of other polynomials defined by Macdonald [Mac15].
The definition recalled here comes from [Mel20].

Definition 2.19 (Modified Kostka polynomials). The modified Kostka polynomials(
K̃λ,ρ(q, t)

)
λ,ρ∈Pn

are defined as the coefficients of the transition matrix between the

basis of Schur functions and the basis of modified Macdonald polynomials

H̃ρ[X ; q, t] =
∑

λ∈Pn

K̃λ,ρ(q, t)sλ.

Notations 2.20. The variables (q, t) will often be omitted and the modified Kostka

polynomial denoted by K̃λ,ρ and the modified Macdonald polynomial by H̃λ[X ].
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2.4 A result of Garsia–Haiman

The remaining of this section is devoted to the presentation of a result of Garsia–
Haiman [GH96, Theorem 3.4]. This result is important to study the coefficients c1

n

µ,ν

in the next sections. Even though there are no new results, some proofs are included
for convenience of the reader.

Proposition 2.21. The operator ∆1 is defined by

∆1F [X ] := F [X ]− F

[
X +

(1− q)(1− t)

z

]
Exp [−zX ] |z0 ,

where |z0 means taking the coefficient in front of z0. This operator acts on modified
Macdonal polynomials by

∆1H̃λ [X ; q, t] = (1− t)(1− q)
∑

(i,j)∈λ

qj−1ti−1H̃λ [X ; q, t] .

Moreover the following relation holds

H̃λ [1− u; q, t] =
∏

(i,j)∈λ

(
1− uqj−1ti−1

)
. (4)

Proof. [GH96, Corollary 3.1 and Theorem 3.2]

Lemma 2.22. At first order in u

H̃λ [1 + u; q, t] = 1 + u
∑

(i,j)∈λ

qj−1ti−1 +O(u2). (5)

Proof. One should be careful with plethystic substitutions, to compute the left hand
side of (5) one cannot just substitute −u for u in (4). Indeed pn[1−u] = 1−un and
pn[1 + u] = 1 + un so that substituting −u for u in the latter gives back the former
only when n is odd. We denote by dλ,µ the coefficient of pµ in the expansion of H̃λ

in the basis of power sums (pκ)κ∈Pn , then

H̃λ [1− u; q, t] =
∑

|µ|=|λ|

dλ,µ
∏

i

(1− uµi),

H̃λ [1 + u; q, t] =
∑

|µ|=|λ|

dλ,µ
∏

i

(1 + uµi).

We conclude by comparing the coefficient in front of u and using (4).

Lemma 2.23. Let F ∈ Symn [X ] be a symmetric function of degree n ≥ 2. Then
the coefficient in front of u in F [1 + u] is given by the Hall pairing with a complete
symmetric function

F [1 + u]|u =
〈
h(n−1,1)[X ], F [X ]

〉
.

Proof. The coefficient of mλ in the monomial expansion of F is denoted by cλ.
The plethystic substitution F [1+u] corresponds to the evaluation of the symmetric
function F on the set of variables (1, u, 0, . . . ), moreover

F [1 + u] =
∑

|λ|=n

cλmλ[1 + u].

10



Therefore the only mλ contributing are the one with λ of length at most two and
the coefficient in front of u is c(n−1,1). The conclusion follows as complete symmet-
ric functions and monomial symmetric functions are dual with respect to the Hall
pairing.

Lemma 2.24. Let F ∈ Symn [X ] be a symmetric function of degree n then

F [1− u]

1− u

∣∣∣∣
u=1

= 〈F [X ], pn[X ]〉 ,

where |u=1 means setting u = 1.

Proof. Let dλ be the coefficient in front of pλ in the power sum expansion of F ,

F [1− u] =
∑

|λ|=n

dλpλ[1− u]

=
∑

|λ|=n

dλ
∏

i

(1− uλi).

When dividing by (1 − u) and setting u = 1 all terms coming from partitions of
length at least two will vanish as (1− u)2 divides them. Therefore we have

F [1− u]

1− u

∣∣∣∣
u=1

= d(n)
1− un

1− u

∣∣∣∣
u=1

= nd(n).

The size of the centralizer of a n-cycle in Sn is z(n) = n, the conclusion follows by
orthogonality of power sums (1).

Now we can state and recall the proof of an important theorem of Garsia–
Haiman.

Theorem 2.25 (Garsia–Haiman [GH96] Theorem 3.4). We denote by
∏′

(i,j)∈λ a
product over the young diagram of a partition λ omitting the top left corner with
(i, j) = (1, 1). The following identity holds

(−1)n−1s(1n)[X ] = (q − 1)(1− t)
∑

|λ|=n

∑
(i,j)∈λ q

j−1ti−1
∏′

(i,j)∈λ(1− qj−1ti−1)H̃λ[X ]

aλ(q, t)
.

(6)

Proof. The reproducing kernel of the (q, t)-Hall pairing is given in Remark 2.17. The

degree n term of Exp[Z] is hn[Z]. The basis
(
H̃λ[X ]

)
λ∈P

and
(

H̃λ[X]
aλ

)
λ∈P

are dual

with respect to this scalar product. Following Definition 2.14 and Remarks 2.15,
2.17, the degree n term of the reproducing kernel of the (q, t)-Hall pairing is

hn

[
XY

(q − 1)(1− t)

]
=
∑

|λ|=n

H̃λ[X ]H̃λ[Y ]

aλ
.

Now expand hn in the basis of power sums, proceed to the substitution Y = 1 − u
and apply (4)

∑

|µ|=n

z−1
µ pµ

[
X(1− u)

(q − 1)(1− t)

]
=
∑

|λ|=n

H̃λ[X ]
∏

(i,j)∈λ (1− uqj−1ti−1)

aλ
.
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Divide by (1− u), set u = 1, apply Lemma 2.24 to the left hand side and compute
explicitly the right hand side:

∑

|µ|=n

z−1
µ

(
pµ

[
XY

(q − 1)(1− t)

]
, p(n)[Y ]

)

Y

=
∑

|λ|=n

H̃λ[X ]
∏′

(i,j)∈λ (1− qj−1ti−1)

aλ
.

As Adams operator are ring morphisms, we have

pµ

[
XY

(q − 1)(1− t)

]
= pµ

[
X

(q − 1)(1− t)

]
pµ[Y ],

then by orthogonality of power sums (1)

p(n)

[
X

(q − 1)(1− t)

]
=
∑

|λ|=n

H̃λ[X ]
∏′

(i,j)∈λ (1− qj−1ti−1)

aλ
. (7)

Apply the operator ∆1 to (7). According to Proposition 2.21, the operator ∆1 is
diagonal in the basis of Macdonald polynomials and we obtain, up to a sign, the
right hand side of (6). Let us compute the left hand side

∆1p(n)

[
X

(q−1)(1−t)

]
= p(n)

[
X

(q−1)(1−t)

]
− p(n)

[
X

(q−1)(1−t)
− 1

z

]
Exp[−zX ] |z0

= p(n)

[
X

(q−1)(1−t)

]
− p(n)

[
X

(q−1)(1−t)

]
Exp[−zX ] |z0 + p(n)

[
1
z

]
Exp[−zX ] |z0

= 1
zn

Exp[−zX ] |z0 .

In the second line we used that the Adams operator pn is a ring morphism and in the
last line that it acts on z by raising to the power n. Now Exp[−zX ] is the inverse
of Exp[zX ] so that if X is the infinite set of variables (x1, x2, . . . ), then

Exp[−zX ] =
∏

i

(1− zxi).

The coefficient in front of zn is (−1)nen[X ] so that

(−1)nen[X ] = −(q − 1)(1− t)
∑

|λ|=n

∑
(i,j)∈λ q

j−1ti−1
∏′

(i,j)∈λ(1− qj−1ti−1)H̃λ[X ]

aλ
.

To conclude, notice that en = s(1n).

3 Geometric background

In this section we recall classical results about intersection cohomology. The main
reference is Beilinson–Bernstein–Deligne–Gabber [BBDG18].

3.1 Notations and generalities on the bounded derived cate-

gory of constructible sheaves

The field K is either C or an algebraic closure Fq of a finite field Fq with q elements.
Let X be an algebraic variety over K and let l be a prime different from the char-
acteristic of K. We denote by κX the constant l-adic sheaf on X with coefficients in

12



Ql. When there are no risk of confusion we just write κ instead of κX . For K = C

we can also consider the constant sheaf with complex coefficients, in the analytic
topology.

Notations 3.1. The bounded derived category of κ-constructible sheaves on X is
denoted by Db

c (X). Its objects are represented by complexes of sheaves K such that
the cohomology sheaves HiK are κ-constructible sheaves on X and finitely many of
them are non-zero. Let Y be a variety over K and let f : X → Y be a morphism,
we have the usual four functors

f ∗, f ! : Db
c (Y ) → Db

c (X) ,

f∗, f! : Db
c (X) → Db

c (Y ) .

Theorem 3.2 (Base change). Let K ∈ Db
c (Y

′) and consider a cartesian square

X ′ Y ′

X Y,

g

b a

f

(8)

then the natural morphism f ∗a!K → b!g
∗K is an isomorphism.

Remark 3.3. Let α →֒ X be a geometric point of X and let β be its image by f .
The variety Xα := X ′ ×X α is the fiber of b over α and the variety Yβ := Y ′ ×Y β
is the fiber of a over β. The cartesian square (8) induces the following cartesian
square where h is an isomorphism

Xα Yβ

α β.

h

The base change isomorphism for this diagram identifies with the stalk at α of the
base change isomorphism of Diagram (8),

f ∗a!Kα → b!g
∗Kα.

This morphism is nothing but the morphism obtained by functoriality of the com-
pactly supported cohomology

H
•

c(Yβ, K)
h∗

−→ H
•

c(Xα, h
∗K).

Definition 3.4. Let W be a finite group acting from the left on a variety X. For
all w ∈ W there is a morphism w : X → X. An action of W on an element
K ∈ Db

c (X) is the data of isomorphisms φw : w∗K ∼= K such that for all w,w′ ∈ W ,

φw′w = φww
∗(φw′), (9)

and such that φ1 = Id. We say that the complex K is W -equivariant.

Remark 3.5. When the action of W on X is trivial, an action of W on K ∈ Db
c (X)

is just a group morphism from the opposite group W op to the group of automorphism
Aut(K).
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Proposition 3.6. Let f : X → Y be a W -equivariant morphism between varieties
with left W -action. Let W act on K by morphisms φw : w∗K ∼= K, then W acts on
f!K.

Proof. Base change formulas allow to define the action, for all w ∈ W they provide
an isomorphism w∗f!K → f!w

∗K. Compose this isomorphism with f!φw to obtain
an isomorphism φ̃w : w∗f!K → f!K. The compatibility (9) follows from functoriality
of base change.

3.2 Intersection cohomology

Definition 3.7 (Intersection complex). Let Y →֒ X be a closed embedding and let
j : U →֒ Y be an open embedding. Assume that U is smooth, irreducible and that
U = Y . Let ξ be a local system on U . The intersection complex IC•

Y,ξ is the unique
(up to isomorphism) element K in Db

c (Y ) characterized by

HiK = 0 if i < − dimY,

H− dimYK|U = ξ,

dim
(
SuppHiK

)
< −i if i > − dimY,

dim
(
SuppHiDYK

)
< −i if i > − dimY.

We also denote by IC•
Y,ξ its extension j∗IC•

Y,ξ.

Remark 3.8 (Continuation principle). The intersection complex of ξ can also be
defined as the intermediate extension IC•

Y,ξ = j!∗ξ. Moreover the functor j!∗ is fully
faithful (see Kiehl-Weissauer [KW01, III - Corollary 5.11]).

Remark 3.9. The intersection complex does not depend on the choice of smooth
open subset in Y . When the local system ξ is not specified, it is chosen to be the
constant sheaf κU and IC•

X := IC•
X,κU

. We denote by IC•
X

Notations 3.10. The shifted intersection complexes are

IC•
X,ξ := IC•−dimX

X,ξ and IC•
X := IC•−dimX

X .

Definition 3.11 (Intersection cohomology). Let p : X → SpecK be the structural
morphism and k an integer. The k-th intersection cohomology space of X is

IHk(X, κ) := Hk−dimXp∗IC•
X = Hkp∗IC•

X

and the k-th compactly supported intersection cohomology space of X is

IHk
c (X, κ) := Hk−dimXp!IC•

X = Hkp!IC•
X

For K = C, Saito [Sai86] proved that the intersection cohomology spaces carry
a mixed Hodge structure. Thus there exists on IHk

c (X,Q) an increasing finite
filtration called the weight filtration and denoted by W k

• such that the complexified
quotient C ⊗Q W

k
r /W

k
r−1 carries a pure Hodge structure of weight r. The Hodge

numbers of this structure are denoted hi,j,kc (X) = dim IH i,j,k
c (X,C) and satisfy i +

j = r.
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Definition 3.12. The mixed Hodge structure is encoded in the mixed Hodge poly-
nomial,

IHc (X ; x, y, v) :=
∑

i,j,k

hi,j,kc (X)xiyjvk. (10)

This polynomial has an important specialisation, the Poincaré polynomial

Pc(X ; v) := IHc (X ; 1, 1, v) =
∑

k

dim IHk
c (X, κ)v

k. (11)

In this article "Poincaré polynomial" always refers to "Poincaré polynomial for com-
pactly supported intersection cohomology".

4 Main objects and notations

4.1 Adjoint orbits in gl
n

4.1.1 Notations for adjoint orbits

The goal of this article is to relate some geometric objects to combinatorial data.
The first step is the well-known labelling of adjoint orbits by their Jordan types,
which we recall in order to fix the notations.

For an integer r and for z ∈ K, we denote by Jr(z) ∈ glr the Jordan block of size r
with eigenvalue z so that Jr(z)−z Idr is nilpotent of order r. Let µ = (µ1, µ2, . . . , µs)
be a partition of an integer m and let z ∈ K. Let Jµ(z) be the matrix with eigenvalue
z and Jordan blocks of sizes given by (µj)1≤j≤s,

Jµ(z) :=




Jµ1(z)
Jµ2(z)

. . .

Jµs(z)


 ∈ glm .

Let ν = (ν1, . . . , νl) ∈ Pn be a partition of n, introduce the following notation

Pν := Pν1 × Pν2 × · · · × Pνl.

Consider a diagonal matrix σ,

σ =




σ1 Idν1

σ2 Idν2
. . .

σl Idνl


 , (12)

with σi 6= σj for i 6= j, so that νi is the multiplicity of the eigenvalue σi ∈ K.

Notations 4.1. Consider an element µ =
(
µ1, . . . , µl

)
in Pν , we denote by Oµ,σ the

adjoint orbit of the matrix

Jµ,σ :=




Jµ1(σ1)
Jµ2(σ2)

. . .

Jµl(σl).


 .
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Let us recall a well-known proposition.

Proposition 4.2. The Zariski closure of the adjoint orbit Oµ,σ is

Oµ,σ =
⊔

ρ�µ

Oρ,σ,

the union is over the set of l-tuples ρ =
(
ρ1, . . . , ρl

)
with ρj � µj for 1 ≤ j ≤ l.

The dominance order on partition was recalled in 2.1.

Over Fq, there is a more precise description of adjoint orbits. Denote by F the
Frobenius endomorphism of gln(Fq) raising the coefficients to the power q.

Definition 4.3 (Type of an F -stable adjoint orbit). Let O be an F -stable adjoint
orbit in gln(Fq), i.e., an orbit such that F (O) ⊂ O. Then the set OF of fixed points
in O under the Frobenius is not empty. The characteristic polynomial of O has
its coefficients in Fq so that its eigenvalues, which live in Fq, are permuted by the
Frobenius. The spectrum of O, with multiplicities, reads



(
γ1, . . . , γ

qd1−1

1

)
, . . . ,

(
γ1, . . . , γ

qd1−1

1

)

︸ ︷︷ ︸
m1

, . . . ,
(
γl, . . . , γ

qdl−1

l

)
, . . . ,

(
γl, . . . , γ

qdl−1

l

)

︸ ︷︷ ︸
ml


 ,

where γi ∈ Fq is such that γq
di−1

i 6= γi, γ
qdi
i = γi and γi 6= γj for i 6= j. Then the

orbit O determines partitions ωi ∈ Pmi
giving the size of the Jordan blocks of the

Frobenius orbit of eigenvalues
(
γi, . . . , γ

qdi−1

i

)
. Up to ordering, it defines a sequence

ω = (d1, ω1) . . . (dl, ωl) in Z>0 × P called the type of the adjoint orbit.

4.1.2 Resolutions of Zariski closures of adjoint orbits

In this section we recall the construction of resolutions of closures of adjoint orbits.
The references for this construction are Kraft–Procesi [KP81], Nakajima [Nak98,
Nak01], Crawley-Boevey [CB03a, CB03b] and Shmelkin [Shm09] (see also Letellier
[Let11]).

Using the notations from the previous section, consider an adjoint orbit Oµ,σ.
The matrix σ ∈ gln is diagonal as in (12) and we denote by M its stabilizer in GLn,

M =



GLν1 0
0 GLν2
... 0

. . .


 .

Let µ = (µ1, . . . , µl) ∈ Pν so that µi is a partition of the integer νi. The transposed

of the partition µi is denoted by µi′ =
(
µi
1
′
, µi

2
′
, . . .

)
. Let L be the subgroup of GLn

formed by block diagonal matrices with blocks of size µi
r
′
, it is a subgroup of M with
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the following form

L =




ν1︷ ︸︸ ︷
GLµ1

1
′ 0

0 GLµ1
2
′

... 0
. . .

ν2︷ ︸︸ ︷
GLµ2

1
′ 0

0 GLµ2
2
′

... 0
. . .

. . .




.

Notations 4.4. For a partition ν = (ν1, . . . , νl), define

Sν := Sν1 × · · · ×Sνl and GLν := GLν1 × · · · ×GLνl .

Now for ρ = (ρ1, . . . , ρl) ∈ Pν, we use the following notations,

GLρ := GLρ1 × . . .GLρl =
∏

r,s

GLρrs

and
Sρ := Sρ1 × . . .Sρl =

∏

r,s

Sρrs .

Then the previously introduced Levi subgroups satisfy M ∼= GLν and L ∼= GLµ′.

Denote by P the parabolic subgroup of blocks upper triangular matrices having
L as a Levi factor, then P = LUP with

UP =




ν1︷ ︸︸ ︷
Idµ1

1
′ ∗

0 Idµ1
2
′

... 0
. . .

*

ν2︷ ︸︸ ︷
Idµ2

1
′ ∗

0 Idµ2
2
′

... 0
. . .

. . .




,

and the Lie algebra counterpart of this Levi decomposition is p = l⊕ uP .

Proposition 4.5 (Resolutions of Zariski closures of conjugacy classes). Consider

ỸL,P,σ :=
{
(X, gP ) ∈ gln ×GLn /P

∣∣g−1Xg ∈ σ + uP
}
.

The image of the projection to the first factor ỸL,P,σ → gln is the Zariski closure of
the adjoint orbit Oµ,σ. Moreover the following map is a resolution of singularities

pσ : ỸL,P,σ → Oµ,σ

(X, gP ) 7→ X
.
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Remark 4.6. If M (which is defined as the stabilizer of σ in GLn) is exactly L
then the adjoint orbit Oµ,σ is semisimple. Semisimple orbits in gln are closed and
smooth, for such orbits, pσ is an isomorphism.

Remark 4.7. The decomposition theorem and Springer theory (or more generally
Lusztig’s parabolic induction [Lus84, Lus85, Lus86]) provide more information about
the previous resolution of singularities in terms of Weyl group representations. For
G a reductive group and for T a maximal torus in G the Weyl group is denoted by

WG := NG(T )/T.

The Weyl group of M is WM
∼=
∏

i Sνi and let Vρ be the representation
⊗

i Vρi of
WM . The Weyl group of L is WL

∼=
∏

i,j Sµi
j
′ and let ǫ be its sign representation.

Lusztig’s parabolic induction provides the following decomposition

H
•+dµ
c

(
ỸL,P,σ; κ

)
=
⊕

ρ�µ

HomWM

(
IndWM

WL
ǫ, Vρ

)
⊗H

•+dρ
c

(
Oρ,σ; κ

)
,

with dµ the dimension of Oµ,σ. Letellier [Let11] constructed an action of the relative
Weyl group

WM(L) = NM(L)/L

on the spaces HomWM

(
IndWM

WL
ǫ, Vρ

)
.

4.2 The varieties QOµ,σ
and their resolutions

The varieties we are interested in are additive analogues of the character varieties
classifying representations of the fundamental group of a compact Riemann surface
with k punctures. They were studied by Crawley-Boevey [CB03b, CB06] in the case
g = 0, by Hausel, Letellier and Rodriguez-Villegas [HLRV11] for semisimple adjoint
orbits and by Letellier [Let11] in general.

For each puncture an adjoint orbit Oµj ,σj ⊂ gln is fixed. A bold symbol is used
to represent k-tuple:

µ :=
(
µ1, . . . , µk

)
,

σ :=
(
σ1, . . . , σk

)
,

Oµ,σ :=
(
Oµ1,σ1 , . . . ,Oµk,σk

)
.

(13)

Definition 4.8 (Comet-shaped quiver varieties). Consider the variety

VOµ,σ
:=
{
(A1, B1, . . . , Ag, Bg, X1, . . . , Xk) ∈ gl2gn ×Oµ1,σ1 × · · · × Oµk,σk

∣∣∣
g∑

i=1

[Ai, Bi] +
k∑

j=1

Xj = 0

}
.

This is an affine variety acted upon by GLn by coordinate-wise adjoint action. The
center of GLn acts trivialy so that the action factors through a PGLn-action. The
main focus of the article is the following GIT quotient,

QOµ,σ
:= VOµ,σ

//
PGLn = Spec

(
K
[
VOµ,σ

]GLn
)
. (14)

We call the varieties QOµ,σ
the comet-shaped quiver varieties because of their inter-

pretation as Nakajima’s quiver varieties that we will recall in Section 5.
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Definition 4.9 (Generic adjoint orbits). Denote by ∆(σj) the multiset of eigenvalues
of σj repeated according to multiplicities, σj

r appears exactly νjr times in the multiset
∆(σj). The k-tuple of adjoint orbits Oµ,σ is generic if and only if it satisfies the
two following conditions:

1.
k∑

j=1

∑

α∈∆(σj )

α = 0,

2. for any r ≤ n− 1 and for all (R1, . . . , Rk) with Rj ⊂ ∆(σj) of size r

k∑

j=1

∑

α∈Rj

α 6= 0.

.

Definition 4.10 (Generic conjugacy classes). If all the eigenvalues in σ are non-
zero, then the adjoint orbits are also conjugacy classes in GLn. They are denoted

by Cµ,σ =
(
Cµ1,σ1 , . . . , Cµk,σk

)
instead of Oµ,σ. A k-tuple of conjugacy classes Cµ,σ

is generic if it satisfies the two following conditions:

1.
k∏

j=1

∏

α∈∆(σj )

α = 1,

2. for any r ≤ n− 1, for all (R1, . . . , Rk) with Rj ⊂ ∆(σj) of size r

k∏

j=1

∏

α∈Rj

α 6= 1.

.

Proposition 4.11 ([Let11] Proposition 5.2.4, Corollary 5.2.5). Let VOµ,σ := VOµ,σ
∩

gl2gn ×Oµ1,σ1 × · · · × Oµk ,σk , and let QOµ,σ be the image of VOµ,σ in QOµ,σ
. Assume

that Oµ,σ is generic, then

QOµ,σ
=
⊔

ρ�µ

QOρ,σ

is a stratification of QOµ,σ
with smooth strata. Moreover, if it is non-empty,

dimQOµ,σ
= dµ = n2(2g − 2) + 2 +

k∑

j=1

dimOµj ,σj .

As before, σj is a diagonal matrix with stabilizer M j := ZGLn(σ
j) such that with

Notations 4.4,
M j ∼= GLνj

for some partition νj ∈ Pn given by the multiplicities of the eigenvalues of σj . The
Jordan type of the eigenvalue σj

i in the adjoint orbit Oµj ,σj is µj,i ∈ Pνji
. Denote by

19



µj,i′ =
(
µj,i
1

′
, µj,i

2

′
, . . .

)
the transposed partition. Let Lj ⊂ M j be the subgroup of

block diagonal matrices as in 4.1.2,

Lj ∼= GL
µj,1
1

′ ×GL
µj,1
2

′ × . . .
︸ ︷︷ ︸

⊂GL
ν
j
1

× · · · ×GL
µ
j,lj
1

′ ×GL
µ
j,lj
2

′ × . . .
︸ ︷︷ ︸

⊂GL
ν
j
lj

.

Let ỸLj ,P j ,σj be a resolution of Oµj ,σj as constructed in 4.1.2. Let L :=
∏k

j=1L
j and

let P :=
∏k

j=1 P
j, then define

ỸL,P ,σ :=
∏

1≤j≤k

ỸLj ,P j ,σj .

Letellier [Let11] constructed resolutions of singularities of QOµ,σ

Definition 4.12 (Resolutions of QO
µj ,σj

). Define

Q̃L,P ,σ :=
{
(Ai, Bi)1≤i≤g, (Xj, gjP

j)1≤j≤k ∈ gl2gn ×ỸL,P ,σ

∣∣∣∣∣

g∑

i=1

[Ai, Bi] +

k∑

j=1

Xj = 0

}
//PGLn . (15)

The action of PGLn on gjP
j is by left multiplication. The maps pσ

j
: ỸLj ,P j ,σj →

Oµj ,σj induce a map

pσ : Q̃L,P ,σ → QOµ,σ
,

this morphism is a resolution of singularities.

Remark 4.13. Similarly to Remark 4.6, if Lj =M j for 1 ≤ j ≤ k, then the adjoint
orbit Oµ,σ are semisimple and pσ is an isomorphism.

Remark 4.14. Similarly to Remark 4.7,

H•+dµ
c

(
Q̃L,P ,σ,Ql

)
=
⊕

ρ�µ

Vµ,ρ ⊗ IH•+dρ
c

(
QOρ,σ

,Ql

)
,

with Vµ,ρ :=
⊗k

j=1HomW
Mj

(
Ind

W
Mj

W
Lj
ǫ, Vρj

)
. Therefore, as in Remark 4.7, Letellier

constructed an action of the relative Weyl group WM (L) =
∏k

j=1WMj(Lj) on the

cohomology of the resolution Q̃L,P ,σ, we call this action the Springer action.

Definition 4.15. Similar constructions exist in the multiplicative case (see Letellier
[Let13]). If all the eigenvalues in σ are non-zero, then the adjoint orbits are actually
conjugacy classes in GLn, they are denoted with a C instead of an O. For a generic
k-tuple of conjugacy classes Cµ,σ, the character variety is defined by

MCµ,σ
:=
{
(A1, B1, . . . , Ag, Bg, X1, . . . , Xk) ∈ GL2g

n ×Cµ1,σ1 × · · · × Cµk,σk

∣∣∣
A1B1A

−1
1 B−1

1 . . . AgBgA
−1
g B−1

g X1 . . .Xk = Id
}
//PGLn .
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It admits a resolution of singularities

M̃L,P ,σ :=
{
(Ai, Bi)1≤i≤g, (Xj, gjP

j)1≤j≤k ∈ GL2g
n ×ỸL,P ,σ

∣∣A1B1A
−1
1 B−1

1 . . . AgBgA
−1
g B−1

g X1 . . . Xk = Id
}
//PGLn,

and the cohomology of the resolution admits the following decomposition

H•+dµ
c

(
M̃L,P ,σ,Ql

)
=
⊕

ρ�µ

Vµ,ρ ⊗ IH•+dρ
c

(
MCρ,σ

,Ql

)
. (16)

4.3 Intersection cohomology of the varieties QOµ,σ

Definition 4.16 (Hausel-Letellier-Villegas kernel). Let k ∈ Z>0 and let g ∈ Z≥0,
the k-points, genus g Cauchy function is defined by

Ωg
k(z, w) :=

∑

λ∈P

Hλ(z, w)

k∏

i=1

H̃λ

[
Xi, z

2, w2
]
s|λ|, (17)

with

Hλ(z, w) :=
∏ (

z2a+1 − w2l+1
)2g

(z2a+2 − w2l) (z2a − w2l+2)
. (18)

The degree n Hausel–Letellier–Villegas kernel is defined by

HHLV
n (z, w) := (z2 − 1)(1− w2) LogΩg

k(z, w)
∣∣
sn
.

This kernel was introduced to describe the cohomology of character varieties
for genus g Riemann surfaces with k punctures. It also describes the cohomology
of the varieties QOµ,σ

. Consider a generic k-tuple of adjoint orbits Oµ,σ , with

µ = (µ1, . . . , µk) and µj =
(
µj,1, . . . , µj,lj

)
. The transposed of the partition µj,i ∈ Pνji

is denoted by µj,i′ and we define the following symmetric function

sµ′ :=

k∏

j=1

lj∏

i=1

sµj,i′[Xj ]. (19)

Theorem 4.17. Let Oµ,σ be a generic k-tuple of adjoint orbits. The Poincaré
polynomial for compactly supported intersection cohomology of QOµ,σ

is

Pc

(
QOµ,σ

, v
)
= vdµ

〈
sµ′,HHLV

n (0, v)
〉
.

Proof. For semisimple adjoint orbits, the variety is smooth, intersection cohomology
coincides with usual cohomology and the theorem is proved by Hausel, Letellier and
Rodriguez-Villegas [HLRV11]. The general case is proved by Letellier [Let11].

Hausel–Letellier–Rodriguez-Villegas [HLRV11] proposed a conjecture for the mixed
Hodge polynomial of character varieties with semisimple monodromies. It was gen-
eralized by Letellier [Let13] to monodromies with any Jordan type.

Conjecture 4.18 (Letellier [Let13], Conjecture 1.5). Let Cµ,σ be a generic k-tuple of
conjugacy classes, the mixed Hodge polynomial (see Definition 3.12) of the character
variety MCµ,σ

is

IHc(MCµ,σ
; q, v) = (v

√
q)dµ

〈
sµ′,HHLV

n

(−1√
q
, v
√
q

)〉

with q = xy.
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5 Construction in terms of Nakajima’s quiver vari-

eties

In order to study monodromic Weyl group action on the cohomology of the varieties
QOµ,σ

and Q̃L,P ,σ, they need to be put in a family for varying eigenvalues σ. One
way to do that is to construct them as Nakajima’s quiver varieties [Nak94]. The
family obtained is a fibration by the moment map. In this section we recall the
construction of QOµ,σ

as a comet-shaped quiver variety. In genus zero the construc-
tion is due to Crawley-Boevey [CB03b], for any genus it is due to Hausel, Letellier,
Rodriguez-Villegas [HLRV11] and Letellier [Let11].

5.1 Generalities about Nakajima’s quiver varieties

In this section we recall the construction of Nakajima’s quiver varieties [Nak94] in
order to fix the notations. Consider a quiver Γ with a set of vertices Ω0 and a set
of edges Ω1. We denote by t(γ) the tail and by h(γ) the head of an edge γ ∈ Ω1. A
dimension vector for Γ is an element v ∈ ZΩ0

≥0. The space of quiver representations
with dimension vector v is identified with a space of matrices,

Rep (Γ, v) :=
⊕

γ∈Ω1

MatK(vh(γ), vt(γ)).

Its cotangent bundle T ∗Rep (Γ, v) can be identified with the space of representations

of an extended quiver Γ̃. This extended quiver has the same set of vertices as Γ. It
is obtained by adding an inverse γ to each edge γ ∈ Ω1:

t(γ)• •h(γ).
γ

γ

We denote by Ω1 the set of such inverted edges, then the set of edges of Γ̃ is Ω̃ :=

Ω1 ⊔ Ω1. We have T ∗Rep (Γ, v) ∼= Rep
(
Γ̃, v
)
.

For a dimension vector v ∈ ZΩ0
≥0 consider the reductive group GLv :=

∏
i∈Ω0

GLvi .

This group acts on Rep
(
Γ̃, v
)

by

(gvi)i∈Ω0
.(φγ)γ∈Ω̃ :=

(
gh(γ)xγg

−1
t(γ)

)
.

The diagonal embedding of the multiplicative group K∗ in GLv acts trivially so that
the action goes down to an action of the group Gv := GLv /K

∗. The Lie algebra of
GLv is

glv :=
⊕

i∈Ω0

glvi,

and the Lie algebra of Gv is

gv =

{
(xj)j∈Ω0 ∈ glv

∣∣∣∣∣
∑

j∈Ω0

trxj = 0

}
.
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The center of this Lie algebra is given by

Z(gv) =

{
(ξj Idvj )j∈Ω0

∣∣∣∣∣(ξj)j∈Ω0 ∈ KΩ0 with
∑

j∈Ω0

vjξj = 0

}
.

Consider an element θ ∈ ZΩ0 such that
∑

i∈Ω0
θivi = 0. Such an element is called a

stability parameter, it defines a character χθ of the group Gv by

χθ ((gj)j∈Ω0) =
∏

j∈Ω0

det(gj)
−θj . (20)

We denote by Rep
(
Γ̃, v
)θ-ss

and by Rep
(
Γ̃, v
)θ-s

, the θ-semistable, respectively the

θ-stable locus, in the sense of GIT, for the linearization χθ. Consider the moment
map

µ : Rep(Γ̃, v) → gv
(φγ)γ∈Ω̃ 7→

∑
γ∈Ω̃ ǫ(γ)φγφγ

where ǫ(γ) = 1 for γ ∈ Ω1 and ǫ(γ) = −1 for γ ∈ Ω1.

Definition 5.1 (Nakajima’s quiver variety). Let ξ be an element in Z(gv), the center
of the Lie algebra of Gv. The Nakajima’s quiver variety Mθ

v(ξ) is defined as the GIT
quotient

Mθ
v(ξ) := µ−1(ξ) ∩ Rep

(
Γ̃, v
)θ-ss

//Gv .

We also need another kind of quiver varieties, the Nakajima’s framed quiver
varieties. Fix a second dimension vector w ∈ NΩ0 and define

Rep (v, w) :=
⊕

j∈Ω0

MatK(vi, wi),

Rep (w, v) :=
⊕

j∈Ω0

MatK(wi, vi).

An element g ∈ GLv acts on a = (aj)j∈Ω0 ∈ Rep (v, w) by

g.a := (ajg
−1
j )j∈Ω0

and it acts on b = (bj)j∈Ω0 ∈ Rep (v, w) by

g.b := (gjbj)j∈Ω0.

Introduce the space of framed quiver representations

Rep
(
Γ̃, v, w

)
:= Rep (v, w)⊕ Rep (w, v)⊕ Rep

(
Γ̃, v
)
.

In this context the moment map is

µ′ : Rep(Γ̃, v, w) → glv
(a, b, φ) 7→ (µ(φ)j − bjaj)j∈Ω0

.

For θ ∈ ZΩ0 , consider the linearization

χθ : GLv → K∗

(gi)i∈Ω0 7→
∏

i∈Ω0
det(gi)

−θi .

Definition 5.2 (Nakajima’s framed quiver varieties). For ξ in the center of glv and
for θ ∈ ZΩ0, the Nakajima’s framed quiver variety Mθ

v,w(ξ) is defined as a GIT
quotient with respect to the linearization χθ,

Mθ
v,w(ξ) := µ′−1

(ξ) ∩ Rep
(
Γ̃, v, w

)θ-ss
//GLv .
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5.2 Resolutions of Zariski closures of adjoint orbits as Naka-

jima’s framed quiver varieties

In this section we recall the construction of resolutions of closures of adjoint orbits as
Nakajima’s framed quiver varieties. Those results come from Kraft-Procesi [KP81],
Nakajima [Nak98, Nak01], Crawley-Boevey [CB03a, CB03b], Shmelkin [Shm09] and
Letellier [Let11]. In this subsection and in 5.3, we fix the base field K = C.

Let Oµ,σ be an adjoint orbit with semisimple part σ and Jordan type µ ∈ Pν as

in 4.1.1. Consider the resolution ỸL,P,σ → Oµ,σ as in 4.5. There is a Nakajima’s

framed quiver variety realizing this resolution. Let d :=
∑l

i=1 µ
i
1 and recall that

L ∼=
l∏

i=1

µi
1∏

r=1

GLµi
r
′ .

The indices
(
µi
r
′)

1≤i≤l
1≤r≤µi

1

are relabelled (cs)1≤s≤d so that

L ∼=
d∏

s=1

GLcs .

Introduce the parameter ζ = (ζs)1≤s≤d such that ζs = σi if cs corresponds to µi
r
′
for

some r. Consider the quiver ΓOµ,σ of type Ad−1 with summit indexed by integers
between 1 and d − 1 and arrows going in the decreasing direction. Introduce the
dimension vector vOµ,σ := (v1, ..., vd−1) with

v1 := n− c1, vi := vi−1 − ci for i > 1.

and w := (n, 0, . . . , 0). Define the parameter ξOµ,σ = (ξ1, ..., ξd−1) by ξi = ζi − ζi+1

so that

ξi :=

{
σk − σk+1 if i = µ1

1 + · · ·+ µk
1

0 otherwise
.

The parameter ξOµ,σ will be identified with the element (ξj Idvj )1≤j≤d−1.
We summarize everything in the following diagram showing the quiver, the di-

mension vector, the parameter ζ and the parameter ξ.

•1 •2 · · · •µ1
1+···+µk

1 · · · •d−1

n− c1 n− c1 − c2 · · · n− ν1 − · · · − νk · · · cr

σ1 σ1 · · · σk · · · σr

0 0 · · · σk − σk+1 · · · 0

Remark 5.3. When writing the dimension vector under the quiver, we used the fact
that |µi| = νi.
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Consider a second dimension vector w = (n, 0, . . . , 0) and an extended represen-

tation (a, b, φ) ∈ Rep
(
Γ̃Oµ,σ , vOµ,σ , w

)
. As wi = 0 unless i = 1, the component a is

just a linear map a : V1 → W1 and b : W1 → V1 with W1 = Cn. For 1 ≤ i ≤ d− 2,
denote by φi+1,i the linear map associated to the edge from i+ 1 to i and by φi,i+1

the map associated to the reverse edge from i to i+1. Such a representation belongs
to µ′−1(ξOµ,σ) if and only if





φ2,1φ1,2 − ba = (ζ1 − ζ2) Idv1

φi+1,iφi,i+1 − φi−1,iφi,i−1 = (ζi − ζi+1) Idvi for 2 ≤ i ≤ d− 2
−φd−1,d−2φd−1,d−2 = (ζd−1 − ζd) Idvd−1

. (21)

Those equations are called the preprojective relations.

Example 5.4. The adjoint orbit of the matrix




σ1 1 0 0 0 0
0 σ1 1 0 0 0
0 0 σ1 0 0 0
0 0 0 σ1 0 0
0 0 0 0 σ2 0
0 0 0 0 0 σ2




has Jordan type µ = ((3, 1), (1, 1)) ∈ P4 ×P2 and we obtain

W1

V1 V2 V3

vOµ,σ : 4 3 2

ζ : σ1 σ1 σ1

ξOµ,σ : 0 0 σ1 − σ2.

b a

φ1,2

φ2,1

φ2,3

φ3,2

Theorem 5.5. First consider the Nakajima’s framed quiver variety M0
vO,w(ξOµ,σ)

obtained from the previous data and stability parameter θ = 0. The following map
is well-defined and is an isomorphism

Ψ0 : M0
vOµ,σ ,w

(
ξOµ,σ

)
→ Oµ,σ

(a, b, φ) 7→ ab− σ1 Idn

.

Now take a stability parameter θ ∈ Zd−1
>0 , the following map is an isomorphism

Ψθ : Mθ
vOµ,σ ,w

(
ξOµ,σ

)
→ ỸL,P,σ

(a, b, φ) 7→ (ab+ σ1 Idn, fa,b,φ)
,
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where fa,b,φ is the flag 0 ⊂ Ed−1 ⊂ · · · ⊂ E1 ⊂ Cn defined by

E1 := Im(a),
Ei := Im(a ◦ φ2,1 ◦ φ3,2 ◦ · · · ◦ φi,i−1) for 2 ≤ i ≤ d− 1.

Moreover, the following diagram commutes

Mθ
vOµ,σ ,w

(
ξOµ,σ

)
ỸL,P,σ

M0
vOµ,σ ,w

(
ξOµ,σ

)
Oµ,σ,

Ψθ

π pσ

Ψ0

where pσ is the resolution of Oµ,σ from Proposition 4.5 and π is the natural map
from GIT theory.

5.3 Comet-shaped quiver varieties

As in the previous subsection, we fix the base field K = C. Let Oµ,σ =
(
Oµ1,σ1 , . . . ,Oµk,σk

)

be a generic k-tuple of adjoint orbits in gln. We recall Crawley-Boevey’s result re-
lating the variety QOµ,σ

to a quiver variety. The idea is to glue together k quivers of
type A corresponding to each adjoint orbit Oµj ,σj to a central vertex 0 and to add
g loops to this central vertex. We obtain the following comet-shaped quiver ΓOµ,σ ,

•[1,1] •[1,2] · · · •[1,d1−1]

•[2,1] •[2,2] · · · •[2,d2−1]

. . . •0 . . .

•[k,1] •[k,2] · · · •[k,dk−1].

The j-th leg is a quiver of type A with vertices labelled from [j, 1] to [j, dj − 1].
The dimension vector vOµ,σ is defined such that its coordinate at the central vertex
is n and its coordinates on the j-th leg coincide with the dimension vector vO

µj ,σj

described in the previous section. Similarly, the parameter ξOµ,σ is defined such that
its coordinates on the j-th leg coincide with the parameter ξO

µj,σj
. The component

at the central vertex ξOµ,σ,0 is defined such that vOµ,σ .ξOµ,σ = 0 hence

nξOµ,σ ,0 = −
k∑

j=1

dj−1∑

i=1

vOµ,σ,[j,i]ξOµ,σ ,[j,i].

Consider a representation of the extended quiver φ ∈ Rep
(
Γ̃Oµ,σ , vOµ,σ

)
.

• Denote by φ[j,i] the linear map associated to the arrow with tail [j, i] and φ[j,i]

the linear map associated to the reversed arrow with head [j, i].

26



• For 1 ≤ i ≤ g the map associated to the i-th loop is denoted φi and the one
associated to the reverse loop is denoted φi.

As usual µ is the moment map and ξOµ,σ is identified with an element in the center
of the Lie algebra gvOµ,σ

and we let

Xj := φ[j,1]φ[j,1] − ζ[j,1].

If φ belongs to µ−1(ξOµ,σ) then Xj ∈ Oµj ,σj . Indeed it follows from the previous
description of closures of adjoint orbits as framed quiver varieties and the identifica-
tion, for each leg, of the vector space at the central vertex with the framing vector
space W1 from the previous section.

Now if Ai is the linear map associated to the i-th loop of the quiver and Bi the
map associated to the reversed loop, the preprojective relation at the central vertex
is exactly the equation defining VOµ,σ

. Then the following map is well-defined

ΨOµ,σ : µ−1(ξOµ,σ) → VOµ,σ

φ 7→ (A1, B1, . . . , Ag, Bg, X1, . . . , Xk)
.

Theorem 5.6. In the following diagram where the vertical arrows are quotient maps,
the application ΨOµ,σ goes down to the quotient to an isomorphism ΦOµ,σ ,

µ−1(ξOµ,σ) VOµ,σ

M0
vOµ,σ

(ξOµ,σ) QOµ,σ
.

ΨOµ,σ

ΦOµ,σ

Proof. It is proved by Crawley-Boevey [CB01, CB03b], see also Letellier [Let11,
Proposition 5.2.2] for any genus.

The resolution Q̃L,P ,σ of QOµ,σ
, as introduced in 4.12, is also interpreted as a

Nakajima’s quiver variety for the quiver ΓOµ,σ .

Theorem 5.7. Consider a stability parameter θ associated to the quiver QOµ,σ
such

that θ[j,i] > 0 for each vertex [j, i]. There is an isomorphism ΦOµ,σ,θ : Mθ
vOµ,σ

(ξOµ,σ) →
Q̃L,P ,σ and the following diagram commutes,

Mθ
vOµ,σ

(ξOµ,σ) Q̃L,P ,σ

M0
vOµ,σ

(ξOµ,σ) QOµ,σ
,

ΦOµ,σ ,θ

π pσ

ΦOµ,σ

where π is the natural projection from GIT theory.

Proof. The map ΦOµ,σ,θ is constructed by Letellier [Let11, Section 5.3]. This map is
induced by the map Ψθ of Theorem 5.5. Contrarily to Letellier’s article, we do not
consider partial resolutions so that our parameter θ only has non-zero components.
Therefore the dimension vector for the quiver variety Mθ

vOµ,σ
(ξOµ,σ) describing the

resolution Q̃L,P ,σ is the same as the dimension vector of the quiver variety describing
QOµ,σ

.
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The quiver variety point of view gives a criteria for non-emptiness. The question
of emptiness of QOµ,σ

(and its analogous character variety) is known as the Deligne-
Simpson problem. See Kostov [Kos04] for a survey about this problem. Crawley-
Boevey gave a solution to the problem in the generic case in terms of roots of quivers
[CB03b], see also Letellier [Let11, Section 5.2]. Those results are summarized in the
following theorem.

Theorem 5.8. Let Oµ,σ be a generic k-tuple of adjoint orbits. The variety QOµ,σ
is

non-empty if and only QOµ,σ is not empty. This happens if and only if the dimension
vector vOµ,σ is a root of the quiver ΓOµ,σ . This is always the case for g > 0.

5.4 Family of comet-shaped quiver varieties

Now the field K is again either C or Fq. When the eigenvalues σ are varying, the

varieties Q̃L,P ,σ fit in a family. First we describe explicitly this family, then we give
an interpretation in terms of Nakajima’s quiver varieties and moment map.

Notations 5.9. From now on the pair L,P is fixed. For short, let

Z(l) := Z(l1)× · · · × Z(lk).

Denote by B the subset of elements σ ∈ Z(l) such that the k-tuple of adjoint orbits
Oµ,σ is generic. Note that the genericity condition depends only the semisimple part
σ and not on the type µ. Then B is either empty or Zariski open in the hyperplane
of Z(l) defined by the vanishing of the sum of the traces.

Definition 5.10 (Family of varieties Q̃L,P ,σ). Define

ṼL,P :=
{(

σ, (Ai, Bi)1≤i≤g, (Xj, gjP
j)1≤j≤k

) ∣∣
σ ∈ B, and (Ai, Bi)1≤i≤g, (Xj, gjP

j)1≤j≤k ∈ VL,P,σ

}
,

Q̃L,P := ṼL,P //GLn .

Denote by η the natural map η : Q̃L,P → B. The varieties Q̃L,P ,σ = η−1(σ) fit in a

family Q̃L,P over B.

The choice of L determines a unique quiver ΓOµ,σ and a unique dimension vector
vOµ,σ independent of the choice of σ. Assume that the dimension vector is indivisible
so that B is not empty. Then we can make the following assumption:

Assumption 5.11 (Genericity of the stability parameter θ). The stability parameter
θ is generic, i.e., it is a stability parameter for the quiver ΓOµ,σ with dimension vector
vOµ,σ such that θ.vOµ,σ = 0 and θ.v 6= 0 for a smaller dimension vector v.

The construction of Theorem 5.7 extends to this family. It provides the following
commutative diagram (the left vertical arrows is induced by the moment map µ)

µ−1(zgenvOµ,σ
)θ-ss//GvOµ,σ

Q̃L,P

zgenvOµ,σ
B,

Φ

η (22)
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where θ is a fixed generic stability parameter and zgenvOµ,σ
is the subset of the center

of the Lie algebra gvOµ,σ
corresponding to the subset B under the correspondence

between the parameters ξOµ,σ and the eigenvalues σ. Note that the correspondence
between parameters of the quiver variety ξOµ,σ ∈ Z(gvOµ,σ

) and Z(l) is not bijective,
only difference of successive eigenvalues appear in the construction of the quiver
variety. Thus the previous diagram relies on a choice of k − 1 eigenvalues. To
σ ∈ Z(l) associate the element (ξOµ,σ , σ

1
1 , . . . , σ

k−1
1 ) in Z(gvOµ,σ

)×Kk−1 this defines
a bijective map

h : Z(l)
∼−→ zvOµ,σ

×Kk−1. (23)

Note that for a given parameter ξOµ,σ the genericity conditions is independant of
the choice of the k − 1 eigenvalues, namely h−1(ξOµ,σ , σ

1
1, . . . , σ

k−1
1 ) is generic if and

only if h−1(ξOµ,σ , 0, . . . , 0) is generic. Therefore Diagram (22) can be modified in
order to account for various choices of eigenvalues, then the horizontal arrows are
isomorphisms and

Kk−1 × µ−1(zgenvOµ,σ
)θ-ss//GvOµ,σ

Q̃L,P

Kk−1 × zgenvOµ,σ
B.

Φ

Id×µ η (24)

Theorem 5.12. If K = C, or if K = Fq and the characteristic is large enough, the
cohomology sheaves Hiη!κ are constant sheaves.

Proof. When K = C this follows from the quiver variety point of view of Diagram
(24), it is a well-known fact used by Nakajima [Nak94] to construct a Weyl group
action on the cohomology of quiver varieties (see also [Bal20]). To prove the result
for K = Fq we can change characteristic as in [HLRV13, proof of Theorem 2.3]. This
implies the result in large enough characteristic.

6 Monodromic Weyl group action

The goal of this section is to construct and study the monodromic Weyl group action
on the cohomology of the quiver varieties Q̃L,P ,σ. We use technics from Nakajima
[Nak94], Lusztig (see Letellier [Let05, Proof of proposition 5.5.3]), Mellit [Mel19,
Section 8] and Hausel–Letellier–Rodriguez-Villegas [HLRV13]. The construction
relies essentially on Theorem 5.12.

6.1 Family of resolutions of closures of adjoint orbits

In this section we study a family formed by the varieties ỸL,P,σ when σ is varying. It
will be usefull in the next section to study a family of comet-shaped quiver varieties
and to obtain some dimension estimates to prove Lemma 6.8.

Let P be a parabolic subgroup of GLn and let L be a Levi factor of P , then L is
isomorphic to a group of block diagonal matrices GLc1 × · · ·×GLcr . The Lie algebra
of L and of UP are denoted by l respectivly by uP . At the level of the Lie algebras
the Levi decomposition reads p = l⊕ uP . The center of this Lie algebra l is denoted
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by Z(l) and its regular locus is

Z(l)reg = {x ∈ Z(l) |ZG(x) = L} .

Define
Ỹ

reg
L,P =

{
(x, gL) ∈ gln×GLn /L

∣∣g−1xg ∈ Z(l)reg
}
.

Consider the projection on the first factor preg : Ỹreg
L,P → gln, denote by Y

reg
L,P its

image. This image consists of semisimple elements with r distinct eigenvalues with
multiplicities c1, . . . , cr. Consider the relative Weyl group WGLn(L) = NGLn(L)/L,
and for each w ∈ WGLn(L) chose a representative ẇ ∈ NGLn(L). This relative Weyl
group acts on Z(l) by

w.σ := ẇσẇ−1.

Consider the fiber product

Z(l)reg Y
reg
L,P ×Z(l)reg/WGLn(L)

Z(l)reg

Z(l)reg/WGLn(L) Y
reg
L,P ,χ

with χ the characteristic polynomial. Note that the following map is an isomorphism

Ỹ
reg
L,P → Y

reg
L,P ×Z(l)reg/WGLn (L)

Z(l)reg

(x, gL) 7→ (x, g−1xg).
(25)

Therefore the WGLn(L)-action on Z(l)reg induces an action on Ỹ
reg
L,P . It is given

explicitly by
w.(x, gL) = (x, gẇ−1L).

Then the morphism

Ỹ
reg
L,P

preg−−→ Y
reg
L,P

is a Galois cover with group WGLn(L). This relative Weyl group acts on the push
forward of the constant sheaf preg∗ κ. Define

ỸL,P =
{
(x, gP ) ∈ gln ×GLn /P

∣∣g−1xg ∈ Z(l)⊕ uP
}
.

Remark 6.1. An element gP ∈ GLn /P is identified with a partial flag

0 = Er ⊂ Er−1 ⊂ · · · ⊂ E1 ⊂ Kn

such that dimEi−1/Ei = ci for all 1 ≤ i ≤ r. Indeed GLn acts transitively on such
flags and the stabilizer of any of them is isomorphic to P . Then a point (x, gP ) in

ỸL,P consists of an endomorphism x ∈ gln and a partial flag gP preserved by x such
that x acts as a scalar on Ei−1/Ei for all 1 ≤ i ≤ r.

Denote by YL,P the image of the projection to the first factor p : ỸL,P → gln.
Note that the map p is proper. The following theorem is a particular case of [Lus84,
Lemma 4.3 and Proposition 4.5]. It can be seen as a generalization of Borho–
MacPherson [BM83] approach to Springer theory.
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Theorem 6.2. The subvariety Y
reg
L,P is open, smooth and dense in YL,P . The fol-

lowing square is cartesian

Ỹ
reg
L,P ỸL,P

Y
reg
L,P YL,P ,

i

preg p (26)

with i the map (x, gL) → (x, gP ). Moreover p!κ = IC•
YL,P , preg! κ so that WGLn(L) acts

on p!κ.

Remark 6.3. The morphism preg is a Galois cover and i is an open embedding so
that the dimension can be easily computed

dimYL,P = dim ỸL,P = dim Ỹ
reg
L,P = dimGLn − dimL+ dimZ(L). (27)

Let us describe the relation with the resolutions of closures of adjoint orbits
introduced in 4.5. Let σ ∈ Z(l) and let M := ZGLn(σ) be the stabilizer of σ in GLn.
The notations from 4.1.2 are used so that M ∼= GLν for ν a partition of n. Moreover
L ⊂ M and the integers (c1, c2, . . . , cr) are relabelled (µ1

1
′
, µ1

2
′
, . . . ) so that µi′ is a

partition of νi. The inclusion L ⊂M comes from the inclusions

GLµi
1
′ × · · · ×GLµi

li

′ ⊂ GLνi .

The resolution of the closure of Oµ,σ fits in the following diagram

ỸL,P ỸL,P,σ

YL,P Oµ,σ =
⊔

ρ�µOρ,σ

p pσ (28)

The decomposition Oµ,σ =
⊔

ρ�µOρ,σ actualy comes from a decomposition of YL,P .

Define
Y

M,ρ

L,P :=
⊔

σ′∈Z(m)reg

Oρ,σ′ .

This decomposition is similar to the one introduced by Shoji [Sho88].

Proposition 6.4. The variety Y
M,ρ

L,P is smooth of dimension

dimY
M,ρ

L,P = dimOρ,σ + dimZ(m).

The variety YL,P admits the following decomposition

YL,P =
⊔

M

⊔

ρ�µ

Y
M,ρ

L,P .

The first union is over the set of stabilizers of elements σ ∈ Z(l). In the second
union, µ depends on M as previously described. The unique part indexed by M = L
is Y

reg
L,P .
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Proof. Denote by Zρ the stabilizer in GLn of the element Jρ,σ in Oρ,σ (see Notations
4.1). There is a finite cover

Z(m)reg ×GLn /Zρ → Y
M,ρ

L,P(
σ′, gZρ

)
7→ gJρ,σ′g−1,

hence Y
M,ρ

L,P is smooth and

dimY
M,ρ

L,P = dimOρ,σ + dimZ(m).

6.2 Decomposition of the family QL,P

In this section we study a family related to the family Q̃L,P introduced briefly in
5.4. We compute some dimensions which will be useful to prove Lemma 6.8.

Notations 6.5. First we recall the notations from 6.1 in this context. For 1 ≤ j ≤ k,

ỸLj ,P j :=
{
(X, gjP

j) ∈ gln ×GLn /P
j
∣∣g−1

j Xgj ∈ Z(lj)⊕ uP j

}

and define
ỸL,P := ỸL1,P 1 × · · · × ỸLk,P k .

Then YL,P is the image in glkn of the map p forgetting the partial flags gjP
j,

p : ỸL,P → glkn
(Xj, gjP

j)1≤j≤k 7→ (Xj)1≤j≤k.

Similarly VL,P , respectively QL,P , is obtained from ṼL,P , respectively Q̃L,P , by for-
getting the partial flags.

In this section a decomposition of the family QL,P is deduced from the decom-
position Oµ,σ =

⊔
ρ�µOρ,σ and from the decomposition introduced in Proposition

6.4,

YL,P =
⊔

M

⊔

ρ�µ

Y
M,ρ

L,P .

The decomposition is used in the next section (Lemma 6.8) in order to define a Weyl
group action.

Let YB
L,P be the subset of elements in YL,P with generic semisimple parts, i.e.,

with a k-tuple of semisimple parts belonging to B. The set YB
L,P is assumed to be

non-empty. The dimension of YB
L,P is computed similarly to dimYL,P in Remark

6.3,

dimYB
L,P = kn2 + dimB −

k∑

j=0

dimLj .

The decomposition YL,P =
⊔

M

⊔
ρ�µY

M,ρ

L,P induces a similar decomposition for YB
L,P ,

YB
L,P =

⊔

M

⊔

ρ�µ

Y
B,M ,ρ
L,P ,
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where M = (M1, . . . ,M l) and Y
B,M ,ρ
L,P is the subset of elements in

Y
M1,ρ1

L1,P 1 × · · · × Y
Mk,ρk

Lk,P k

with a generic k-tuple of semisimple parts. From the computation of the dimension

of Y
M,ρ

L,P in Proposition 6.4, we deduce that when Z(m) ∩ B is not empty

dimY
B,M ,ρ
L,P =

n∑

j=1

dimOρj ,σj + dimZ(m) ∩ B. (29)

Now the decomposition of YB
L,P induces a decomposition of the family of quiver

varieties QL,P and we define

QM ,ρ
L,P :=

(
VL,P ×YB

L,P
Y

B,M ,ρ
L,P

)
//PGLn .

Proposition 6.6. The variety QL,P admits the following decomposition

QL,P =
⊔

M

⊔

ρ�µ

QM ,ρ
L,P .

When non-empty, the dimension of a part is

dimQM ,ρ
L,P = n2(2g − 2) + 2 + dimZ(m) ∩ B +

k∑

j=1

dimOρj ,σj . (30)

Proof. The dimension of QM ,ρ
L,P can be computed just like the dimension of QOµ,σ

(see Hausel, Letellier, Rodriguez-Villegas [HLRV11, Theorem 2.2.4] and Letellier
[Let11, Corollary 5.2.3]). The computation relies on the smoothness of YB,M ,ρ

L,P which

follows from the smoothness of Y
B,Mj ,ρj

Lj ,P j and on the expression (29) for the dimension

of YB,M ,ρ
L,P .

6.3 W -equivariant structure on the cohomology of the fibers

of the family Q̃L,P

In this section we use the family Q̃L,P → B in order to construct a Weyl group action

on the cohomology of the varieties Q̃L,P ,σ for σ ∈ B. The Weyl group studied in
this section is

W :=WGLn(L
1)× · · · ×WGLn(L

k).

Each WGLn(L
j) is isomorphic to a symmetric group and acts on Z(lj) by permuting

the distinct eigenvalues with the same multiplicities. Then the Weyl group W acts
on B, for w = (w1, . . . , wk) ∈ W and σ =

(
σ1, . . . , σk

)
∈ B,

w.σ :=
(
ẇ1σ

1ẇ−1
1 , . . . , ẇkσ

kẇ−1
k

)
,

where ẇj is a representative in GLn of wj ∈ WGLn(L
j). Consider the diagram

B Q̃L,P

B/W QL,P .

π0

η

p

χ

(31)
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Thanks to the quiver variety point of view, the cohomology sheaves Hiη!κ are con-
stant (Theorem 5.12). In this section a W -equivariant structure on those cohomol-
ogy sheaves is constructed. The Weyl group actions on the cohomology of quiver
varieties with such constant sheaves were introduced by Nakajima [Nak94]. Here
we also use a method from Lusztig (see [Let05, Proof of Proposition 5.5.3]), this
method is also applied by Laumon-Letellier [LL19, Section 5.2]. This approach al-
lows to extend the equivariant structure away from a regular locus. Mellit obtained
a similar result with a different construction for character varieties [Mel19, Section
8].

Before constructing the equivariant structure, let us define the regular locus.
Denote by Breg the subset of regular elements, i.e. elements

(
σ1, . . . , σk

)
∈ B such

that ZGLn(σ
j) = Lj . It is the locus of B where the W -action is free. Diagram (31)

is pulled back to the regular locus

Breg Q̃reg
L,P

Breg/W Qreg
L,P .

πreg

ηreg

preg

χreg

(32)

Similarly to (25), notice that

Qreg
L,P ×Breg/W Breg ∼= Q̃reg

L,P . (33)

Theorem 6.7. The cohomology sheaves Hiη!κ admit a W -equivariant structure over
B.

Proof. Consider the diagram

Q̃L,P

B QL,P ×B/W B

B/W QL,P

η

p

c

π0

a

b

χ

, (34)

the group W acts on QL,P ×B/W B and the morphism a is W -equivariant. The
variety Qreg

L,P ×Breg/W Breg is smooth, dense and open in QL,P ×B/W B. The constant
sheaf κ over Qreg

L,P ×Breg/W Breg is W -equivariant. Indeed for w ∈ W we can define a
morphism

φw : w∗κ→ κ

which is the identity on the stalks. It satisfies the conditions of Definition 3.4.
Applying the continuation principle from Remark 3.8, this W -equivariant structure
extends to a W -equivariant structure on IC•

QL,P×B/WB. Notice that η!κ ∼= a!c!κ. We
shall see in Lemma 6.8 that

c!κ ∼= IC•
QL,P×B/WB.

Then the W -equivariant structure on c!κ induces a W -equivariant structure on η!κ.
Up to the isomorphism c!κ ∼= IC•

QL,P×B/WB, the theorem is proved.
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It remains to prove the following lemma.

Lemma 6.8. There is an isomorphism c!κ ∼= IC•
QL,P×B/WB.

Proof. Because of the isomorphism (33), the restriction of c!κ to the smooth locus
Qreg

L,P ×Breg/W Breg is the constant sheaf κ. In order to verify the hypothesis of
Definition 3.7 it remains to prove that the map c is small, i.e. that it satisfies the
following inequality

dim
{
x ∈ QL,P ×B/W B

∣∣dim c−1(x) ≥ d
}
≤ dimQL,P ×B/W B − 2d for all d > 0.

We use dimension estimates from Lusztig [Lus84, 1.2], see also [Sho88, Theorem
1.4]. In the Lie algebra gln the estimate becomes, for X in an adjoint orbit O,

dim
{
gP ∈ GLn /P

∣∣g−1Xg ∈ σ + uP
}
≤ 1

2

(
n2 − dimL− dimO

)
. (35)

The proof is then standard in Springer theory. Let d > 0 and let x be such that

dim c−1(x) ≥ d,

the element x belongs to QOρ,σ for an element σ ∈ B and for some adjoint orbits
Oρ1,σ1 , . . . ,Oρk,σk . The dimension estimate (35) implies

d ≤ 1

2

(
kn2 −

k∑

j=1

dimLj − dimOρj ,σj

)
,

so that
k∑

j=1

dimOρj ,σj ≤ kn2 −
k∑

j=1

dimLj − 2d.

Using the decomposition from Proposition 6.6, we have that x ∈ QB,M ,ρ
L,P . The

previous inequality together with the expression (30) for the dimension of QB,M ,ρ
L,P

give

dimQB,M ,ρ
L,P ≤ n2(2g − 2) + 2 + dimZ(m) ∩ B + kn2 −

k∑

j=1

dimLj − 2d. (36)

Moreover
dimQB,M ,ρ

L,P ×B/W B = dimQB,M ,ρ
L,P (37)

and

dimQL,P ×B/W B = dimQL,P = n2(2g − 2) + 2 + dimB + kn2 −
k∑

j=1

dimLj . (38)

Combining (36),(37) and (38),

dimQB,M ,ρ
L,P ×B/W B ≤ dimQL,P ×B/W B + 2d+ dimZ(m) ∩ B − dimB. (39)

As d is assumed to be strictly positive, necessarily the inclusion L ( M is strict, so
that

dimZ(m) ∩ B < dimB. (40)
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Now (39) and (40) provide the estimate

dimQB,M ,ρ
L,P ×B/W B < dimQL,P ×B/W B − 2d. (41)

To conclude, the set
{
x ∈ QL,P ×B/W B |dim c−1(x) ≥ d

}
is a finite union of varieties

QB,M ,ρ
L,P ×B/W B with dimensions satisfying the previous estimate (41).

Remark 6.9. Let us study the restriction of the W -equivariant sheaves Hiη!κ to the
regular locus. Recall that Qreg

L,P ×Breg/W Breg ∼= Q̃reg
L,P , then for σ ∈ Breg

Hi
ση!κ

∼= H i
c(Q̃L,P ,σ, κ).

For w ∈ W , the W -equivariant structure is given by the functoriality of the compactly
supported cohomology (see Proposition 3.6 and Remark 3.3)

w∗ : H i
c

(
Q̃L,P ,w.σ, κ

)
→ H i

c

(
Q̃L,P ,σ, κ

)
.

Therefore the construction of Theorem 6.7 gives a canonical extension over B of this
natural Weyl group action over Breg.

6.4 Monodromic Weyl group action on the cohomology of

Q̃L,P ,σ

We saw in 5.12 that the cohomology sheaves Hiη!κ are constant sheaves over B.
Together with the W -equivariant structure, this allows to construct a Weyl group
action on the cohomology of the varieties Q̃L,P ,σ for any σ ∈ B, this is called the
monodromic Weyl group action. Note that the fiber over σ of this constant sheaf is
H i

c(Q̃L,P ,σ; κ). Thus for any σ, τ ∈ B, there is an isomorphism

fσ,τ : H i
c(Q̃L,P ,σ; κ) → H i

c(Q̃L,P,τ ; κ),

such that for any ω ∈ B
fσ,τ = fω,τ ◦ fσ,ω.

The W -equivariance of the local system Hiη!κ implies the following theorem. It can
also be proved directly, without referring to equivariance of the local system (see
Maffei [Maf02, Section 5]).

Theorem 6.10. Let σ, τ ∈ B, then the following diagram commutes

H i
c(Q̃L,P ,σ; κ) H i

c(Q̃L,P,w−1.σ; κ)

H i
c(Q̃L,P,τ ; κ) H i

c(Q̃L,P,w−1.τ ; κ).

w∗

fσ,τ fw−1.σ,w−1.τ

w∗

Remark 6.11. Note that if σ ∈ B is not regular, then the map

w∗ : H i
c

(
Q̃L,P ,σ, κ

)
→ H i

c

(
Q̃L,P ,w−1.σ, κ

)

is only the map coming from the W -equivariant structure of the constant sheaf Hiη!κ.
It does not necessarily come by functoriality from a morphism of variety.
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This theorem allows to define a W -action on the compactly supported cohomol-
ogy space H i

c(Q̃L,P ,σ; κ).

Theorem 6.12. For σ ∈ B and for w ∈ W let

ρi(w) = fw.σ,σ ◦ (w−1)∗.

This defines an action of W on H i
c(Q̃L,P ,σ; κ), it is called the monodromic Weyl

group action.

Proof. For w1 and w2 in W , the following diagram commutes by Theorem 6.10.

H i
c(Q̃L,P ,σ; κ) H i

c(Q̃L,P,w2.σ; κ) H i
c(Q̃L,P,w1w2.σ; κ)

H i
c(Q̃L,P ,σ; κ) H i

c(Q̃L,P,w1.σ; κ)

H i
c(Q̃L,P ,σ; κ)

(w−1
2 )

∗
(w−1

1 )
∗

fw2.σ,σ fw1w2.σ,w1.σ

(w−1
1 )

∗

fw1.σ,σ

Going from the top left corner to bottom right corner by the top right corner is
ρ(w1w2). Going by the middle gives ρ(w1)ρ(w2). Therefore ρ(w1w2) = ρ(w1)ρ(w2).

6.5 Frobenius morphism and monodromic action

The techniques in this section come from Hausel, Letellier and Rodriguez-Villegas
[HLRV13], however we do no consider regular semisimple values of the moment
map. Instead each component of the moment map is central and each leg of the
comet-shaped quiver corresponds to a particular adjoint orbit. Comet-shaped quiver
varieties were also studied in this context by Letellier [Let12]. A slightly more general
situation is considered here, as a leg can represents any adjoint orbit and not only
a semisimple regular one.

The representation defined in Theorem 6.12 when K = C is isomorphic to the
representation obtained for K = Fq and large enough characteristic. Indeed this can
be proved by base change exactly like in [HLRV13, Theorem 2.5]. Therefore from
now on we assume:

Assumption 6.13. K = Fq and the characteristic is large enough.

This assumption is very convenient as it allows to introduce Frobenius endo-
morphism and use Grothendiek’s trace formula to compute the traces of the action
obtained.

We denote by F the Frobenius endomorphism on gln raising the coefficients to
the power q. The set of F -fixed points in gln is gln(Fq) and similarly for the group
GLn. Assume that the Lj are subgroups of bock diagonal matrices, and that the
P j are subgroups of block upper triangular matrices, then they are F -stable. The
morphism F induces a Frobenius endomorphism on Q̃reg

L,P and on Breg also denoted
by F ,

F
(
σ, (Ai, Bi)1≤i≤g , (Xj, gjLj)1≤j≤k

)
=
(
F (σ), (F (Ai), F (Bi))1≤i≤g , (F (Xj), F (gj)Lj)1≤j≤k

)
.
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This Frobenius endomorphism can be twisted by an element w = (w1, . . . , wk) in
the Weyl group W . For σ ∈ Breg, define

wF (σ1, . . . ,σk) := (w1.F (σ1), . . . , wk.F (σk)) .

The set of points fixed by wF is (Breg)wF . Similarly, the w-twisted Frobenius on

Q̃reg
L,P is

wF := w ◦ F.
They are compatible, preg ◦ wF = wF ◦ preg so that for σ, τ ∈ Breg the following
diagram commutes

H i
c(Q̃L,P,σ; κ) H i

c(Q̃L,P,F−1(σ); κ)

H i
c(Q̃L,P,τ ; κ) H i

c(Q̃L,P,F−1(τ ); κ).

F ∗

fσ,τ fF−1(σ),F−1(τ)

F ∗

Theorem 6.14. For τ ∈ (Breg)F and for σ ∈ (Breg)wF , the cardinal of the set of

wF fixed points in Q̃L,P ,σ is

♯Q̃wF
L,P ,σ =

∑

i

tr
(
ρ2i(w), H2i

c (Q̃L,P,τ ; κ)
)
qi.

Proof. Consider the commutative diagram

H i
c(Q̃L,P,τ ; κ) H i

c(Q̃L,P,w−1.τ ; κ)

H i
c(Q̃L,P,τ ; κ) H i

c(Q̃L,P,τ ; κ)

H i
c(Q̃L,P,σ; κ) H i

c(Q̃L,P,F (σ); κ) H i
c(Q̃L,P,σ; κ).

w∗

ρ(w−1)
fw−1.τ ,τ

F ∗
fσ,τ

w∗

fF (σ),τ

F ∗

fσ,τ

Apply Grothendieck trace formula to wF ,

♯Q̃wF
L,P ,σ =

∑

i

(−1)i tr
(
(wF )∗, H i

c(Q̃L,P ,σ; κ)
)

=
∑

i

(−1)i tr
(
F ∗ ◦ ρi(w−1), H i

c(Q̃L,P,τ ; κ)
)
.

The varieties QL,P,τ are pure and polynomial count (see Remark 4.13 and [HLRV11,
Theorem 1.3.1]) and ρ(w−1) commutes with F so that

♯Q̃wF
L,P ,σ =

∑

i

tr
(
F ∗ ◦ ρ2i(w−1), H2i

c (Q̃L,P,τ ; κ)
)

=
∑

i

tr
(
ρ2i(w−1), H2i

c (Q̃L,P,τ ; κ)
)
qi.

Now as W is isomorphic to a product of symmetric groups, w is conjugated to its
inverse w−1 and

♯Q̃wF
L,P ,σ =

∑

i

tr
(
ρ2i(w), H2i

c (Q̃L,P,τ ; κ)
)
qi.
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Notations 6.15. The j-th part of L is

Lj ∼= GLcj1
× · · · ×GLcj1︸ ︷︷ ︸

mj
1

× · · · ×GLcjlj
× · · · ×GLcjlj︸ ︷︷ ︸

mj
lj

,

with cjr 6= cjs for r 6= s. Then the j-th part of the relative Weyl group W is

WGLn(L
j) ∼= Smj

1
× · · · ×Smj

lj

The symmetric group Smj
r

acts by permuting the blocks of size cjr. Take w =

(w1, . . . , wk) in W and choose σw = (σ1, . . . , σk) in (Breg)wF . The conjugacy class
of the element wj is determined by a lj-tuple (ηj,1, . . . , ηj,lj) with ηj,r ∈ Pmj

r
. Let Oσj

be the adjoint orbit of σj. This orbit is semisimple, F -stable and of the following
type (as defined in 4.3),

(
ηj,11 , 1c

j
1

)
. . .
(
ηj,1
l(ηj,1)

, 1c
j
1

)
. . .

(
η
j,lj
1 , 1

cjlj

)
. . .

(
η
j,lj

l(ηj,lj )
, 1

cjlj

)
.

Define Ow := (Oσ1 , . . . ,Oσk
).

Lemma 6.16. With the previous notations we have the following identity between
cardinals,

♯Q̃wF
L,P ,σ = ♯QF

Ow
. (42)

Proof. As the orbits Ow = (Oσ1 , . . . ,Oσk
) are semisimple (hence they are closed),

the map Q̃L,P ,σ → QOw is an isomorphism compatible with the Frobenius wF on
the source and the Frobenius F on the target.

Letellier [Let11] computed the number of points of comet shaped quiver varieties,
in particular of QF

Ow
.

Theorem 6.17. With Notations 6.15, the cardinal of QF
Ow

is given by

♯QF
Ow

= (−1)r(η)q
dµ
2

〈
h̃η,H

HLV
n (0, q

1
2 )
〉
,

where h̃η is a particular case of the generalized Schur function from [Let11]. This
symmetric function can be expressed in terms of complete symmetric functions hn,

h̃η :=
k∏

j=1

lj∏

r=1

l(ηj,i)∏

s=1

hcjr

[
Xηj,rs

j

]
,

and

r(η) :=

k∑

j=1

lj∑

r=1

cjr

l(ηj,i)∑

s=1

(ηj,rs − 1).

Proof. As the orbits Oσj
are semisimple, the variety QOw is smooth so that the

characteristic function of the intersection complex is constant with value 1. The
result follows from Letellier [Let11, Theorem 6.9.1, Theorem 7.4.1 and Corollary
7.4.3].
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Corollary 6.18. For σ ∈ B and η representing a conjugacy class in the Weyl group
as described in Notations 6.15, the η-twisted Poincaré polynomial of Q̃L,P ,σ is

∑

i

tr
(
η, H i

c(Q̃L,P ,σ, κ)
)
vi = (−1)r(η)vdµ

〈
h̃η,H

HLV
n (0, v)

〉
.

Proof. The action comes from the W -equivariant structure of the constant sheaves
Hiη!κ. Therefore, up to isomorphism, the representation does not depend on the
choice of σ ∈ B so that the twisted Poincaré polynomial can be computed for
τ ∈ (Breg)F . Then from Theorem 6.14 and from (42),

∑

i

tr
(
ρ2i(η), H2i

c

(
Q̃L,P ,τ , κ

))
qi = (−1)r(η)q

dµ
2

〈
h̃η,H

HLV
n (0, q

1
2 )
〉
.

This equality remains true after substituting qn for q for n > 0. Thus it is an equality
between two polynomials and the corollary is proved.

Remark 6.19 (Comparison between monodromic and Springer action). Let σ =
(σ1, . . . , σk) ∈ B, as before M j is the stabilizer of σj in GLn. The relative Weyl
group is

WM (L) =
k∏

j=1

WMj (Lj)

with WMj (Lj) = NMj (Lj)/Lj. Then WM (L) is a subgroup of the Weyl group W
studied in this section. The group WM (L) is exactly the subgroup of elements w ∈ W
such that w.σ = σ. The monodromic Weyl group action from Theorem 6.12 induces

an action of WM (L) on H i
c

(
Q̃L,P ,σ, κ

)
. Interestingly, this action comes only from

the W -equivariant structure, it does not rely on the constant property of the sheaf:
it is given explicitly by ρi(w) = (w−1)

∗
.

There is another action of WM (L) on H i
c

(
Q̃L,P ,σ, κ

)
, the Springer action con-

structed by Letellier and mentioned in 4.14. Letellier computed the twisted Poincaré
polynomial for this Springer action [Let11, Corollary 7.4.3], it coincides with the
Poincaré polynomial obtained from the monodromic action, therefore both action are
isomorphic. It would be interesting to have a direct proof of this fact. We proved it
in the character variety setting for just one orbit, regular, with a unique eigenvalue
[Bal21, Chapter 5].

It is also interesting to consider the monodromic action over the regular locus
Breg as an action on the cohomology of a quiver variety with semisimple adjoint
orbits. For σ ∈ Breg consider the associated generic k-tuple of semisimple adjoint
orbits Oσ = (Oσ1 , . . . ,Oσk

). The Weyl group WGLn(L
j) is the group of permutation

of the distinct eigenvalues of Oσj
with the same multiplicities. This provides another

formulation of Corollary 6.18.

Corollary 6.20. For η representing a conjugacy class in the Weyl group as described
in Notations 6.15, the η-twisted Poincaré polynomial of QOσ

is

∑

i

tr
(
η, H i

c(QOσ
, κ)
)
vi = (−1)r(η)vdη

〈
h̃η′ ,HHLV

n (0, v)
〉
.
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The interpretation over the regular locus in terms of semisimple quiver varieties
together with Remark 6.19 show the advantages of extending the W -equivariant
structure from Breg to B (Theorem 6.10). This provides a uniform description of the

Springer action on the cohomology of some resolution Q̃L,P ,σ and the monodromic
action on the cohomology of semisimple quiver varieties QOσ

.

Remark 6.21. It is also interesting to study the action of a Weyl group relative to a
particuar leg 1 ≤ j ≤ k, for instance relative to the first one. This will be used in 7.2
to describe some structure coefficients of the algebra spanned by Kostka polynomial.
A particularly interesting case is when L1 is a maximal torus and M1 = GLn. Then
the component of the Weyl group relative to the first leg is WM1(L1) ∼= Sn and

WM (L) ∼= Sn ×
k∏

j=2

WMj (Lj).

According to this decomposition, consider an element (w, 1, . . . , 1) ∈ WM (L) with
w ∈ Sn an element of cycle type λ ∈ Pn. Then

h̃η = pλ[X1]hµ′2 [X2] . . . hµ′k [Xk],

and (−1)r(η) = ǫ(λ) is the sign of the permutation w with cycle type λ. Corollary
6.18 reads

P η
c

(
Q̃L,P ,σ, v

)
= vdµǫ(λ)

〈
pλ[X1]hµ′2 [X2] . . . hµ′k [Xk],H

HLV
n (0, v)

〉
.

This can be understood in terms of Frobenius characteristic, see Definition 2.12.
Consider the representation of Sn on the cohomology of Q̃L,P ,σ twisted by the sign,

H•(Q̃L,P ,σ, κ) ⊗ ǫ. Its v-graded Frobenius characteristic is given by the following
symmetric function in X1

vdµ
〈
hµ′2 [X2] . . . hµ′k [Xk],H

HLV
n (0, v)

〉
X2,...,Xk

.

Notice that Vρ ⊗ ǫ ∼= Vρ′, then by Remark 2.11, the multiplicity of the irreducible

representation Vρ in H•(Q̃L,P ,σ, κ) is given by

vdµ
〈
sρ′ [X1]hµ′2 [X2] . . . hµ′k [Xk],H

HLV
n (0, v)

〉
.

7 Geometric interpretations in the algebra spanned

by Kostka polynomials

7.1 Description of the algebra

In this section an algebra spanned by Kostka polynomials is studied and some struc-
ture coefficients are related to traces of Weyl group action on the cohomology of
quiver varieties. Define a linear map ∆# : Sym[X ] → Sym[X, Y ] such that on the
basis of modified Macdonald polynomials,

∆#
(
H̃λ[X ]

)
:= H̃λ[X ]H̃λ[Y ] for all λ ∈ P.
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As in 2.20, the variables (q, t) are implicit. Now as the Hall pairing is non-degenerate,
there is a uniquely determined bilinear map . . .# . . . such that for all F,G and H
in Sym[X ],

〈F [X ]#G[X ], H [X ]〉 =
〈
F [X ]G[Y ],∆# (H [X ])

〉
.

The product # defines an associative and commutative algebra structure on Sym[X ].

Definition 7.1. For a k-tuple of partitions µ =
(
µ1, . . . , µk

)
∈ Pk

n and for λ ∈ Pn

we denote by cλµ the structure coefficients of the product # in the basis of Schur
functions

sµ1#sµ2 . . .#sµk =
∑

|µ|=n

cλµsλ. (43)

Lemma 7.2. For µ = (µ, ν), the coefficients cλµ,ν coincide with those defined in the
introduction, i.e., the following relation is satisfied

K̃µ,ρK̃ν,ρ =
∑

λ

cλµ,νK̃λ,ρ. (44)

Proof. First let
(
L̃η,λ

)
λ,η∈Pn

be the inverse of the matrix of Kostka polynomials
(
K̃η,λ

)
λ,η∈Pn

(see Definition 2.19), then

sλ =
∑

η∈Pn

L̃η,λH̃η[X ].

Now the coefficient cλµ,ν is defined by

cλµ,ν = 〈sµ#sν , sλ〉

=

〈
sµ#sν ,

∑

η∈Pn

L̃η,λH̃η[X ]

〉
.

By definition of the product # and of the coproduct ∆#,

cλµ,ν =
∑

η∈Pn

L̃η,λ

〈
sµ[X ]sν [Y ], H̃η[X ]H̃η[Y ]

〉
,

cλµ,ν =
∑

η∈Pn

L̃η,λK̃µ,ηK̃ν,η.

Multiply the last equation by K̃λ,ρ and sum over λ ∈ Pn,

K̃µ,ρK̃ν,ρ =
∑

λ

cλµ,νK̃λ,ρ.

This last relation is exactly the one used in the introduction to define the coefficients
cλµ,ν .

Example 7.3. We computed some coefficients with the software SageMath

c
(2,1,1)
(2,2),(2,1,1) = −q3t− q2t2 − qt3 − q2t− t2q + q2 + qt + t2,

c
(1,1,1,1)
(2,2),(2,1,1) = q3 + q2t+ qt2 + t3 + q2 + 2qt+ t2 + q + t.
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The next conjecture comes from unpublished notes by Rodriguez-Villegas.

Conjecture 7.4. The structure coefficients cλµ lie in Z[q, t].

Some evidences supporting this conjecture will be provided. The following defi-
nition and remark were suggested by François Bergeron.

Definition 7.5. Let F be a symmetric function, consider the operator

F# . . . : Sym [X ] → Sym [X ]
G 7→ F#G.

We denote ψF its adjoint with respect to the Hall pairing so that for any G,H ∈
Sym [X ]

〈F#G,H〉 = 〈G,ψF (H)〉 (45)

Those operators are diagonal in the basis of modified Macdonald polynomials

ψF (H̃λ[X ; q, t]) =
〈
F, H̃λ[X ; q, t]

〉
H̃λ[X ; q, t]. (46)

Remark 7.6. Applying the relation (46) with en,

ψen

(
H̃λ[X ; q, t]

)
= qn(λ

′)tn(λ)H̃λ[X ; q, t],

and we recognize the usual expression of the operator ∇ introduced by Bergeron-
Garsia [BG98]. The higher (q, t)-Catalan sequence from Garsia–Haiman [GH96]
(see also Haiman [Hai02, p.95]) is defined by

C(m)
n (q, t) = 〈en,∇men〉 ,

but ∇ = ψen is the adjoint of en# . . . and s1n = en so that

C(m)
n (q, t) = c1

n

1n, . . . , 1n︸ ︷︷ ︸
m+1

.

The higher (q, t)-Catalan sequences are particular cases of the coefficients c1
n

µ .

We recall an important theorem which was first conjectured by Garsia–Haiman
[GH96].

Theorem 7.7 ([Hai02] theorem 4.2.5). The symmetric function ∇(en) is obtained
as the Frobenius characteristic (see definition 2.12) of a bigraded representation of
Sn called the diagonal harmonics. In particular,

〈∇(en), sλ〉 ∈ Z≥0[q, t].

Corollary 7.8. For any µ ∈ Pn, the structure coefficients c1
n

1n,µ gives the multiplicity
of the irreducible representation of type µ in the bigraded representation of Sn on
diagonal harmonics. In particular c1

n

1n,µ(q, t) ∈ Z≥0[q, t] so that the conjecture 7.4 is
true for those particular coefficients.
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Proof. According to Remark 7.6 and to the adjonction relation (45),

〈sµ,∇(en)〉 = 〈en#sµ, en〉 . (47)

By definition of the structure coefficients cλµ,ν and as en = s1n , we have

en#sµ =
∑

λ∈Pn

cλ1nµsλ,

substituting in (47) we obtain

c1
n

1n,µ(q, t) = 〈sµ,∇(en)〉 .

We conclude with the interpretation of ∇(en) as a Frobenius characteristic from
Theorem 7.7.

The next theorem and the following corollary come from unpublished notes by
Rodriguez-Villegas. They relate particular structure coefficients c1

n

µ to the kernel
HHLV

n .
Consider the generating function from Definition 4.16 for genus g = 0, k + 2

punctures and with variable z = q
1
2 , w = t

1
2 . It is given by

Ω0
k+2 :=

∑

λ∈P

∏k+2
i=1 H̃λ [Xi; q, t]

aλ(q, t)
s|λ|,

with aλ(q, t) =
(
H̃λ[X ; q, t], H̃λ[X ; q, t]

)q,t
as in 2.18.

Theorem 7.9. The following relation holds,

〈
p(n)[Xk+1]h(n−1,1)[Xk+2],Log

[
Ωg

k+2

]〉
Xk+1,Xk+2

=
∑

|λ|=n

φλΠ
′
λ

aλ

k∏

i=1

H̃λ[Xi]s
|λ|,

with

φλ =
∑

i,j∈λ

qj−1ti−1,

Π′
λ =

∏

i,j∈λ\(1,1)

(1− qj−1ti−1).

Proof. According to Lemma 2.23, to take the Hall pairing with h(n−1,1)[Xk+2] is
equivalent to do plethystic substitution Xk+2 = 1 + u and to take the degree n
coefficient in front of u. As the plethystic substitution and the plethystic logarithm
commute, we can perform this substitution inside the plethystic logarithm. We
consider terms of order 1 in u using Lemma 2.22,

Log
[
Ω0

k+2

]
= Log

[
Ω0

k+1 + u
∑

λ∈P∗

φλ

aλ

k+1∏

i=1

H̃λ[Xi]s
|λ| +O(u2)

]

= Log

[
Ω0

k+1

(
1 + u

1

Ω0
k+1

∑

λ∈P∗

φλ

aλ

k+1∏

i=1

H̃λ[Xi]s
|λ| +O(u2)

)]

= Log
[
Ω0

k+1

]
+ Log

[
1 + u

1

Ω0
k+1

∑

λ∈P∗

φλ

aλ

k+1∏

i=1

H̃λ[Xi]s
|λ| +O(u2)

]
.
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We used that plethystic logarithm turns products into sums. From the definition of
the plethystic logarithm, as pn[u] = un, we easily see the coefficient in front of u in
the previous expression

Log
[
Ω0

k+2

]∣∣
u
=

1

Ω0
k+1

∑

λ∈P∗

φλ

aλ

k+1∏

i=1

H̃λ[Xi]s
|λ|.

Keeping the terms of degree n we obtain

〈
h(n−1,1)[Xk+2],Log

[
Ω0

k+2

]〉
Xk+2

=
1

Ω0
k+1

∑

λ∈P∗

φλ

aλ

k+1∏

i=1

H̃λ[Xi]s
|λ|

∣∣∣∣∣
sn

.

Inverting Ω0
k+1 is licit, it is defined by

1

Ω0
k+1

=
1

1 +
(
Ω0

k+1 − 1
) =

∑

k

(
1− Ω0

k+1

)k
.

Now we just have to take the Hall pairing with the power sum p(n) [Xk+1]. This is
equivalent to picking the coefficient in front of n−1p(n) [Xk+1]. But p(n) cannot be
written as the product of two symmetric functions of degree strictly smaller than n
so that the contribution of Ω0

k+1 in the denominator is irrelevant for the coefficient
in front of n−1p(n) [Xk+1] and

〈
p(n)[Xk+1]h(n−1,1)[Xk+2],Log

[
Ω0

k+2

]〉
Xk+1,Xk+2

=

〈
p(n)[Xk+1],

∑

λ∈P∗

φλ

aλ

k+1∏

i=1

H̃λ[Xi]s
|λ|

〉

Xk+1

.

We conclude with Lemma 2.24 and (4).

The following corollary allows to obtain a geometric interpretation of the coeffi-
cients. Indeed, it relates the coefficient c

(1n)
µ to the generating serie Ω0

k+2 known to
encode cohomological information about comet-shaped quiver varieties and charac-
ter varieties.

Corollary 7.10. With the notations of the previous theorem and Definition 7.1,

(−1)n−1c(1
n)

µ = (q−1)(1−t)
〈

k∏

j=1

sµj [Xj ]p(n)[Xk+1]h(n−1,1)[Xk+2],Log
[
Ω0

k+2

]
〉

X1,...,Xk+2

.

(48)

Proof. We apply Theorem 7.9 to express the right hand side of (48) as

(q − 1)(1− t)

〈
sµ1 [X1] . . . sµk [Xk],

∑

|λ|=n

φλΠ
′
λ

aλ

k∏

i=1

H̃λ[Xi]

〉

X1,...,Xk

.

By definition of the product #,

(q − 1)(1− t)

〈
sµ1# . . .#sµk [X ],

∑

|λ|=n

φλΠ
′

aλ
H̃λ[X ]

〉

X

.
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Here we recognize the expression of Theorem 2.25

〈
sµ1# . . .#sµk [X ], (−1)n−1s(1n)

〉
X

so that if we write
sµ1# . . .#sµk [X ] =

∑

λ

cλµsλ[X ]

the result follows from orthonormality of Schur functions.

7.2 Interpretation of certain coefficients as traces of Weyl

group actions on the intersection cohomology of quiver

varieties

In this section a cohomological interpretation is given for the coefficients c1
n

µ . In
order to lighten the notations, the description is only given for the coefficient c1

n

µ,ν .
The generalization to any µ is straightforward.

First let us detail the data to describe the relevant variety Q̃L,P ,σ. The Levi sub-
groups are torus of diagonal matrices Lj = T for 1 ≤ j ≤ 3 and L4 = GL1×GLn−1.
The semisimple part σ = (σ1, . . . , σ4) is such that:

• σ1 = ζ1 Id is central,

• σ2 = ζ2 Id is central,

• σ3 =




α1

α2

. . .

αn


 with αr 6= αs for r 6= s,

• σ4 =




β
γ

. . .

γ


 has two eigenvalues β 6= γ. The multiplicity of β is one

and the multiplicity of γ is n− 1.

Notice that such a choice can be made in the generic locus, i.e., with σ ∈ B.
First we consider Letellier’s construction of the action à la Springer in order to

compute isotypical components. Let M =M1 × · · ·×M4 with M j the stabilizer in
GLn of σj . Then WM(L) ∼= S2

n. Letellier’s construction (Remark 4.14) provides an

action of WM (L) on the cohomology of Q̃L,P ,σ. Moreover for Vµ′ , respectively Vν′ ,
the irreducible representation of Sn associated to the transpose of some partition
µ, respectively ν,

HomWM (L)

(
Vµ′ ⊗ Vν′ , H

i+d
Q̃L,P ,σ

c

(
Q̃L,P ,σ, κ

))
= H

i+dQ
O

c (Q
O
, κ) . (49)

With O = (O1, . . . ,O4) the 4-tuple of generic adjoint orbits defined by,

• O1 has Jordan type µ′ and eigenvalue ζ1,

• O2 has Jordan type ν ′ and eigenvalue ζ2,
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• O3 is the orbit of σ3,

• O4 is the orbit of σ4.

Now with the construction from Theorem 6.12, there is an action of the whole
group W ∼= S3

n on the cohomology of Q̃L,P ,σ. The restriction of this W -action to
WM(L) ∼= S2

n is isomorphic to the Springer action (see Remark 6.19). First take
the Vµ′ ⊗Vν′ isotypical component with respect to the S2

n-action. There remains an
action of the Weyl group Sn relative to the third leg on the intersection cohomology
IH i

c (QO
, κ).

Theorem 7.11. Let w be a n-cycle in the Weyl group relative to the third leg (this
terminology comes from the comet-shaped quiver). The coefficient c1

n

µ,ν, after special-
ization q = 0, is given by the w-twisted Poincaré polynomial of Q

O
, namely

c1
n

µ,ν(0, t) = t−
d
O

2

∑

i

tr
(
w, IH2i

c (Q
O
, κ)
)
ti.

Proof. Combining (49), Corollary 6.18 and Remark 6.21,

∑

i

tr
(
w, IH i

c (QO
, κ)
)
vi = (−1)n−1vdO

〈
sµ[X1]sν [X2]p(n)[X3]h(n−1,1)[X4],H

HLV
n (0, v)

〉
.

The theorem now follows from Corollary 7.10.

7.3 Cohomological interpretation in the multiplicative case

There are similar interpretations in the multiplicative case. A conjectural one in-
volving c1

n

µ,ν(q, t) which is a theorem after specializing to c1
n

µ,ν(1, t). Unfortunately in
the multiplicative case the monodromic action is not defined in the general case so
that we have to rely only on the Springer action. Therefore the statements involve
partial resolutions of character varieties instead of actual character varieties.

First introduce the relevant parameters. The Levi subgroups are torus of diagonal
matrices Lj = T for 1 ≤ j ≤ 3 and L4 = GL1×GLn−1. The semisimple part
σ = (σ1, . . . , σ4) is such that:

• σ1 = ζ1 Id is central,

• σ2 = ζ2 Id is central,

• σ3 = ζ3 Id is central,

• σ4 =




β
γ

. . .

γ


 has two eigenvalues β 6= γ.

This 4-tuple is chosen to be generic (in the multiplicative sense of Definition 4.10).
This is the case for instance if ζ1ζ2ζ3 = 1 and γn−1 = β−1 6= 1. The relative Weyl
group is WM (L) ∼= S3

n. Now consider the following conjugacy classes

• C1 has Jordan type µ′ and eigenvalue ζ1,
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• C2 has Jordan type ν ′ and eigenvalue ζ2,

• C3 has one Jordan block of size n with eigenvalue ζ3,

• C4 is the conjugacy class of σ4.

Then M̃L,P ,σ is the resolution of M
C

with C = (C1, . . . , C4) (see Definition 4.15).

An intermediate in between M̃L,P ,σ and M
C

is given by the variety

Mµ,ν =
{
(X1, . . . , X4) ∈ C1 × · · · × C4, gB ∈ GLn /B

∣∣g−1X3g ∈ ζ3U

X1 . . .X4 = Id} //PGLn,

with B the Borel subgroup of upper triangular matrices in GLn and U its unipotent
radical. Then the resolution M̃L,P ,σ → M

C
factors through Mµ,ν . This is a

particular case of the partial resolutions of character varieties studied by Letellier
[Let13]. The result we recalled about Springer theory for resolutions of character
varieties (16) admit a more general version for partial resolutions. In particular
considering the action of S2

n with respect to the first two punctures and taking the

Vµ′ ⊗ Vν′ isotypical component of the cohomology H•
c

(
M̃L,P ,σ, κ

)
we obtain,

HomWM (L)

(
Vµ′ ⊗ Vν′, H

i+d
M̃L,P ,σ

c

(
M̃L,P ,σ, κ

))
= H

i+dMµ,ν
c (Mµ,ν , κ) .

There remains an action of the Weyl group Sn relative to the third puncture. For
w in this Weyl group define the w-twisted mixed Hodge polynomial by

IHw
c (Mµ,ν ; u, v) :=

∑

i,r

urvi tr
(
w, IHr,r,i

c (Mµ,ν , κ)
)
.

Conjecture 4.18 admits a generalization describing the Weyl group action on the
intersection cohomology of partial resolutions of character varieties (Letellier [Let13,
Conjecture 5.5]). In particular this conjecture predicts the following formula for the
w-twisted mixed Hodge polynomial for w a n-cycle,

IHw
c (Mµ,ν ; u, v) =

(−1)n−1
(
v
√
u
)dimMµ,ν

〈
sµ[X1]sν [X2]p(n)[X3]h(n−1,1)[X4],H

HLV
n

(−1√
u
, v
√
u

)〉
.

The next conjecture follows from this conjectural formula, just like Theorem 7.11
is deduced from Corollary 6.18.

Conjecture 7.12. Let w be a n-cycle in the Weyl group relative to the third punc-
ture. The coefficient c1

n

µ,ν relates to the w-twisted mixed Hodge polynomial of Mµ′,ν′

by

c1
n

µ,ν(q, t) = t
− dimMµ,ν

2 IHw
c

(
Mµ,ν ,

1

q
,
√
qt

)
.

We will prove that the right handside of this conjecture is indeed a polynomial
in q, t thus supporting Conjecture 7.4.
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Lemma 7.13. The Poincaré polynomial (for compactly supported intersection co-
homology) of the variety Mµ,ν is

∑

i

vi dim IH i
c (Mµ,ν , κ) = vd

〈
sµ[X1]sν [X2]h1n [X3]h(n−1,1)[X4],H

HLV
n (−1, v)

〉
,

(50)
and for w a n-cycle in the Weyl group relative to the third puncture the w-twisted
Poincaré polynomial is
∑

i

vi dim tr
(
w, IH i

c (Mµ,ν , κ)
)
= vd

〈
sµ[X1]sν [X2]p(n)[X3]h(n−1,1)[X4],H

HLV
n (−1, v)

〉
.

Proof. Letellier [Let13, Theorem 5.4] studied Springer theory for partial resolutions
of character varieties. This allows to describe the intersection cohomology of the
partial resolutions, together with its Weyl group action, in terms of intersection
cohomology of character varieties. The Poincaré polynomials for intersection coho-
mology of character varieties are computed in [Bal22]. The formula for (twisted)
Poincaré polynomials of the resolutions are therefore a consequence of the Poincaré
polynomial specialization of [Let13, Proposition 5.7].

Proposition 7.14. The following expression

t
− dimMµ,ν

2 IHw
c

(
Mµ,ν ,

1

q
,
√
qt

)
,

which is the value of c1
n

µ,ν(q, t) according to Conjecture 7.12, is a polynomial in q, t
with integer coefficients.

Proof. First note that only integer powers of q and t appear because of (50) and the
fact that in genus g = 0 the kernel HHLV

n (z, w) contains only terms in z2, w2.
Let S be a regular semisimple conjugacy class such that the 4-tuple C′ =

(C1, C2,S, C4) is generic. By [Bal22] and (50), the Poincaré polynomial of the char-
acter variety M

C
′ is the same as the Poincaré polynomial of the variety Mµ,ν . But

the variety M
C
′ is affine, hence its compactly supported intersection cohomology

vanishes in degree strictly smaller than its dimension and only positive power of t
appear in the expression. Only positive power of q appear because the weight on
the compactly supported intersection cohomology is smaller than the cohomological
degree.

The second equality in Lemma 7.13 implies the Poincaré polynomial specialisa-
tion of Conjecture 7.12.

Theorem 7.15. Let w be a n-cycle in the Weyl group relative to the third puncture.
The coefficient c1

n

µ,ν relates to the w-twisted Poincaré polynomial of Mµ,ν:

c1
n

µ,ν(1, t) = t
−dimMµ,ν

2

∑

i

t
i
2 tr
(
w, IH i

c (Mµ,ν , κ)
)
.
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